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ABSTRACT An algorithm for a potentially non-obtrusive speech production system was developed and
characterized. The algorithm is primarily based on the articulation of the human tongue referred as tongue
articulatory system (TAS) and was cascaded with a previously developed laryngeal model.We developed and
optimized statistical formulae for formants of vowels and consonants and studied the model for different ages
and genders. The difference between the formant frequencies obtained using both the established vocal tract
system and proposed cascaded system was found to be < 5%. The proposed model shows the significance
of the articulatory nature of the tongue in human speech production. An algorithmic speech synthesizer
was developed, and its output was matched with original speech signals for English vowels and consonants
with an Normalized Root-Mean-Square deviation error (NRMSE) of < 0.15ms. Further, an experimental
implementation of the developed algorithm was done, with flex-sensors emulating the tongue in an artificial
oral cavity. The experimental test results further confirmed the effectiveness of the algorithm, revealing
interesting features under tolerance analyses. This idea relates to a means for compensating for a whole or
partial loss of speech. Such a model can be useful to interpret speech for tracheostomised patients who have
undergone larynx surgery, speech-disabled due to accidents or voice disorders, medical rehabilitation and
for robotics.

INDEX TERMS English vowels and consonants, formants, Laryngeal system, oral cavity system, sensors,
tongue, vocal tract system.

I. INTRODUCTION
Speech is the most common method to communicate human
thoughts. Unfortunately, an estimated ∼5–11% of people
have speech disorders and cannot rely on natural speech for
communication [1]–[4]. People with speech disorders have
problems creating or forming the vocal sounds needed to
communicate with others. Common speech disorders include
articulation disorders, phonological disorders, disfluency,
and voice disorders, as a result of damage to parts of the
brain or nerves, cleft palate or other problems with the
palate, overuse of the vocal cords, ulcers on vocal cords, and
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laryngeal webs [5]. A lack of verbal communication affects
social participation, education, and employment because of
limited direct interaction. Therefore, the development of
a mechanism to facilitate straightforward communication
through synthesized speech is necessary to benefit patients
with speech disorders. Recently, the synthesis of speech
based on articulatory gestures has caught the attention of
researchers, who mostly use a clinical approach. Understand-
ing the relationship between articulatory features and acous-
tic signals [2], [3] is essential to produce acoustic speech
by solving the articulatory inversion problem. A wide range
of research has been conducted globally on many speech
synthesis systems for people with disabilities. For instance,
an electrolarynx [6], which is placed on a neck strap, enables
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the user to modulate muscles to create speech by moving
their articulators, including the lips, jaw, tongue, and teeth.
Silent speech systems [7] were made to record the activity
of the articulatory system, including the facial muscles, using
electromagnetic articulography (EMA) signals to detect the
synthesis of speech signals that are spoken silently. An articu-
latory speech synthesizer as a generic acoustic model [8], was
used to determine the acoustic performance of articulatory
mapping by describing the articulatory trajectories of the
jaw, lips, tongue body, and tongue tip. Vocal cord vibration
switches [9] were positioned on the throat and capture sen-
sor signals, which are sent to an iPod through a Bluetooth
transmitter to detect the periodic vibrations associated with
vocalizations. Also, in silent sound technology, an electro-
magnetic sensor is attached to the face and records pulses,
which were converted to speech [10]. The TALK device was
made to convert breath to speech [11], and the tongue and ear
interface [12] is a wearable system that captures the tongue
and jaw movements that are used for speech recognition.

Few of these systems follow the vocal tract model, involv-
ing possible implants at the glottis, and they are equally
dependent on the larynx and oral cavity. The remaining sys-
tems [7], [8], [10]–[12] synthesize speech based on image
processing or articulatory sensor data, making them more
complicated to use. An array of magnetic sensors was used to
wirelessly track the movements of the tongue by detecting the
position of a permanentmagnetic tracer secured to the tongue.
Tongue movements have been translated into different com-
mands and used to access a computer or control a motor-
ized wheelchair, phone, TV, or robotic arm [13], [14]. The
tongue, which has been clinically characterized thus far, for
vowel production [15], [16], has been considered as the main
player in speech production by the oral cavity, in the present
work. Herein, we have conceptualized a tongue-based human
speech producing system for developing a speech production
solution for people who have lost their voice due to accidents,
larynx disease [17]–[19], larynx disorders [20], dysarthria,
or cerebral palsy [21] and for medical rehabilitation and for
robotics.

Thus far, only some experimental medical studies have
been reported on understanding tongue contours during
speaking, e.g., ultrasound imagingmeasurements of the x and
y coordinates of the tongue and its curvature positions have
been reported [22] to represent the tongue during speech pro-
duction. Other work has estimated the formant frequencies of
vowels in an articulatory model based on the combination of
the jaw, tongue, and larynx [23]. Vowel formant frequency
values were experimentally estimated using the recorded
speech of 18 healthy adults, which were correlated with their
tongue curvatures, which were obtained using ultrasonogra-
phy to analyze the resonance mechanisms of the oral vocal
tract system [24]. Thirteen healthy female speakers were
studied to qualitatively estimate a relationship between the
tongue’s x-y coordinates and formant frequencies [25], and it
was concluded that the first formant frequency depends upon
the height of the tongue, and the second formant depends on

the advancement of the tongue. Formant frequencies along
with the tongue and jaw positions of two female singers were
studied using X-ray during the articulation of /a/, /i/, and
/u/ to determine the jaw articulatory parameter that relates
to pitch [26]. Acoustic and electromyography (EMG) anal-
yses were performed during 12 Dutch vowel articulations
repeated 30 times, confirming the lesser significance of lips in
producing the first formant [27]. The articulation of English
vowels by five speakers, related to a two-dimensional formant
space comprised of individual tongue points, were observed
to correlate and predict points to define the accuracy of the
model [28]. The characteristics of 3D vocal tract geometry
for approximant consonant sounds were studied to analyse
the articulatory-acoustic models, using magnetic resonance
imaging (MRI) and electropalatography (EPG) data [29].
Also, the articulation of nasal consonants was studied using
a database of 1200 words recorded by six speakers, including
three male and three female members [30]. The recording of
consonant syllables, i.e., plosives (/b/, /p/, /d/, /g/, /k/, /t/) of
English phoneme by a male speaker in a carrier phrase using
the spectrogram perceptual process may entail continuous
tracking of vocal tract resonances [31]. Although the maneu-
vers of the tongue in speech production have been mapped,
a ubiquitous statistical model for tongue-based vowel and
consonant production and speech reproduction has not been
formulated yet.

Studies in the literature, based on qualitative data, have
proposed that the first formant (F1) is inversely proportional
to the height of the tongue body, and the second formant (F2)
frequency is related to the size of the frontal oral cavity or the
degree of tongue advancement based on X-ray photographs
showing the positioning of the tongue and lips [24]–[28].
We studied the experiments conducted using ultrasonogra-
phy, EMA, and X-ray, as discussed in the above literature,
and concluded that tongue positions majorly correlate with
the first two formants of the vowels for speakers. The formant
frequencies based on the experiments in the studied litera-
ture were speaker-dependent and varied by gender and age.
In our work, starting with the accumulated results on vowels,
we have proposed optimized statistical formulae for vowel
formant frequencies and extended the work to consonants,
with all the research based on tongue movement-mapping
during vowel and consonant pronunciation. The proposed
statistical model for the tongue-based oral cavity has been
cascadedwith a laryngeal model, andwe conducted a detailed
comparison with speech produced by the vocal tract model.
The suitability of the proposed algorithm, based on the for-
mant expressions, was used to generate vowel and conso-
nant sounds for various age groups and both genders: males,
females, and children aged nine years old. Thus, focusing
the work primarily on tongue gestures, via the proposed
model in this article, simplifies making a speech production
device.

Overall, the present work shows the statistical founda-
tion of a human-tongue-based speech production system,
which may be easily used in a wearable system, potentially
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FIGURE 1. Schematic representation of the proposed vocal tract system with a simplified tongue
articulatory system.

without physical intrusions. Themajor contribution presented
in subsequent sections is outlined below.
• The proposition of an optimized statistical relation for
the first two formants of English vowels and consonants
using human tongue gestures to define an age and gender
independent speech production system.

• Characterization of a complete model with the proposed
tongue-based articulatory system and a known laryngeal
model cascaded together.

• Validation of results of the proposed system using the
existing vocal tract system and acoustic error (E) based
on the formants from frequency response and Normal-
ized Root-Mean-Square Error (NRMSE) from synthe-
sized sound using a formant synthesizer.

• Experimental confirmation of the developed theory with
the dummy tongue model setup using flex sensors
arranged as a human tongue to produce tongue-like
movements for sound production whose outputs were
sounded and displayed through anArduino based assem-
bly, mobile screen through the serial monitor app and
verified with a speech from the electric speaker.

Section II describes the flow of the proposed system and
formulation of the formant frequencies of the oral cavity
system. Then the results and discussion are described in
Section III, and Section IV describes the experimental hard-
ware setup, followed by a conclusion and future research
expectations in Section V.

II. METHODS
The proposed methodology aims to produce a speech sound
using the oral cavity system formants, which are esti-
mated statistically based on the orientation of the tongue.
After establishing the relevant expressions, the proposed
tongue-based system was cascaded with a known laryngeal
system [32], as shown in Fig. 1.

A. PROPOSED TONGUE ARTICULATORY SYSTEM
Here, in Section II.A, the estimation and optimization of
the tongue-position-based English vowel and consonant

pronunciation are presented. The proposed oral cavity system
is particularly based on tongue orientation characteristics
during the articulation of the English alphabet. Thus, the pro-
posed oral cavity system is called the ‘‘tongue articulatory
system (TAS)’’.

1) MODELING OF TONGUE POSITION FOR VOWEL
PRODUCTION
From the literature reviewed in Section I, the first two for-
mants of oral cavity system formants are estimated using the
concept from the literature, which is inversely proportional
to tongue height and tongue advancement, respectively, dur-
ing vowel articulation. We conducted statistical estimations
by mapping tongue orientation characteristics by adopting
the vocal tract synthesizer [33], [34], and vowel space the-
ory [35], [36]. In Fig. 2, vocal tract shapes and quadrilaterals
are shown in pairs, representing each vowel.

Fig. 2a shows the articulatory targets that correspond to
English vowels adopted from a previously reported model,
VocalTractLab [33]. The same pattern, which is in quadrilat-
eral shape, is replicated in vowel space theory, in which the
horizontal axis indicates tongue advancement (l) (e.g., front,
central, or back) which describes the tongue being raised and
slant line as tongue height (h) (e.g., close, mid, and open)
during vowel articulation. The vowel space was measured in
centimeters (cm) following the standard vowel quadrilateral,
as shown in Fig. 2b, with the coordinate point labeled (l,h) to
represent the tongue shape and position required for the artic-
ulation of each vowel sound. Using l and h values, as given
in Fig. 2b, we formulate the formulae for the tongue articu-
latory system formants, which are discussed in the following
subsection.

a: OPTIMIZED STATISTICAL FORMULAE OF THE FIRST TWO
FORMANTS OF THE TONGUE ARTICULATORY SYSTEM FOR
THE VOWELS
The first formant, denoted as Fo1 , has a value that is inversely
proportional to the tongue height (h) for the production of the
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FIGURE 2. (a) Vocal tract shapes and (b) Relationship between the articulatory setting in terms of tongue height and
advancement for English vowels.
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vowel sound, as given in Eq. (1),

Fo1 ∝
1
h

(1)

The second formant, denoted as Fo2 , has a value that is
inversely proportional to the tongue advancement (l) during
the production of the vowel, as given in Eq. (2),

Fo2 ∝
1
l

(2)

The oral cavity was considered a tube model and was
assumed to be a resonator. Post-study of the first two formants
of the oral cavity system based on the tongue positions for
vowels from Fig. 2b, a proportionality constant c and scalar
constants β1 and β2 were introduced into Eqs (1) and (2)
obtaining,

F̂o1 = β1
c
h

(3)

F̂o2 = β2
c
l

(4)

where β1 and β2 ∈ R, and c is considered the speed of sound
(34,300 cm/sec). The next step was to identify the closest
constant values of β1 and β2 with the responses of the tongue
articulatory system formants provided in Eqs (3) and (4),
which are approximately similar to the existing oral cavity
system formants based on experimental values usingMRI and
X-ray [24], [34].

To estimate the values of β1 and β2, loss function
was calculated between the formants of the estimated sys-
tem [24], [38] and tongue articulatory system from Eq. (3)
and (4) using the Mean Squared Error function to calculate
the loss, which is given in Eq. (5).

J (β1, β2)= min
β1,β2

1
2

∑
k

[(Fo1k − ˆF
o
1k )

2
+(Fo2k− ˆF

o
2k )

2] (5)

where k defines English vowels /a/, /e/, /i/, /o/, /u/; Fo1 , F
o
2

and F̂o1 and F̂o2 are the two formants of estimated and tongue
articulatory system formants.

We applied gradient descent method [37] to find β1 and β2
by using the following steps:

1) Initially we let β1 = 0 and β1 = 0 and η be our learning
rate, This controls how much the value of changes β1
and β2 with each step. η could be a small value like
0.0001 for good accuracy.

2) The partial derivative of the loss function J (β1, β2) was
calculated for β1 and β2 and updated the current value
of β1 and β2 is using an Equation (6).

βj := βj − η[
∂

∂βj
J (β1, β2)] (6)

where j = 1 and 2.
3) We repeated this process until ‖∇J (β1, β2)‖ < ε ∼

0.001.
The optimal values for β1 ∼ 0.02, β2 ∼ 0.1 pair, was

obtained by the minimizing function shown in equation 5,
graphically depicted as a red trail in figure 3. The optimized

FIGURE 3. Using gradient descent to find the optimum values of β1 and
β2 of the tongue articulatory system formants for vowels.

TABLE 1. Tongue articulatory system formant values for vowels.

estimated formulae for F̂o1 and F̂
o
2 of the vowels are expressed

in Eqs (7) and (8), respectively, after substituting the value of
β1 and β2 from Eqs (3) and (4) using gradient descent.

F̂o1 = (0.02)
c
h

(7)

F̂o2 = (0.1)
c
l

(8)

Table 1 lists the average values of 60 speakers, which are
considered as formant frequencies for the vowel of the exist-
ing vocal tract system [5] and the tongue articulatory system
formant values after substituting the values of tongue height
(h) and advancement (l) from Fig. 2b into Eqs (7) and (8).
Table 1 shows the formant values of the existing vocal tract

system includes the larynx and oral cavity with the tongue
articulatory system. The differences between the formant
values are due to the absence of a laryngeal section in the
tongue articulatory system, and they signify the larynx in the
existing vocal tract system.

2) MODELING OF TONGUE POSITION FOR CONSONANT
PRODUCTION
The relationship between tongue height and advancement
for consonants has not been well-reported in the literature,
however, the study of articulatory gestures of consonant pro-
duction can be used to understand the tongue positions and
movements [39], [40]. Based on the aforesaid information,
we established a relationship between the tongue height (h)
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TABLE 2. Statistical formulae for the first two formants of the tongue articulatory system for consonant groups.

FIGURE 4. Different tongue gestures for the voiced plosives consonants
(a) /b/ (Labial), (b) /d/ (Alveolar), and (c) /g/ (Velar) [33].

and tongue advancement (l) in quadrilateral shape for con-
sonants in a way similar to that of the vowels as discussed
in Section II.A.1. The statistical formulae of oral cavity for-
mants for consonants were obtained and optimized by using
a gradient descent method.

The consonants are described and differentiated using
voice-place and manner system [41], [42], based on which,
they are divided into five different groups: approximants,
plosives, fricatives, affricatives, and nasals. In this section,
the approximants, plosives, and nasals groups have been
studied, and the remaining two groups follow the same as
plosives sounds, only differing by a degree of constriction at
the place of articulation [41], [42].

Approximants (/j/ and /w/) are phonetically vowels but
phonologically consonants [29]: phonetically they are pro-
nounced as /i:/ and /u:/ but a little bit shorter. English lan-
guage has six plosive consonants, /p/, /b/,/t/, /d/, /k/, /g/
out of which /p/, /t/, and /k/ are voiceless and /b/, /d/, and
/g/ are normally voiced [33]. The position of the tongue
during articulation of voiced plosive consonants is shown
in Fig. 4.

The nasal consonants are /m/ and /n/, in which there’s
a closure in the oral cavity and passing of air through the
nasal cavity. For this nasal sound production, both oral and
nasal cavities are equally considered. The articulation of
/m/ and /n/ is brought about by blocking the oral passage,
lowering the soft palate, and tongue tip touching the closed
teeth line, respectively. The nasals can also be sounded,
through the oral cavity even by keeping the nasal cavity

closed, but with some loss of clarity and quality of sound.
These actions get summarized with the major contribution
of tongue height and advancement as this study focuses on
oral cavity gestures, especially the tongue. The relationship
between the articulatory setting of the tongue in terms of
height and advancement for English consonants is shown
in Fig.5.

Thus, based on studying tongue positions during the artic-
ulation of each consonant sound, the relationship was evalu-
ated in quadrilateral shape with tongue height (h) and tongue
advancement (l) on the vertical and horizontal axes, respec-
tively, for the English consonant groups of approximants,
plosives, and nasals. Using the relationship between l and h
values, as discussed in Fig. 5, we formulated the formulae for
the tongue articulatory system formants which are discussed
in the following subsection.

a: OPTIMIZED STATISTICAL FORMULAE OF THE FIRST TWO
FORMANTS OF THE TONGUE ARTICULATORY SYSTEM FOR
THE CONSONANTS
The acoustic properties of consonants have to lead to a state-
ment from the studied literature that the first and second
formants are affected by the size of the constriction, manner
of articulation (tongue height) defined burst (sudden release
of air), the position of the tongue, and voiced or unvoiced
sound and place of articulation (tongue advancement). The
statistical formulae for the first two formants (F̂o1 and F̂o2 ) of
the oral cavity system of approximants, plosives, and nasals
are given in Table 2.

Similarly, as discussed for vowels in Section II.A.1.a,
we used gradient descent to find the optimum point of scalar
constants γ1 and γ2, which gives the minimum error between
the proposed oral cavity formants of consonants, i.e., approxi-
mants, plosives, and nasals, separately with the existing vocal
tract system formants [5]. Thus, the optimum point of (γ1, γ2)
are ∼ (0.02, 0.1), (1, 0.2), and (0.1, 0.33), respectively, for
approximants, plosives, and nasals using gradient descent to
obtain minimum error, as shown in Fig. 6.

The scalar constants γ1, γ2 were substituted and values of
l, h, and B in statistical formulae given in Table 2 to calculate
the first two formants F̂o1 and F̂o2 of the tongue articulatory
system for approximants, plosives, and nasals. Table 3 shows
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FIGURE 5. Relationship between (h) and (l ) for English consonants (a) approximants /j/ and /w/ (b) plosives /p/, /b/, /t/, /d/,
/k/, and /g/, and (c) nasals /m/ and /n/.

FIGURE 6. Using gradient descent to find the optimum values of γ1, γ2 of the proposed oral cavity system formants for (a) approximants,
(b) plosives, and (c) nasals.

a comparison of the existing vocal tract system and tongue
articulatory system for approximants, plosives, and nasals.
The observed difference is due to the absence of a laryngeal
section in the proposed system, so far.

Tongue articulatory system formants were derived for
approximants, plosives, and nasals, A similar process was
followed to derive the formants for remaining consonants
groups like fricatives and affricatives, which differ only
due to the degree of constriction when compare to plo-
sives. The difference between the formant values signifies
that the existing vocal tract system includes the larynx

and oral cavity, whereas the tongue articulatory system
formants contain only tongue articulation as a physical
parameter.

Having established the formants for the complete set of
vowels and consonants and by using the aforesaid results,
we report a novel method for quantifying speech articu-
lation and suggest that the resonance systems of the first
two formants of the tongue articulatory system are distinct
and independent of age and gender. Therefore, the tongue
is an important articulator and plays a vital role in speech
production.
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TABLE 3. Formants of the vocal tract and tongue articulatory system for
consonants: approximants, plosives, and nasals.

B. PROPOSED VOCAL TRACT SYSTEM WITH A SIMPLIFIED
TONGUE-BASED ORAL CAVITY
A simplified view of the existing vocal tract system (tradi-
tional method) [5] for speech production, as seen in Fig. 7a.
The existing vocal tract model contains the lungs (glottal
source) and larynx (laryngeal), and oral cavity as a single
tube. The lungs act as a power supply and provide airflow to
the larynx. The larynx modulates airflow from the lungs and
provides either a periodic puff-like or a noisy airflow source.
Thus, the output gives the modulated airflow by spectrally
shaping the source. The formulation of the proposed vocal
tract system by cascading the simplified tongue-based oral
cavity system (tongue articulatory system) with the laryn-
geal system is shown in Fig. 7b. Firstly, the system was
used to obtain formants for male speakers, as study litera-
ture defines the formant value of the laryngeal system only
for male speakers [32]. The laryngeal system formants for
female and children speakers are not reported in the liter-
ature. Thus, to obtain female and child formants for the
proposed system, we verified and used an estimated relation-
ship between the male, female, and nine-year-old children
formants [43].

The transfer function of the formant frequencies of the
existing vocal tract system is given by a second-order
all-pole system [44] expressed as V (z)k in Eq. (9). The
first two formants of the existing laryngeal system (denoted
as FL1 and FL2 ) are 110 Hz and 170 Hz, respectively,
identified on vocal fold tissues for male speakers using
videostroboscopy discussed in [32]. The transfer function of
the proposed formant frequencies of the laryngeal system
and tongue articulatory system is given by a second-order
all-pole system [44] expressed as L(z)k and Ô(z)k in
Eqs (10) and (11).

V (z)k

=

2∏
i=1

1
1− 2.(A1).cos(2.π.Fik .T ).z−1 + (A2).z−2

(9)

FIGURE 7. Block diagram of (a) an existing vocal tract system and (b) the
proposed vocal tract system.

L(z)k

=

2∏
i=1

1

1− 2.(A1).cos(2.π.FLik .T ).z
−1 + (A2).z−2

(10)

Ô(z)k

=

2∏
i=1

1

1− 2.(A1).cos(2.π.F̂oik .T ).z
−1 + (A2).z−2

(11)

where A1 and and A2 are coefficients given in
Eq. (9) - Eq. (11), whose values are exp(−π.Bi.T ) and
exp(−2.π.Bi.T ), respectively, k corresponds to the successive
English vowels and consonants. Fi, FLi and F̂oi denote the
formant frequencies of existing vocal tract system, laryngeal
and tongue articulatory system, respectively, Bi denotes the
bandwidth with values 130 Hz and 70 Hz, and T denotes the
fundamental period of approximately 1.2 millisec.

Here, the transfer functions of both the laryngeal system
(L(z)k ) and tongue articulatory system (Ô(z)k ) are derived
in z-transform (frequency domain). Therefore, the cascaded
systems are convolved to obtain the response of the proposed
vocal tract system for male speakers (V̂ (z)k ), as given in
Eq. (12), as shown in Fig. 7b.

V̂ (z)k = L(z)k ∗ Ô(z)k (12)

Thus, by using the formants of the proposed vocal tract
system for male speakers obtained from Eq. (12), we derived
the formants of a proposed system for female and child
speakers. The male, female, and children generally differ
significantly in their average vocal tract length for the formant
frequencies [5]. For this reason, the same sound is usually rep-
resented by different formant frequencies in males, females,
and children [43]. The female and child speaker formants
are, on average, 17% and 25% are higher than males [5].
The first two formants of female and children formant fre-
quencies are about 12%, and 17%, which are 32% and 37%
higher, respectively, than those of male adults [45]-[47].
We experimented by collecting 20 English alphabet sound
samples from each male, female, and child speaker to justify
the relationship. The formants obtained from the recorded
samples were considered actual formants, and the formants
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FIGURE 8. Graphical representation of the relationship between the formants of estimated and actual samples (a) female
speakers (b) child speakers.

obtained from the relationship ofmales, females, and children
were considered as estimated formants. We compared the
actual and estimated formants of female and child speakers
to validate the relationship. From Fig. 8, we observe that
actual and estimated formants of female and child speakers
are approximately close enough. Thus, we conclude that the
relationship established between the male, female, and child
formants are valid. Herein, the same relationship will be used
for establishing the proposed vocal tract system for female
and child speakers by using the Eq. (12).

The response of the complete proposed system was vali-
dated against the existing vocal tract system, which is dis-
cussed in Section III.

III. RESULTS AND DISCUSSION
The proposed vocal tract system was evaluated in terms
of acoustic error (E) based on the frequency response and
Normalized Root-Mean-Square Error (NRMSE) between the
synthesized sound of both the systems using a Klatt synthe-
sizer [48] or a speech synthesizer (speech synth) [49], against
the existing system [5] for male, female and child speakers of
English vowels and consonants as given in Eqs (13) and (14).

1) Acoustic error (E)
The acoustic error (E) [33] is defined as the mean
square of the relative error (Mean Square Error)
between both the systems, given by

E = 100% ∗

√
1
2
((1−

F1
F̂1

)2 + (1−
F2
F̂2

)2 (13)

where F1, F2, and F̂1, F̂2 indicates the first two for-
mants of the existing and proposed system, respec-
tively. The proposed system responses are very close
to existing system responses if the expected acoustic
error is minimum.

2) Normalized Root-Mean-Square Error (NRMSE)
In statistical modeling and particularly regression anal-
yses, a common way of measuring the quality of the
fit of the model is the NRMSE (also called Root-
Mean-Square Deviation) [50], given by

NRMSE =

√
1
2
62
i=1

(Fi − F̂i
Fi

)2
(14)

where Fi and F̂i are existing and proposed system for-
mant values. The proposed system responses are very
close to the existing system responses, if NRMSE will
be minimum.

A. ACOUSTIC ERROR (E) BASED ON THE FORMANTS OF
BOTH SYSTEMS
The frequency response of both existing and proposed sys-
tems for male, female, and child speakers for the vowels /a/,
/e/, /i/, /o/, and /u/ and consonants /j/, /w/, /p/, /d/, /t/, /d/, /k/,
/g/, /m/, and /n/ are shown in Figs. 9 and 10, respectively.
There was a slight variation in the magnitude plot due to the
cascade of the gain constants of systems compared with the
existing system.
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FIGURE 9. The frequency responses of the existing [5] and proposed vocal tract systems for the vowels using formants of male, female,
and child speakers.

The acoustic error was calculated between the formants
of both systems using Eq. (13) for male, female, and child
speakers for vowels and consonants, as shown in Fig. 11.

The acoustic errors were comparatively higher for vowels
/i/ and /u/ compared to /a/, /e/, and /o/ for the male, female,
and children speakers, as shown in Fig. 11a. Similarly, acous-
tic errors were comparatively higher for consonants /j/, /w/,
/k/, and /m/ than /p/, /b/, /t/, /d/, /g/, and /n/ for the male
speakers. Similarly, acoustic error was slightly higher for /w/,
/b/, and /k/ for female and /g/, /m/, and /j/ for child speakers
compared with remaining consonants, as shown in Fig. 11b.
These errors are due to assumptions of the articulatory ges-
tures positions (tongue height, tongue advancement, burst,
duration) in the formulation of tongue articulatory system for-
mants, because of the limitations of the current measurement
technology, as there is no precise data about the articulatory
gestures.

The acoustic errors are relatively small at <5% for the
proposed vocal tract system With the tongue articulatory

system against the existing system. The formants of the pro-
posed vocal tract system fall within the min-max range of
the formant frequencies for the existing system [5] for male,
female, and child speakers of the English alphabet.

B. NORMALIZED ROOT-MEAN-SQUARE ERROR BETWEEN
THE SYNTHESIZED SOUND OF BOTH THE SYSTEMS USING
FORMANT SYNTHESIZER
The synthesized sound waveforms generated using a formant
synthesizer based on the vowel and consonants formants of
the proposed system with tongue articulatory system against
the existing system for male, female, and child speakers are
shown in Figs. 12–16.

The NRMSE between the synthesized sound of both the
systems of male, female, and child speakers for the English
vowels and consonants is shown in Fig. 17, using Eq. (14).

The NRMSE was comparatively higher for /i/ and /u/
compared to /a/, /i/, and /o/ for the male speakers and compar-
atively higher for /o/ and /u/ compared to /a/, /e/, and /i/ for the
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FIGURE 10. The frequency responses of the existing [5] and proposed vocal tract systems for the consonants using formants of male,
female, and child speakers.
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FIGURE 11. Acoustic errors between the existing and proposed systems for male, female, and child speakers (a) vowels and (b) consonants.

FIGURE 12. Synthesized speech waveform for existing and proposed systems of the English vowels using a formant synthesizer
for male speakers.

female and child speakers, as shown in Fig. 17a. Similarly,
NRMSE were comparatively higher for the consonants /j/,
/w/, /k/, /m/ compared to /p/, /b/, /t/, /d/, /g/, and /n/ for the
male speakers and comparatively higher for /t/, /g/, and /d/
compared to /j/, /w/, /p/, /b/, /k/, /m/, and /n/ for the female
speakers and higher for /t/, /d/, /k/, and /n/ compared to /j/,
/w/, /p/, /b/, /g/, and /m/ for the child speakers as shown
in Fig. 17b. This difference highlights errors resulting from
the simplifying assumptions made in developing the tongue
articulatory system of the proposed vocal tract system.

By analyzing the formants between existing and pro-
posed vocal tract systems in terms of acoustic error and
NRMSE are with < 5% and < 0.15ms, respectively, for
each English alphabet of male, female, and child speak-
ers. Thus, the proposed vocal tract system is modeled and
is close to the existing vocal tract system with negligible
error.

Hence, a simple speech production system can be devel-
oped by using the tongue articulatory system especially based
on tongue orientation characteristics.
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FIGURE 13. The synthesized sound waveform for existing and proposed systems of the English vowels for (a) female and (b) child
speakers.

FIGURE 14. The synthesized sound waveform for existing and proposed systems of the English consonants for male speakers.
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FIGURE 15. The synthesized sound waveform for existing and proposed systems of the English consonants for female speakers.

FIGURE 16. The synthesized sound waveform for existing and proposed systems of the English consonants for child speakers.
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FIGURE 17. NRMSE for synthesized sound from existing and proposed systems for male, female, and child speakers: (a) vowels and (b) consonants.

FIGURE 18. Hardware components of the proposed system for sound production.

IV. REAL-TIME SPEECH SYNTHESIS SYSTEM USING
TONGUE MOVEMENTS
The proposed system was implemented in a dummy tooth
model to produce English vowels and consonants using two
important sensors as shown in Fig. 18. This section cov-
ers the proposed experimental hardware setup and proposed
results and analysis and discussed briefly in the following
subsections.

A. PROPOSED HARDWARE EXPERIMENTAL SETUP
The artificial tooth set was used as a hardware prototype,
with sensors representing jaw and tongue movement flexi-
bly. Herein, we considered two important sensors, namely,
the flex sensor and potentiometer, for tracking the posi-
tion of the tongue specifically tongue height and tongue

advancement, which was given as input to the dummy tooth
model. The sensor values were displayed on a laptop screen
through Arduino and on a mobile screen through a serial
monitor application. The output sound can hear from an elec-
tric speaker. Mini-prototype hardware setup was used with
rechargeable battery power for sound production, as shown
in Fig. 18.

There are two independent aspects to the hardware, namely
dummy tooth/jaw set and interface circuitry.

1) Dummy tooth/jaw set: A dummy tooth/jaw set is used
by dentists to show the teeth, gums, and cavity to
patients. It is used as a dummy human tooth/jawmodel.
It is not possible to fix sensors inside the mouth of
a person since sensors are at a macroscale. There are
two sensors (flex, potentiometer) affixed to the dummy
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FIGURE 19. Flow diagram of the proposed hardware setup.

TABLE 4. The hardware components required for the experimental setup.

tooth/jaw set to acquire data/values that are required to
pronounce a particular English alphabet.

2) Interface circuitry: Interface circuitry enables the
communication between a dummy tooth/jaw set and
speech assistant device: electric speaker and mobile

application. Whatever values the sensors acquire from
the various user-defined movements of the dummy
tooth/jaw set can be sent to the speech assistant device.

The hardware components required for the hardware setup
are enumerated in Table 4.
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FIGURE 20. (a) Jaw at different positions i.e. mouth closing and opening gestures (b) Various tongue height and advancement
gestures.

FIGURE 21. The value of flex sensor (l ) and potentiometer (h) in centimeters for the English alphabet.

An algorithm was developed to pronounce every English
alphabet distinctively. The rolling of the tongue in multiple
degrees and subsequent touch was observed through sensors
and recorded. The look-Up table (LUT) was designed in an
optimized way to be coded in the microcontroller’s mem-
ory. The pronounced alphabet was heard through the electric
speaker using parallel communication with a micro SD card.

Some formative training is necessary to use it. The algorithm
steps used the hardware setup of a real-time speech synthesis
system using tongue movements is shown in Fig. 19.

Flex sensors provided the position of the tongue, i.e., the
tongue advancement value, whereas a jaw sensor called a
potentiometer provided the tongue height value. Depending
on the movements of oral cavity gestures, we started to
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FIGURE 22. Displays value of acknowledgment switch, flex and potentiometer in (a) proposed hardware setup (b) laptop screen
(c) mobile screen.

TABLE 5. Expected and wrongly produced output sounds produced from
the proposed hardware setup.

obtain data from the flex and jaw sensor, which was given
as input to a dummy tooth model. The oral cavity gestures
at different positions during articulation of different sounds
are shown in Fig. 20. The optimized way of LUT used
in the hardware setup, contains the mean value of flex (l)

and potentiometer (h) sensors, whose calibrated values are
measured in centimeters, are shown in Fig. 21 for English
speech production. Error bars represent the standard error of
the mean. The X-axis represents the respective English vowel
or consonant. Y-axis represents the reference mean value of
tongue height (h) and tongue advancement (l) obtained using
flex and potentiometer sensors. Fig. 21 shows, a neat visual-
ization of reference mean value of sensors with respective of
English vowels and consonants. The system checks whether
the acknowledgment switch is ON. Mapping the flex and jaw
value store in the local data variable gets printed through
Bluetooth communication/graphical plotter of Arduino on a
laptop screen and in mobile through serial monitor applica-
tion. The collected sensor data was checked using a LUT
(see Figure 21). If sensor data did not match with the LUT,
NO letter was printed on the screen, and a corresponding
sound was pronounced. If there was a match of sensor data
with the LUT, then the function called for audio play through
serial-parallel interface communication with SD card (flash
memory), the letter sounds were stored previously through
the electric speaker and the relevant letter was printed on
the laptop and mobile screen. The steps were repeated while
taking the sensor data continuously.
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FIGURE 23. The output waveform of respective sound produced from the existing and proposed hardware system.

B. EXPERIMENTAL SETUP OUTPUT RESULTS AND
ANALYSES
The proposed hardware setup for speech analyses with laptop
and mobile is shown in Fig. 22a. The variability of flex
and potentiometer sensor values were displayed on a laptop
screen through Arduino and on mobile through the serial
controller, as shown in Fig. 22b and 22c, respectively. The
respective output sound was heard from the electric speaker
from the letter sounds previously stored on the SD card based
on the matching of sensor data with the LUT.

When the acknowledgment switch was On {1}, the hard-
ware setup read the sensor data. After that, when the acknowl-
edgment switch was Off {0}, it displayed the relevant English
letter based on the match of sensor data with the LUT, and the
same letter was pronounced through the electric speaker from
the sounds stored previously on the SD card, whose output
sound waveforms are shown in Fig. 23 against an existing
system (human speech production).

Beyond a certain range of values in the combinations of
flex (l) and potentiometer (h) sensors, which are indicated
in the LUT (see Fig. 21), the system may lead to producing
NO or a different alphabet than intended.We further analyzed
tolerance limits based on the variability impact of the sensor

on the experimental setup for sound production. Sometimes,
due to electrical stress on sensors, the combination of input
may vary, as it is difficult to set the particular sensor value,
resulting in pronouncing the wrong sound. A wrongly pro-
duced output sound was considered heard based on the sen-
sor value given as an input to the proposed hardware setup
beyond the error margin (see Fig. 21) instead of the expected
output sound. A list of expected and wrongly produced output
sounds were obtained from a tolerance analysis of ‘l’ and ‘h’
combinations, respectively, are provided in Table 5 followed
by the related waveforms in Fig. 24.

The original sounds expected based on the sensor input
are /a/, /o/, /e/, /j/, /g/, and /w/ but the electrical stress on
the sensor (sensor value +/− tolerance value) may produce
wrong sounds, such as /o/, /u/ and no sound, /g/, /t/ and no
sound, as shown in Fig. 24.

The perceptual test [51] is validated by a total of 30 human
subjects of both sexes, aged between 11 and 52 years with
normal hearing and were normally developed. A perception
score test was determined to evaluate the quality of output
speech produced from the proposed hardware setup. The
perception scores measure the extent to which listeners mis-
judge the sound. The ranking scale used for the perception
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FIGURE 24. The output waveform of expected and wrongly produced sounds from the proposed hardware setup.

FIGURE 25. Results of the perception test averaged over listeners for each English alphabet.

score was 1–5, with five being the best score and one the
worst score. The score during the perception test is provided
in Fig. 25, averaged over listeners for each English alphabet.
The mean perception scores by listeners for vowels and con-
sonant groups are given in Table 6.

The overall performance in speech perception ability for all
the age groups of listeners is quite good as shown in Fig. 25.
The low perception scores were observed particularly for

vowels /o/ and /u/ and significantly low perception scores
for consonants /p/, /d/, /m/ and /n/ because of noisy envi-
ronments or due to their limited vocabulary and language
skills. The individual perception scores for all vowel and
consonant groups by all the listeners are summarized and
listed in Table 6, in which vowels and nasals groups have
relatively low perception scores. Thus, the overall output
performance of the proposed hardware systemwas equivalent
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TABLE 6. Mean perception score during the perceptual test.

to natural speech based on the performance of initial English
vowels and consonants.

V. CONCLUSION
The formant frequencies of the oral cavity system based on
tongue orientation characteristics for vowel and consonant
sound production was estimated using optimized statistical
relation. We compared the proposed system with an existing
system to validate the estimated formant frequencies of the
tongue articulatory system. The responses obtained for the
existing and proposed systems were similar. The outputs
were validated quantitatively using acoustic error based on
the formants from frequency response and Normalized Root-
Mean-Square Error (NRMSE) from synthesized sound using
a formant synthesizer. The proposed system was comparable
to the existing system with an acoustic error for all English
vowels and consonants ofmale, female, and children speakers
at approximately < 5%. All formant synthesized outputs from
the existing and proposed systems were compared with val-
ues of approximately < 0.15ms, and the perceptive analyses
offered satisfactory results.

The theoretical and practical analyses presented here can
be used for developing replacements of the glottis and laryn-
geal system through a sequence of amplified pulses with a
specific frequency, i.e., pitch. The formants of the oral cavity
system for vowels and consonants based on tongue gestures,
bypassing the glottal portion can then be used to generate
speech for the speech-disabled. Hence, the hardware system
is designed and demonstrated using an experimental dummy
tongue model setup with sensors analyzed for speech produc-
tion. The output sounds are heard from the electric speaker
and displayed on the same in a laptop through Arduino and
a mobile screen using a serial monitor application, which
is applied to complete speech production for patients with
speech disorders.

We intend to extend the work to synthesize words and
sentences based on the degree of articulators to enable easy
communication for the speech disabled. In future enhance-
ment, this idea will extend to develop a wearable device
that contains saliva proof sensors placed on the appropri-
ate removable fixture, with a miniature custom-built electric
speaker or one placed near the mouth either in a Bluetooth
module or neck to produce real-time speech.
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