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ABSTRACT Medical image segmentation is one of the crucial tasks in diagnosis as well as pre-surgery.
Recently, deep learning has significantly contributed to improving the efficiency ofmedical image extraction.
The U-Net network has been a favored network model, which has been used as a platform architecture,
for medical image segmentation. For the success of these studies, most of these models were primarily
focused on the changing of the interconnection between the nodes in the network, and changing the structure
of the convolution units. This would result in the ignorance of the output features of convolution units in
the nodes. In this study, a Un-Net, an n-fold network architecture, was proposed based on the traditional
U-Net. In the Un-Net model, the output features of the convolution units are taken as the skip connection.
Therefore, the Un-Net network exploits the output features of the convolution units in the nodes. In this
study, we investigated a U2-Net and a U3-Net for segmentation of the liver and liver tumors. Besides, dilated
convolution (DC) and dense structure were also used in the nodes of our networks. The efficiency of our
models was evaluated on two public datasets: LiTS and 3DIRCADb. TheDice’s Similarity Coefficient (DSC)
of our proposed models achieved 96.38% for liver segmentation and 73.69% for tumor segmentation on the
LiTS dataset. For the 3DIRCADb dataset, the results achieved 96.45% in DSC for the liver segmentation
and 73.34% for the tumor segmentation. The experimental results show that our proposed networks achieved
better results than the recent networks. And it is convinced that our network would be useful for practical
deployments.

INDEX TERMS Dilated convolution, liver segmentation, liver tumor segmentation, medical image segmen-
tation, U-net architecture.

I. INTRODUCTION
The liver cancer has the sixth-highest incidence of all can-
cers and ranks fourth in mortality in the world, with about
841,000 new cases at a rate of 93 cases per million peoples
and about 782,000 deaths as 85 cases per million peoples
in 2018 [1]. The challenge of liver and lesion segmentation
task is to identify the voxels that depicted liver and lesion
regions in medical images. In recent years, the issue of liver
and tumor extraction has received considerable attention. The
studies on liver and tumor segmentation have been quadru-
pled in amount [2].

For liver segmentation, the main challenge is the low con-
trast between the liver and the adjacent organs. This issue can
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be alleviated by windowed Hounsfield unit values [3]. The
liver tumor segmentation would be more difficult than liver
segmentation because the size, shape, and location of lesions
are often different for each patient [4]. Moreover, the bound-
aries of some lesions are ambiguous like fuzzy which make it
difficult to detect them by edge-based segmentation methods.
Deep learning may give a chance for researchers to develop
new tools to help medical doctors in segmenting organs and
tumors.

In literature, the approaches for liver and tumor
segmentation can be categorized into three types: manual,
semi-automatic, and automatic extraction [5]. The manual
segmentation, not only depends on human ability but also
consumes a lot of time. This has been rarely used in practical
applications after computers are introduced in the investi-
gation tasks. Semi-automatic segmentation also requires a
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person to implement with the help of automated algorithms
on computers. This method saves time but depends on the
computer’s performance. Fully automatic extraction would
be eagerly demanded to reduce down the burden of medical
staff. Therefore, the automatic segmentation is the end target
for researchers [6]. According to the situations in modern
hospitals, liver and tumor extraction achieved nowadays in
Computed Tomography (CT) technologies have shown sig-
nificant improvement [7]. Automatic segmentation is promis-
ing with available image processing techniques. However,
traditional image techniques still have limitations in organ
or tumor segmentation. Deep learning gives the inspiration to
make the automatic segmentation more accurate. Especially
for smaller tumors that cannot easily be recognized by human
eyes, deep learning may make smart diagnosis feasible.

Several methods of automatic segmentation of liver and
lesion have been proposed, consisting of level set parameter
[8], [9], fast fuzzy c-means and adaptive watershed [10],
[11], fully convolutional networks (FCNs) [12]–[15], segnet
[16], encoder-decoder structure [17]–[23]. The most popular
encoder-decoder architecture is the U-Net model [24] that
has been modified to implement a lot of applications on
medical image segmentation such as ischemic stroke lesion
[25], pancreas [26], [27], retina vessel [28], [29], prostate
[30], colorectal tumor [31], and brain tumor [32], etc.

There were several variations of U-Net models by chang-
ing the skip connection path or the connection between
the nodes. Several researchers have invoked U-Net models
for medical image processing. Li et al. [17] combined a
2D DenseUnet network that extracted the intra-slice fea-
tures and the 3D counterpart for hierarchically aggregat-
ing volumetric contexts, for liver and lesion segmentation.
Jiang et al. [18] used a cascade structure to segment the liver
tumor. They combined the soft and hard attention mecha-
nisms, long and short skip connections. A joint dice loss
function was implemented to reduce the cases of false pos-
itives. Chen et al. [19] introduced an end-to-end network by
adding a spatial channel-wise convolution in the module of
the conventional U-Net network. Ibtehaz and Rahman [33]
modified the U-net model by developing the MultiRes block.
This block replaced the 3 × 3, 5 × 5, and 7 × 7 filters
in parallel by multiple 3 × 3 filters. They also changed the
skip connection path by ‘‘Res Path’’ which consisted of
3 × 3 filters in the convolutional layers and 1 × 1 filters
accompany the residual connections. Zang et al. [34] used
multi-scale dense connections to replace the node in the
traditional U-Net. The skip connection was also changed
by adding more connections from the encoder node to the
counterpart decoder node. Zhou et al. [35] changed the skip
connection path by a nested path to exploit the multi-scale
features in the U-Net structure. The new skip connections
consisted of the convolution units which connect the others
as nested. They evaluated their method with six different
datasets of medical images. Huang et al. [36] also proposed
the same skip connections, but combined the low-features
with the high-features from feature maps in different scales.

They used deep supervision to learn the full-scale aggregated
feature maps. Liu et al. [37] have enhanced the Unet++
[35] by integrating the multi-scale input, multi-scale side
output, and an attention mechanism segmentation on optical
coherence tomography images.

Despite the U-Net’s satisfactory results, there still were
some limitations which are mentioned in [35]. For example,
the depth of the encoder-decoder structure cannot cover all of
the applications. It was case by case with application difficul-
ties. And the skip connection is unnecessary and restrictive.
There were many studies that proposed the solutions to these
drawbacks. They focused on the connection between the node
and skip connection renovation. However, most of the new
approaches and the conventional U-Net only concentrated
on the last output of the convolution node. Therefore, some
features were not aware when going through the convolution
node. Because of the employment of skip connections in the
decoder part, the efficiency of the network is also affected.
To address this problem, we proposed a new structure for
the convolution nodes. All the output features are used for
the next layers and the skip connections. The renovations
enhance the effectiveness of deep and comprehensive learn-
ing. FIGURE 1 illustrates the difference between the tradi-
tional U-Net’s node structure and our proposed structure. The
renovations would be expected to enhance the effectiveness
of deep and comprehensive learning.

In this study, we also considered using the dilated convolu-
tion [38] in the convolution node. The advantage of the dilated
convolution is to extend the convolution region without the
pooling function. Therefore, the output features can cover a
wider information area while preserving spatial information.
The effectiveness of dilated convolution was also verified
by Pang et al. [12]. Finally, we use the dense structure [39]
for the nodes. The dense network not only overcomes the
vanishing-gradient problem but also pushes the feature prop-
agation more efficiently. Another advantage of dense-net is
the feature reuse which reduces the parameter numbers in
calculation.

In summary, the main contributions of this study are listed
as below:

(1) We introduced a new U-Net model architecture named
Un-Net. The convolution node structure of the new model is
redesigned. This structure supplies more feature information
for the decoder nodes and next convolution nodes in the
U-Net structure.

(2) We investigated two versions of this structure that were
U2-Net and U3-Net for liver and liver tumor segmentation
in CT images. The power numbers, ‘2’ and ‘3’, indicate the
number of convolutions units in the nodes of the network.

(3) We found that the introduction of dilated convolution
in the convolution nodes would improve the liver and lesion
segmentation results.

II. PROPOSED METHOD
This section describes the structure and the technique of
the Un-Net network in details. The loss function is an
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FIGURE 1. The difference between the encoder node structure of
(a) traditional U-Net network and (b) our proposed network. Only the last
output feature is used for the next layer and transfers to the decoder
node in conventional U-Net. In the proposed network, however, all of the
output features are exploited.

important factor that significantly affects the performance of
the network, which has been implemented and evaluated by
Xi et al. [22]. Hence, the detail of the loss function is also
presented in this section.

A. Un-Net NETWORK
The architecture of the Un-Net network is presented in
FIGURE 2, which was designed based on traditional U-Net.
The encoder-decoder structure is the dominant factor in our
model. The skip connection path, pooling path, and the
up-convolution path are changed in the node structure. For
the conventional U-Net and most of the U-Net based mod-
els, only the output features of the last convolution unit of
the nodes are used as the input for the next layers and the
decoder node. Therefore, the output features of the previous
convolution units are skipped. To improve this weakness,
we redesigned the structure of the nodes in the conventional
U-Net network. With the new structure, all of the output
features in the node are connected to the next nodes and the
same level encoder nodes.

The detail of the structure of the nodes and the connectivity
is illustrated in FIGURE 3. Considering the node in FIG-
URE 3(a), which consists of n convolution units. The convo-
lution unit consists of a simple convolution function followed
by the ReLU activation (FIGURE 3(f)). In the first encoder
node N 1

E (FIGURE 3(a)), the first convolution unit C1,1
E gets

only the input, and the output feature is used for the next node
in encoder part through the pooling path and the decoder part
as skip connection path. For the next units C1,2

E → C1,n
E ,

FIGURE 2. The overview structure of the Un-Net.

the dense connections are applied. From the second to the
fourth encoder node N 2

E → N 4
E (FIGURE 3(b)), the con-

volution units get the pooled features from the upper nodes
and concatenate with the features of previous convolution
units. The transition node NT (FIGURE 3(c)) receives the
pooled features from the fourth encoder node, then trans-
fers the output features to the fourth decoder node through
up-convolution path. The decoder nodes from the second to
the fourth N 2

D → N 4
D (FIGURE 3(d)), are similar structure

and connectivity, get the concatenated features from the same
level skip connection path and the lower up-convolution path.
The node on the top of the decoder part N 1

D (FIGURE 3(e))
is connected to the output. In this scheme, one can find the
connectivity is more complex than the other decoder nodes
but provides important information for the output. The inputs
of N 1

D node are similar to the other decoder nodes but differ
in the output connectivity. We implemented the deep super-
vision by multiple side-outputs fusion (MSOF) [40]. In this
study, the output features were concatenated after the sigmoid
function was applied to every output feature. The final output
was also obtained by using sigmoid operation.

The renovation of the node structure would make our
model be complex in interconnection. To make it easier to
understand, FIGURE 4 illustrates the network architecture in
detail. According to this diagram, the Un-Net model includes
n copies of U-Net networks that are arranged in parallel con-
nection. The sub-U-Net networks are connected as {C1,i

E →

C2,i
E → C3,i

E → C4,i
E → C i

T → C4,i
D → C3,i

D → C2,i
D →

C1,i
D }, where i ∈ [1, n]. The

{
fU1 , fU2 , . . . , fUn

}
denotes the

output features of the sub-U-Net networks.

B. THE CONNECTIVITY DETAILS
Let x i,jE/D denotes the output feature of the jth convolution
unit in the ith node. The E/D indicates the node that is in the
encoder/decoder sub-network. In Un-Net network, the node
consists of n outputs. Thus, the output features of the node
can be defined as:

X iE/D =

{
x i,1E/D, x i,2E/D, . . . , x i,nE/D

}
, i ∈ [1; 4] (1)
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FIGURE 3. The structure and the connectivity of the node that consists of n convolution units. The illustration of (a) the first encoder node, (b) the second
to the fourth encoder nodes, (c) the transition node, (d) the second to the fourth decoder nodes, (e) the first decoder node, and (f) the convolution unit.
The ⊕ denotes the concatenation operation.

FIGURE 4. The Un-Net architecture, which includes n of convolution units
in one node, consists of n of sub-U-Net networks that are arranged in
parallel connection. The ⊕ denotes the concatenation operation.

XT =
{
x1T , x2T , . . . , xnT

}
(2)

where the X iE/D indicates the output feature of the ith node,
XT and xT are the output features of the transition node and

convolution unit in transition node, respectively. Basically,
as shown in FIGURE 3(a), the convolution units of the first
encoder node only receive the input from the input tensor and
previous convolution units of this node. The expression for
calculating the features of the first node is described as:

x1,jE =

C
j (input) j = 1

C j
([
x1,kE

]j−1
k=1

)
j > 1

(3)

where the function C j (·) is a dilated convolution function
with a dilation rate equal to j, and [·] denotes the concate-
nation operation. The second to the fourth encoder nodes
(FIGURE 3(b)) get the inputs from the pooling path and
previous convolution units in the same nodes. The output
features of these nodes are computed as follows,

x i,jE =


C j
(
P
(
x i−1,jE

))
j = 1

C j
([[

x i,kE
]j−1
k=1

,P
(
x i−1,jE

)])
j > 1

with i ∈ [2, 4] (4)
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where the function P (·) denotes a max pooling function. The
transition node gets the input from the fourth encoder node.
The output is described as:

x jT =


C j
(
P
(
x4,jE

))
j = 1

C j
([[

xkT
]j−1
k=1 ,P

(
x4,jE

)])
j > 1

(5)

In the decoder sub-network, the decoder nodes receive the
inputs from the encoder sub-network and lower decoder
nodes. Because of the dense structure, the convolution units
also get the inputs from the previous units in the same node.
The output features of the decoder nodes are computed as
follows,

x4,jD =


C j
([
U
(
x jT
)

, x4,jE
])

j = 1

C j
([[

x4,kD
]j−1
k=1

,U
(
x jT
)

, x4,jE

])
j > 1

(6)

x i,jD =


C j
([
U
(
x i+1,jD

)
, x i,jE

])
j = 1

C j
([[

x i,kD
]j−1
k=1

,U
(
x i+1,jD

)
, x i,jE

])
j > 1

with i ∈ [1, 3] (7)

where U (·) indicates a transposed convolution. The MOSF
method is implemented in our study. The detail of the con-
nectivity is illustrated in FIGURE 4. For the output features
of the sub-U-Nets,

{
fU1 , fU2 , . . . , fUn

}
, a 1 × 1 convolution

and sigmoid function are applied to achieve the output results{
YU1 ,YU2 , . . . ,YUn

}
. The final output YUn is also obtained by

using 1 × 1 convolution and sigmoid function. The formula
is described as follow,

YUn = sigmoid
([
YU1 ,YU2 , . . . ,YUn

])
(8)

In this study, we investigated two versions of Un-Net that
are the U2-Net and U3-Net. The details of the U2-Net and
U3-Net network architecture are shown in TABLE 1. The 3
× 3 convolution kernel is used for all of the convolution units.
The number of filters in the encoder and decoder sub-network
are similar for the nodes that are at the same level. The filter
numbers are 32, 64, 128, and 256 for the first, second, third,
and fourth nodes, respectively. The transition node is applied
512 of filters.

C. LOSS FUNCTION
The liver and lesion segmentation challenges have a problem
that is the extreme imbalance between the background class
and the foreground class. To address this problem, we use a
combination of the weighted binary cross-entropy loss func-
tion and the logarithm of the dice coefficient. By using the
hybrid loss, it not only handles the class imbalance problem
but also smooths the gradient [41]. The hybrid loss is defined
as:

Ltotal = LWBC + LDC , (9)

where LWBC and LDC represent the weighted binary
cross-entropy and the logarithm of dice coefficient respec-
tively. Mathematically, the LWBC and LDC are expressed by

LWBC = −
1
N

N∑
i=1

[ (1− w) gi log pi

+w (1− gi) log (1− pi) ] (10)

LDC = − log


2

N∑
i=1

(gipi)+ ε

N∑
i=1

(gi + pi)+ ε

 (11)

where pi is the probability that voxel i is predicted belongs
to the foreground (liver or tumor), and gi indicates the prob-
ability of voxel i that is the ground truth. The N depicts the
total of the voxels that are predicted, the w denotes the weight
attributed to the foreground class, and the ε is the smooth
value.

III. EXPERIMENTS
A. DATASETS
The datasets were used in this paper are two public datasets:
LiTS dataset and 3DIRCADb dataset. The LiTS dataset con-
sists of 131 CT volumes for training and 70 testing vol-
umes. The ground truth is not included for the testing part.
In this study, therefore, we only used the training volumes
for both training and testing. The slice number in the CT
scans is greatly different. There are 58638 slices in total in
the training part, which consists of 19163 slices containing
the liver and 7183 slices containing the lesion. The CT scans
were collected from seven hospitals and research institutions.
The ground truth was manually created by three radiologists
[2]. The parameters of the dataset, which are different, are
0.55mm to 1.0mm for in-plane resolution and 0.45mm to
6.0mm for section spacing. The 3DIRCADb dataset consists
of 20 CT volumes and it is contained in the LiTS dataset
(from volume 28 to volume 47) [2], [18]. Hence, we consider
the LiTS dataset includes 111 volumes (after removing the
3DIRCADb volumes).

In order to train and evaluate the network performance,
the LiTS dataset and 3DIRCADb were divided into three
parts: ninety CT scans for training (include eighty-five LiTS
dataset volumes and five 3DIRCADb volumes), eleven LiTS
volumes for validation, and thirty CT scans for testing (fifteen
LiTS volumes and fifteen 3DIRCADb volumes).

In the LiTS dataset, the slices, which have the liver
and tumor on the image, comprise a small fraction.
In order to tackle the data imbalance, we excluded 2/3 of
total slices without the liver on the image. The training
data include all slices that contain the liver and 1/3 of
slices without the liver. There is a total of 22109 slices
for training and 4494 slices for validation in our
experiments.
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TABLE 1. Details of the architecture of U2-Net and U3-Net with the dilated convolution.

FIGURE 5. The conversion from volume data to RGB data. Three adjacent
slices

[
si−1, si , si+1

]
are combined to become an RGB image I i

RGB.

B. DATA PRE-PROCESSING
In the medical image segmentation challenge, data
pre-processing is a crucial step. To enhance the contrast and
remove the irrelevant organs and tissues, the Hounsfield unit
values in the range of [−200, 250] was applied to present the
CT images. We converted three adjacent slices into the three
channels image to exploit the z-dimensional information of
the slices. FIGURE 5 illustrates the conversion from slices
to the RGB images in detail. Let S =

[
s1, s2, . . . , sn

]
∈

Rn×512×512×1 is the volume data, where si denotes the ith

slice, n denotes the slice number of the volume, and IRGB =[
I1RGB, I

2
RGB, . . . , I

n
RGB

]
∈ Rn×512×512×3 is the RGB data. The

ith RGB image I iRGB is defined as follow,

I iRGB =


[
si, si, si+1

]
, i = 1[

si−1, si, si+1
]
, i ∈ (1, n)[

si−1, si, si
]
, i = n

(12)

To improve the fraction of the foreground region and reduce
the computation time, we cropped the images to a size of
448 × 448 × 3 then re-scaled to the size of 224 × 224 × 3.

FIGURE 6. The cascade structure in our experiments. The first Un-Net
model is used to extract the liver and the second one is used for tumor
segmentation. The ⊗ denotes the bitwise-and operator.

Finally, we applied themin-max normalization on every batch
of images to input the network.

C. TRAINING PROCESS
Our training process consists of two stages. Firstly, the liver
segmentation was implemented. In the second stage, we used
the best weight from liver segmentation model to train the
tumor segmentation model. The cascade structure was imple-
mented in our system, this architecture was used in many
studies such as [16], [18], [20], [40], and [41]. The advan-
tage of the cascade structure is to reduce the cases of false
positives. FIGURE 6 illustrates the cascade structure was
implemented in our experiments in detail. The first Un-Net
network is used to segment the liver from the original image.
The liver mask from the first model is multiplied with the
original image to get the input for the second Un-Net that is
tumor segmentation model.
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In the first stage, we used the training strategy with two
steps. Firstly, themodel under training was fed with a selected
dataset only with slices containing the liver. Those slices
without liver inside were ignored in this stage. After a set
of converged weighting parameters was obtained, then in
the second stage, these best weight in the first stage were
employed to train the model by feeding all the slices as the
general dataset no matter the slices containing the liver or not.
This strategy is named ‘‘easy-to-hard’’ (E2H). The effective-
ness of this strategy will be presented in section IV-B. For
lesion segmentation stage, the best weight from the first step
is also applied to train the network.

D. EXPERIMENTAL SETTING
Our experiments are conducted by the Keras package with
Tensorflow as the backend. The he-normal distribution
initializer, which was proposed by He et al. [42], is used to
initialize the weights. The optimizer is used in the model is
Adam optimizer, and the networks are trained with a learning
rate of 3e-4 for 20 first epochs, 1e-5 for the next 20 epochs,
and 3e-5 for the last 20 epochs. For the second step in the first
stage (liver segmentation stage), the learning rate is 3e-5 in
30 epochs. The models are trained with a batch size of 8, and
a dropout rate of 0.2 is applied for preventing over-fitting.
We also implemented an early-stopping mechanism for train-
ing stages. All experiments are powered by aworkstationwith
Intel Xeon Silver 4114 CPU, GRID Virtual GPU V100D-8Q,
and 32GB of RAM memory.

IV. RESULTS AND DISCUSSION
To authenticate the effectiveness and robustness of our pro-
posed networks, we implemented the conventional U-Net
and another U-Net network that includes three convolution
units in the node, named by U3C-Net. The U-Net++ [35]
is also implemented in our experiments for comparison with
our proposed networks. In addition, the effectiveness of the
training strategy, the dilated convolution, and node structure
are detailed in this section. In summary, we implemented a
total of eight models that include U-Net, U-Net++, U3C-
Net, U3C-Net+, U2-Net, U2-Net+, U3-Net, and U3-Net+.
The U2-Net+, U3C-Net+, and U3-Net+ indicate that the
dilated convolution is applied on the U2-Net, U3C-Net, and
U3-Net models, respectively.

A. EVALUATION METRICS
In order to evaluate the segmentation results, the evaluation
metrics were selected, which consist of three evaluation val-
ues from all the metrics: Dice’s Similarity Coefficient (DSC),
Volumetric Overlap Error (VOE), and Relative Volume Dif-
ference (RVD) as employed in [2]. The equations of the three
metrics are expressed by

DSC(G,P) =
2 |G ∩ P|
|G| + |P|

(13)

VOE(G,P) = 1−
|G ∩ P|
|G ∪ P|

(14)

RVD(G,P) =
|P| − |G|
|G|

(15)

where G denotes the case number of the ground truth and
P is that of positive prediction. The smaller value of VOE
and RVD indicates a better segmentation result. For Dice’s
Similarity Coefficient, the greater value close to 1 indicates a
better result.

B. EFFECTIVENESS OF THE TRAINING STRATEGY
The training strategy affects the performance of the model.
In this study, we applied training by the easy-to-hard (E2H)
strategy. The results showed that the performance improves
significantly. FIGURE 7 shows the effectiveness of train-
ing strategy on liver segmentation. Observing the results,
we found that, by comparing with the training from scratch,
the DSC values of E2H method improved 0.46%, 0.35%,
0.93%, 0.61%, 0.83%, 0.58%, 0.28%, and 0.77%, respec-
tively, in corresponding to U-Net, U2-Net, U2-Net+, U3C-
Net, U3C-Net+, U-Net++, U3-Net, and U3-Net+ networks
on the LiTS dataset. And the DSC became 0.44%, 0.66%,
0.98%, 0.86%, 1.5%, 0.32%, 0.44%, and 0.98% on the
3DIRCADb dataset.

It was noted in our experience in the training stage, the con-
vergence of the loss function varied a lot and sometimes
early-stop was employed to obtain the optimal results. This
fact might depend on the fine tune of the learning rate and the
initial guess of the weighting parameters in the network mod-
els. A better way for training may invoke a pre-trained back-
bone such as VGG [43] or ResNet [44]. Therefore, training
the model with the popular datasets may help to create better
initialization weights for the full learning process. In our
experience, the training strategy has a significant effect on the
performance of themodels. Our E2H strategy can be regarded
as a self-transfer learning technique. However, the techniques
of transfer learning might be out of the scope of this paper.
The effects of transfer learning will be an interesting topic in
related studies.

C. EFFECTIVENESS OF DILATED CONVOLUTION
We also analyze the effect of DC on the segmentation results.
All models used for comparison are trained with the same
training settings and strategies. We compare DSC results on
both the LiTS and the 3DIRCADb dataset. As shown in
FIGURE 8, for the liver segmentation, it is obvious that the
models that applied the DC get better DSC results than the
models without the DC. As seen in FIGURE 8, the DSC of
the models that use the DC increased by 0.8%, 0.26%, and
1.28% on the LiTS dataset and 0.39%, 0.94%, and 0.63% on
the 3DIRCADb dataset on U2-Net, U3C-Net, and U3-Net,
respectively. For lesion segmentation, the DSC metrics of
the models that use the DC, increased by 0.23%, 2.6%, and
1.18% on the LiTS dataset and 4.54%, 2.06%, and 0.56% on
the 3DIRCADb dataset on U2-Net, U3C-Net, and U3-Net,
respectively.

From FIGURE 8, one can find the exploit of DC can
improve the accuracy. The dominant characteristic of DC
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FIGURE 7. Illustrate the effectiveness of the E2H method on liver
segmentation of (a) LiTS dataset and (b) 3DIRCADb dataset.

is to expand the convolutional region. Therefore, the output
features are covered in a larger area with the same number
of parameters. We believed DC can improve the accuracy as
the results we have obtained. However, the dilation rate does
not have much effect on small tumors. Larger objects such as
liver and large tumors can be efficiently segmented by dilated
convolution. In our experiments, the dilation rates were 1,
2, and 3 for the first, the second, and the third convolution
units, respectively. The improvement of dilated convolution
on the segmentation performance can be up to 4.54% in
FIGURE 8(d) for the lesion segmentation by the U2-Net and
2.6% in FIGURE 8(c) by U3C-Net.

FIGURE 9 illustrates the feature maps of Unet and the
proposed method (U2-Net+ and U3-Net+). In FIGURE 9(a),
we can observe that some information on features in the Unet
model is lost after some nodes.Whereas theU2-Net+ andU3-
Net+ still keep the semantic information. This finding would
prove the effectiveness of the dilated convolution. The final
segmentation results are presented in FIGURE 9(b). We can
see that the segmentation results from our proposed networks
are better than Unet model.

D. LIVER AND LIVER TUMOR SEGMENTATION RESULTS
The details of the liver and lesion segmentation results are
shown in TABLE 2 and TABLE 3. TABLE 2 shows the seg-
mentation results on the LiTS dataset while TABLE 3 details
the results on the 3DIRCADb dataset. As seen in this table,
the U-Net model has the worst performance. The segmenta-
tion results are better when we apply three convolution units
for the node (U3C-Net). TheU-Net++ achieves better results
than U-Net, U3C-Net, U3C-Net+, and U2-Net. The obvious
results show that our proposed network, U3-Net+, achieves

TABLE 2. The details of segmentation results on the LiTS dataset. All
metrics (mean ± std.) are in %.

TABLE 3. The details of extraction results on the 3DIRCADb dataset. All
metrics (mean ± std.) are in %.

the best result on both segmentation tasks and on both the
datasets. The U2-Net+ network also gave good results indi-
cating that it may be better than U-Net++ for liver segmen-
tation in the LiTS dataset and for lesion segmentation on the
3DIRCADb dataset. The possible reason can be attributed
that the livers in the LiTS dataset were larger in size. There-
fore, DC significantly leads to better segmentation efficiency.
This is similar to the case of tumors in 3DIRCADb.

FIGURE 10 presents the examples of extraction results
obtained by U-Net, U3C-Net, U2-Net+, U-Net++, and U3-
Net+ on the LiTS dataset. The results prove that our proposed
networks, U2-Net+ and U3-Net+, achieve better results than
other methods. FIGURE 11 illustrates the results achieved
by implementation the networks on the 3DIRCADb dataset.
We observed that the liver and lesion can be segmented well
by our models.

E. COMPARISON OF CONVENTIONAL U-Net AND U2-Net,
U3C-Net AND U3-Net
Our proposed method exploits the output features from all of
the convolution units. We observe in TABLE 2 and TABLE 3,
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FIGURE 8. Illustrate the effectiveness of dilated convolution (DC) on liver and lesion segmentation. (a) and (c) show the results on
the LiTS dataset. (b) and (d) present the results on the 3DIRCADb dataset.

FIGURE 9. Visualization of (a) feature maps from each layer in different models; and (b) the related
segmentation results by U-Net, U2-Net+, and U3-Net+.

the segmentation results of U2-Net and U3-Net are better than
the results of U-Net andU3C-Net on both challenges and both
datasets. For U-Net and U2-Net, there are two convolution
units in the node. However, the DSC of liver and lesion

segmentation of the U2-Net is greater by 1.36% and 5.45%
respectively on the LiTS dataset than U-Net. Similarly, on the
3DIRCADb dataset, the improvements on the liver and tumor
segmentation are 1.68% and 5.12% of DSC, respectively.
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FIGURE 10. The slices in the LiTS dataset are segmented by the networks
that are implemented in this study. The ground truth is presented in the
first column. The second to the sixth columns show the segmentation
results of the networks. The red areas depict the true liver regions and
the yellow ones show the true lesion areas. The red curves indicate the
true boundaries of the livers. The green curves denote the boundaries of
segmented livers while the blue ones show the boundaries of the
segmented tumors.

FIGURE 11. The slices in the 3DIRCADb dataset are segmented by the
networks that are implemented in this study.

The U3C-Net and U3-Net also have the same number of
convolution units in the node. However, the metric values of
U3-Net are much better than U3C-Net. Specifically, the dice
score of liver and tumor segmentation improve 0.72% and
4.87% respectively on LiTS dataset. The increments of DSC
of liver and tumor on the 3DIRCADb dataset are 1.66% and
7.95%, respectively. For the VOE and RVD value, the pro-
posed models have also achieved better results than U-Net
and U3C-Net. The experimental results demonstrate that the
exploitation of output features had a significant effect on the
performance of the networks.

FIGURE 12 presents the training loss and validation loss
during the training process. As seen in FIGURE 12, the loss
functions decrease quickly at the beginning and keep below
0.1 stably which indicates good convergence of the param-
eters during calculations. Furthermore, one can find our

FIGURE 12. The learning curves of five models implemented in our
experiments on liver segmentation for (a) training loss and (b) validation
loss.

proposed models, U2-Net+ and U3-Net+, yield the low-
est training and validation loss. The above findings would
prove the effectiveness of our proposed models for practical
applications.

TABLE 4 compares the parameters number and the cal-
culation time of the models that are implemented in our
experiments. As shown in TABLE 4, our proposed networks
are more complex than the traditional U-Net. For detail,
the parameter numbers increase 3.8 million, from 7.7 mil-
lion (U-Net) to 11.5 million (U2-Net) and 10 million, from
11.7 million (U3C-Net) to 21.7 million (U3-Net). Therefore,
the training time per epoch and the testing time per slice
have also increased. One would concern that U2-Net, U2-
Net+, and U3-Net would have much more parameters in the
convolution nodes. In this study, however, we got less training
and testing time than that in U-Net++ (325s, 350s, and 480s
against 510s). This fact can be attributed to the complexity of
the U-Net++ connection. The U3-Net+ has a large training
time and test time (580s and 14.5s) due to the large calculation
time for DC. Even for U3-Net+with the dilation convolution,
the calculation times were still acceptable, only less than 20%
and 30% of time increase in training and testing. In the mean-
while, the capacity of memory requirements maybe doubled
in our network as compared to U-Net++. As the cost of
memory may be not a critical concern, we think our networks
can be feasible for practical applications. Furthermore, for the
medical imaging segmentation task, these increments are not
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TABLE 4. The parameters number, training time, and testing time of each
method.

TABLE 5. Comparing with popular networks on the LiTS dataset.

TABLE 6. Comparing with popular networks on the 3DIRCADb dataset.

significant. The crucial mission of medical image segmenta-
tion task is to increase segmentation performance.

In this study, the cascade structure was used to reduce
the case number of false positives. At the first glance, this
approach might have a drawback of heavy computation. This
concern was not a serious problem. In fact, the worst case
in our proposed models can process an image with a maxi-
mum of only 14.5ms as seen in TABLE 4. The average slice
number of the CT volume was about 500 slices. The average
total calculation time for a patient in our cascade structure
would be 14.5 seconds only. This fact indicates that our
model may be applicable to real clinical scenarios. In future
studies, we try using simultaneously training combine with
the post-processing methods.

F. COMPARISON OF PERFORMANCE WITH OTHER
NETWORKS
To prove the effectiveness and feasibility of our proposed
networks, we compare the segmentation results with popular
networks. TABLE 5 compares the segmentation results of
our models with U-Net [24], U-Net ++ [35], CU-Net [20],
RA-Unet [23], and Cascade U-ResNets [22] models on the
LiTS dataset. For the 3DIRCADb dataset, the U-Net, U-

Net++, AHC-Net [18], ResNet [45], and the model that
was proposed by Christ et al. [46] are compared with our
models. The details of the comparisons of the networks on
the 3DIRCADb are presented in TABLE 6.
Based on the results, one can find that our models outper-

formed the other models on the evaluation parameters except
for the DSC for liver tumors on the LiTS. In this study,
we did not use the post-processing methods, even in the pre-
processing, only simple image processing algorithms were
employed. Therefore, it is more convenient and simpler to
train and test by our models. However, in the meanwhile,
there is also a drawback of our networks, i.e., if the number of
convolution unit increases, the connection in the model will
become cumbersome.

V. CONCLUSION
In conclusion, this paper introduces a new network archi-
tecture to exploit the intra-features of the node in U-Net
architecture. We also propose two models for liver and tumor
segmentation in CT scan images. By innovating the archi-
tecture of the convolution node, the intra-features are used
more effectively. The flexibility of the new network has been
demonstrated in this study. Specifically, the variation of the
convolution unit number makes the model easier to fit into
problems with different numbers of data samples. In addition,
we discover the training strategy also improves the segmen-
tation results. We further demonstrate the effectiveness of
dilated convolution on the model performance. We believe
that this model can be applied to other types of medical
images such as PET or ultrasound. We would like to rec-
ommend our network for other medical image segmentation
tasks.
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