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ABSTRACT To investigate the recognition effect of flag motions based on 9 axis sensors, starting with
deep learning methods, this paper proposes a framework for feature extraction and recognition of flag
movements recognition by employing an improved Inception-ResNet dual-stream network. In traditional
signal recognition studies, Support Vector Machine (SVM), Random Forest (RF) and One Dimensional
Convolutional Neural Network (CNN) are usually used to extract signals’ features. In the meanwhile,
the time series data sets such as flag movements are usually the standard data set after processing. Therefore,
there are usually some limitations in traditional systems. First, in actual environment, there exists a lack
of effective segmentation detection method for the samples of long time series, resulting in the deviation
of the data set in the recognition process. Second, the One-Dimensional CNN framework used and the
machine learning frameworks used in previous studies are difficult to process large quantities of data
with too high computational memory. Based on these problems, this study proposes a signal change point
detection model based on the diversity factory function in the signal segmentation and detection stage,
miniaturizes the convolution kernel in the original CNN by using the Inception-ResNet(I-R) dual-flow
network separable convolution method, and proposes a CrossEntropy-Logistic(C-L) joint classification loss
function. Through conducting comparative experiments, it is found that the average calculation parameter
of the CNN framework based on the Inception-ResNet model is 2.7 × 107, which is approximately 37%
lower than the number of 3.7 × 107 in the original CNN model. Finally, the recognition rate between C-L
joint loss function and other models such as Multi-Layer Perceptron and Ensemble Learning in recent years
are compared. Compared with Ensemble Learning-CrossEntropy (ELC) model, the C-L joint loss function
can improve the recognition rate by nearly 5% according to the results of flag movements identification
measured by several classification models.

INDEX TERMS CrossEntropy-logistic, deeply separable convolution, difference threshold search, diversity
factor function, inception-ResNet.

I. INTRODUCTION
Flag movement technology is a command technology with
wide application in traffic, ship navigation and engineer-
ing fields [1]. Among them, the research on motion data
acquisition method and recognition network framework is
currently the key content. The traditional methods of flag
gesture acquisition include the first generation of human flag
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gesture acquisition technology based on optical fiber equip-
ment and the second generation of flag gesture image acqui-
sition and recognition technology based on computer vision.
However, the traditional signal-sign movement recognition
method requires high requirements on data acquisition and
equipment. In practical application, the signal-sign comman-
der cannot move around the field or change the body position.
The equipment deployment is not flexible enough, and the
recognition effect needs to be improved [2].With the develop-
ment of sensor technology, human motion recognition based

85764 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-2376-6784
https://orcid.org/0000-0001-8268-0174
https://orcid.org/0000-0002-6281-2990
https://orcid.org/0000-0002-5510-841X


Z. Yue et al.: Study on the Identification Method of Human Upper Limb Flag Movements Based on I-R Double Stream Network

on various sensors gradually shows a new development trend.
At present, sensor-based motion recognition has been widely
used in medical treatment and human health state detection.

Wearable Technology is an information acquisition tech-
nology that employs technologies such as multimedia, sen-
sors and wireless communication embedded in clothing or on
the body to capture real-time signals [3]. It is of importance to
select the appropriate sensor data type for feature extraction
and recognition. Under normal circumstances, the direction,
angle and moving speed of the motion can be obtained by
collecting the acceleration data of the sensor. For instance,
Wu et al. [4] and Kwon et al. [5]. used acceleration sensor and
gyroscope sensor to collect the combined data of acceleration
and magnetic deviation Angle, finding that the combina-
tion of sensor data can enhance the identification accuracy.
Matsui et al. [6] used the 9-axis attitude sensor to collect
the data of acceleration, magnetic deflection and rotation
angular velocity of the human body in daily behavior and
movement. Experimental results show that the accuracy of
behavior recognition can be improved by collecting different
types of data. Based on various researches, the acceleration
and Angle fusion data collected by accelerometer and gyro-
scope have achieved satisfying results in the application of
motion recognition.

A. ORIGINAL CNN
In recent years, the application of deep learning to human
motion recognition has become a research hotspot [7].
Compared with the traditional machine learning method,
the advantage of deep learning lies in the self-learning of
features through a large amount of data and the gradual
extraction of higher level abstract semantic features from a
large number of data sets, thus avoiding the limitation of man-
ual extraction of features. Among them, CNN is an impor-
tant method in deep learning. Meanwhile. On the basis of
CNN convolutional neural network, several commonly used
classical convolutional neural network models are born, such
as LeNet-5, AlexNet, VGGNet, Inception-v3 and ResNet.
At present, the above methods have been applied in various
different fields. For example, Spanhol et al. [8] sampled
BreaKHis data set by random and fixed sliding Windows and
trained the network with AlexNet blocks of different scales.
The recognition rate could reach 89.6%, so as to satisfy the
requirements of clinical detection. Deniz et al. [9]. pretrained
the AlexNet and VGG16 network models by means of migra-
tion learning method, and then optimized the weights and
bias values in the convolutional neural network by employing
the loss back-propagation method of classification function.
Thus, automatic classification of benign and malignant breast
cancer pathologic data was realized, and the final recog-
nition rate reached 93.78%. Kim and Cho [10]. collected
real-time acceleration data from construction workers using
17 sensors worn all over the body. Long and Short Time
Memory (LSTM) deep learning network is established to
realize self-learning of the acceleration data characteristics
of human body during construction with the aim to detect

the body’s working condition and predict the risk coefficient
during the whole body movement.

B. LIMITATIONS OF THE EXISTING NETWORK
FRAMEWORK
Based on the above motion recognition and classification
techniques, it can be concluded that in the field of deep
learning, the processing of standard motion data set by using
CNN or Recurrent Neural Network (RNN) model is currently
the main method for relevant researches. In the past research,
a one-dimensional CNN network framework was also used
to extract features from the fused 9-axis sensor data, 3 axis
of input data fusion signal directly for processing, the input
dimension of 9× 100, by setting the corresponding convolu-
tion layer and pooling of input processing, feature extraction,
as well as the experiment results show that the original one-
dimensional CNN framework has increased a lot of technical
parameters, and for a non-standard semaphore with limited
data set is lack of signal divided work, and thus lead to
appeared in the process of identifying the extremely obvi-
ous over fitting phenomenon. At the same time, according
to the rest of the methodologies summarized, the existing
researches lack non-standard long time series signal pro-
cessing, and therefore difficult to be applied to real-time
training environment, and the classification algorithm types
in the existing network framework are relatively single. The
adaptability to all kinds of data sets is not enough, and thus
there exists large space to improve identification precision.

C. MAIN WORKS AND SECTIONS ARRANGEMENT
This paper designs an improved Inception-ResNet dual-
stream network system for the collection, pre-processing
analysis, feature extraction and classification recognition of
sensor data worn on human hands. Its main contributions are
presented as follows:

i. The preprocessing work of flag signal is improved.
An algorithm based on long time series variation point seg-
mentation is proposed. Principal Component Analysis (PCA)
is employed to establish the differentiation function model
of three main features pulse index I, peak factor C, and
waveform factor W in the 9-axis long time series. In addition,
the hyperplane search principle in SVM is used to search the
threshold value of the difference function, and the threshold
value λ is obtained to determine whether there are signal
change points between adjacent sample points.

ii. An Inception-ResNet dual-flow network model based
on separable convolution idea is proposed. The original one-
dimensional signal dimension is transformed from 18× 100
to 30 × 30 × 2 two-dimensional data by matrix recon-
struction method, which is subsequently used as the input
of the network. The original one-dimensional CNN large-
scale convolution kernel is decomposed into multiple small-
scale convolution kerns by means of decomposition. Thus,
the computational parameters in the network framework are
greatly reduced.
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iii. A CrossEntropy-Logistic joint loss function based on
the fusion of dichotomous task and multi-categorical task
is proposed. First, CrossEntropy loss function is used to
judge the initial category of the signal, and then the low-
dimensional plane feature is mapped to the high-dimensional
space feature by feature mapping. Then, dichotomous Logis-
tic loss function is used to distinguish the Angle in the signal
class. Finally, the category of the sample is determined. The
experimental results show that the overfitting phenomenon
can be greatly reduced and the recognition accuracy can be
greatly improved by task fusion.

The sections of the whole flag movements recognition
system construction task are arranged as follows:

Section II: Flag Motion Capture Experiment Based On
9-axis Attitude Sensor. In the present section, the flag move-
ments acquisition and processing equipment are mainly
introduced, and the flag movements data set collected is
introduced.

Section III: Time Series Detection and Segmentation Algo-
rithm Based on Difference Threshold Search. This section
mainly introduces the long time series signal segmentation
and detection algorithm in the pre-processing stage of flag
movements, establishes the difference function between the
sample points before and after the signal through three types
of feature fusion methods, and determines the hyperplane
search algorithm to find the difference function threshold λ.
Section IV. Feature Extraction Algorithm Based on

Inception-ResNet. In the current section, the structure of
the dual-flow network framework is constructed in the
phase of the signal feature extraction phase, and intro-
duces the operating principle and method improvement of
the Inception- ResNet double flow network structure. The
original one-dimensional CNN convolution kernel can be
separated and improved, significantly reducing the network
calculation parameter.

Section V. C-L Joint Loss Function Classification Model.
This section mainly improves the algorithm of classification
recognition task, explains the limitations of the traditional
single Cross Entropy loss function, puts forward the algo-
rithm model of C-L joint loss function, and introduces the
core ideas of binary classification and multi-classification
task fusion method, aiming to establish the form of C-L joint
loss function.

Section VI. Implementation and result. This section is a
practical part of the above algorithm content. In the current
experiment, the final signal difference threshold was obtained
by comparing the standard deviation of various, signal lengths
and the average proportion of key information under dif-
ferent λ values. The joint loss function coefficients were
trained by Adagrad gradient descent method, and the final
C-L combined loss function parameters were determined by
comparing the average loss values of various actions after
1000 rounds of iteration. After establishing the semaphore
gesture recognition system frame structure, the collected
6 class standard classified semaphore movement training and
testing, comparing the Inception-ResNet network framework

and SVM, RF, SVM, 6 classes action within the framework
of the one-dimensional CNN a total of 3000 samples inde-
pendent sample average recognition rate. By comparing the
convergences of the identification accuracy with that of the
training curves, it can be concluded that the Inception-ResNet
network converges and exerts the best identification effect
during the identification process.

II. FLAG MOTION CAPTURE EXPERIMENT BASED ON
9-AXIS ATTITUDE SENSOR
This paper adopts a 9-axis attitude sensor worn at the wrist
of both hands to collect six common upper limb flag move-
ments. Figure 1 shows the sensor structure. The WT901C
digital attitude sensor used in the experiment is integrated
with a high-precision 3-axis gyroscope, 3-axis accelerome-
ter and 3-axis geomagnetic field sensor [11]. The real-time
motion attitude of the module can be quickly solved using
a high-performance microprocessor and advanced dynamic
solution. The attitude measurement accuracy of the sensor
is static 0.05 degree and dynamic 0.1 degree. The range
is acceleration: ±2/4/8/16g, angular velocity: ±250/500/
1000/2000◦/s, angle: ±180◦ and data output frequency:
0.1Hz ∼200Hz.

FIGURE 1. WT901C digital attitude sensor.

In the experimental stage, the sensor was worn on the
experimenter’s hands and wrists and connected to the acqui-
sition device (computer) through USB interface. Various sig-
nals collected were transmitted to the computer in text forms
in real time. The sensor motion acquisition and receiving
platform and wearing mode are shown in Figure 2. The data
monitoring terminal is presented in Figure 3.

FIGURE 2. Experiment platform and sensor wearing mode Sensor wear
mode; (b) Motion acquisition platform.

The data of 18 channels of acceleration, angular velocity
and magnetic deflection (roll Angle (X axis), pitch Angle
(Y axis) and course Angle (Z axis) of the three axes of the
dual sensor were collected in the experiment. There are six
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FIGURE 3. Data transmission monitoring terminal(built by Shenzhen Wit-Motion company) (a) Acceleration acquisition
interface; (b) Angular velocity acquisition interface; (c) Azimuth acquisition interface.

FIGURE 4. Diagram of six flag action to be tested.

TABLE 1. Movement essentials of flag to be tested.

different types of flag gestures, numbered A,B,C,D,E and F
respectively. Their demonstration and key points of actions
are shown in Figure 4 and Table 1 respectively.

III. TIME SERIES DETECTION AND SEGMENTATION
ALGORITHM BASED ON DIFFERENCE
THRESHOLD SEARCH
A. SIGNAL DETECTION AND SEGMENTATION ALGORITHM
After completing the establishment of the experimental plat-
form and the collection of samples, the flag movement data
obtained is a time series whose length is proportional to the
length at the time of collection. In the data preprocessing

stage, the detection and segmentation and denoising of key
motion signals are mainly completed. The present study
mainly investigates the time series segmentation and detec-
tion algorithm. According to the previous research [12], slid-
ing window is used to segment the one-dimensional time
series. By designing the time window and sliding at any step
length on the one-dimensional time series, the data fragments
contained in each sliding window are intercepted to obtain the
required data fragments. However, when the sliding window
is used to segment the data, it is mainly divided in accordance
with the peak and valley value of the timing signal. Therefore,
when the size of the sliding window is selected, information
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redundancy and loss caused by too large or too small window
distance will appear, bringing considerable difficulties to the
recognition process. Similarly, improper setting of the slide
step can also cause the above problems.

According to the existing research results, the detection
methods based on signal can be divided into shard unit
alignment method and boundary detection method [13].
The difference between the two methods lies in that, based
on the segmentation unit alignment method, the signal
detection should be combined with other methods such as
ANN(artificial neural network) or clustering based on the
characteristics of the signal [14]. Thus, the signal detection
based on the segmented unit alignment method has a high
demand for prior knowledge, especially in motion recogni-
tion, requiring a high number of samples of the detected
classified signals. However, the method based on boundary
detection is different. Its basic idea is to detect the existing
unit boundary according to the various characteristics of the
signal and its mutation. Consequently, this kind of method
does not need prior signal characteristics and is easier to
construct the signal segmentation system.

According to the introduction of time domain waveform
and action essentials of flag signal, the research object is a
one-dimensional flag signal time series. It is found that in
a piece of signal containing all kinds of flag signal, accel-
eration abrupt point and periodic component exist between
different kinds of signals. Therefore, it is easier to segment
and process flag signal than mechanical fault signal and con-
tinuous motion signal. Nevertheless, the flag signal contains
a large number of low-frequency components, and thus it is
of necessity to increase the sliding window scale as much as
possible while learning the low-frequency characteristics of
the signal in accordance with the actual research [15]. When
the sliding window increases, due to the signal acquisition
actions do not match the length of time, it will eventually lead
to the segmentation of the signals in two situations: 1. Some
samples contained a single signal, two or more flags action,
and thus a single sample has multiple classification results
appearing in the process of recognition. 2. Some samples
become negative samples due to the absence of some signals,
leading to the problem of missing features in subsequent
feature extraction and learning due to the absence of signal
information. Therefore, the present study proposes a time
series change point detection algorithm based on differential
degree threshold search, in which the detection of change
points is mainly targeted at the moment when the change
occurs from one state (action) to another state (action) in the
time series, which is equivalent to the starting point and end
point of a single sample.

The collected data can be classified into linear time series
according to the signal characteristics. Suppose a flag move-
ment signal is F , as shown in formula (1), where fi is the
value of signal at time i. Since the signals collected in the
experiment include acceleration, angular velocity and Angle
data, in the strict sense, fi should be regarded as the 3D vector
information on the time series, in contrast [16]. However,

three kinds of data with the variation of wave amplitude,
acceleration data has significant changes in signal change
characteristic. Therefore, time sequence change point detec-
tion based on acceleration of the 9 shaft signal can be seen
as change point detection, thus simplifying the problem to
one dimensional linear time series change point detection
problem.

F = {f1, f2, . . . , fn} (1)

B. ALGORITHM RESEARCH AND MODELING ANALYSIS
Figure 5 presents a time series containing multiple flag
actions. It was assumed that the sequence at the moment
τ was divided into two different action sample sequences,
which are denoted as A = {a1, a2, . . . , am} and B =
{b1, b2, . . . , bm} where m and n represent the signal length.
However, the signal detection problem in this paper can be
transformed into the calculation of the amplitude of signal
characteristic change at any time point τ of time series,
aiming to determine whether time τ is the change point of two
signals before and after. Therefore, the next task is how to find
the change point between different signals by establishing
discriminant function or characteristic difference model.

FIGURE 5. Schematic diagram of signal to be segmented in linear time
series.

According to the research findings, SVM performs well
in signal definition detection. Chui et al. [17]. proposed
a threshold-searching method for sleepiness of based on
SVM genetic algorithm to determine the human fatigue
degree during driving using human electrocardiogram sig-
nal. Symmetric and antisymmetric information in differ-
ent kinds of ECG signals are captured by cross-correlation
and convolution kernel respectively. The final threshold
distribution is determined by multi-objective genetic algo-
rithm. Similarly, Mingjing Wang and Chen [18] proposed a
CMWOAFS-SVM model for the study of disease classifi-
cation based on Dermatology Database. Through integrat-
ing chaotic and multi-swarm strategies, they adopted whale
optimization algorithm to solve the problem of parameter
setting and feature selection of SVM, obtaining the best
classification results in the comparison experiment with other
algorithms. On this basis, this paper proposes a discriminant
function model based on sliding search for change points
on time series. Through the characteristic changes caused
by the time t change in the time series, the hyperplane of

85768 VOLUME 9, 2021



Z. Yue et al.: Study on the Identification Method of Human Upper Limb Flag Movements Based on I-R Double Stream Network

the two types of samples before and after the partition is
found by SVM. In the proposed method, the principal com-
ponent analysis method is combined with the feature fusion
method to directly establish the statistical feature model for
the original acceleration a, angular velocity ω and azimuth
θ three-dimensional scatter information, so as to obtain the
optimal solution of the time points of the action samples
before and after the change [19]. Specific ideas and methods
are presented as follows. Through data acquisition and pre-
processing, the sequential relationship between acceleration
a, angular velocity ω, azimuth θ and time t was obtained.
1) A time series sample set T is established as shown in

formula (2).

T = {(a1, ω1, θ1) , (a2, ω2, θ2) , · · · , (an, ωn, θn)} (2)

At the same time, each sampling point in the time series is
mapped to three-dimensional space to form a series of three-
dimensional scatter plots, as presented in Figure 6:

FIGURE 6. Three-dimensional scatterplot of time series signals.

2) The category definition of each signal scatter point is
given. Let xi be the sample feature and yi be the sample
category, where xi = (ai, ωi, θi) , y ∈ {1,−1} and i is the
serial number of the sampling point in the time series. The
original signal data is converted into feature set by principal
component analysis (PCA) [20] and features are fused by
feature pyramid model. The following presents the specific
details: 1. Calculate and centralize the sample mean. 2. Cal-
culate the covariance matrix and its eigenvalues, and arrange
them according to the size. 3. By setting the cumulative vari-
ance contribution rate matrix and selecting the corresponding
eigenvalues, the projection matrix is formed. 4. Low-order
mapping of high-dimensional features to obtain linear sets.
5. Through the feature pyramid model, the feature fusion bit
value is expressed as xi.
3) An interclass discriminant function for time series point

I is established. In the present study, the discriminant function
is defined by sliding anchor points, which are defined as. The
sliding anchor points are progressively moved in the time
series sampling points, and the variable A and B anomaly
degree of the two categories before and after is defined, where
I = (A ∪ B | ϕ) represents the difference degree function of

A and B when the sliding anchor is located at any sampling
point.

4) By setting threshold λ, the value of difference degree at
time τ is measured, and the following threshold test discrim-
inant is given. If I = {A ∪ B | ϕ} < λ, then the time series
does not change at this moment. If I = {A ∪ B | ϕ} < λ,
the time series subsequently changes at this moment.

5) The sliding anchor point is combined with the hyper-
plane search theory in SVM [21] to set the sliding point
function:

Fi = U (ai, ωi, θi) (3)

where F(i) represents the sample quantization characteris-
tics of sliding anchor point at sequence point i obtained by
acceleration ai, angular velocity ωi and azimuth θi, and the
difference degree function expressed by sliding anchor point
can be obtained:

(A ∪ B | ϕ) = F(i+ 1)− F(i) (4)

Thus, F(i) = x(i). As a result, the hyperplane function can
be defined as κF(i) + δ = 0. The geometric interval of the
sampling points slid by the sliding point can be set as:

γ = ‖F(i),F(i+ 1)‖ = yi

(
κ

‖κ‖
× F(i)+

δ

‖κ‖

)
(5)

The maximum value of the sample interval maxi=1,2,...,n
obtained is the difference threshold λ, which measures
whether the sample points constitute the change of cate-
gory. Therefore, the problem of solving threshold λ can be
transformed into solving the maximum hyperplane problem,
namely, constrained optimization problem [22]. Using SVM
model, the solution:

min
κ,δ

1
2
‖κ‖2, s.t.yi (κxi + δ) > 1, i = 1, 2, . . . , n (6)

By transforming the objective function into the newly
constructed Lagrangian objective function L(ω, δ, α) and
then combining the objective functions of the two conditions
inside and outside the constraint range of formula (6), the new
objective function is obtained where L(κ , δ, α) is shown in
formula (7), and the new objective function is presented in
formula (8):

L(κ, δ, α) =
1
2
‖ω‖2 −

n∑
i=1

αi (yi (κxi + δ)− 1) (7)

ζ (κ) =


1
2
‖κ‖, yi (κxi + δ) > 1

+∞, yi (κxi + δ) < 1
(8)

where αi is the Lagrange multiplier and αi0. where ζκ is
expressed as formula (9). Thus, the solution to the original
problem can be expressed as formula (10).

ζ (κ) = max
αi≥0

L(κ, δ, α) (9)

min
κ,δ

ζ (κ) = min
κ,δ

max
αi≥0

L(κ, δ, α) = p∗ (10)
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When solving the biextremum problem, the partial deriva-
tive of the objective function is obtained by taking the param-
eter of the objective function and setting it as 0. The function
of xi, xj, yi and yj is obtained. Then, the maximum value is
converted to the minimum value by the conversion of positive
and negative relations. Meanwhile, the following objective
function and constraint conditions (11) are obtained:

min
α

1
2

n∑
i=1

n∑
j=1

αiαjyiyj
(
xi · xj

)
−

n∑
i=1

αi

s.t.
n∑
i=1

αiyi = 0, αi > 0, i = 1, 2, . . . , n (11)

For the nonlinear optimization of such mulivariate func-
tions, penalty parameter P could be introduced and hinge
function [23] could be used to constrain it. As a result,
the constraint condition of Equation (11) could be rewritten
as 0 ≤ αi ≤ P, i = 1, 2, . . . , n. After we obtain the opti-
mal α∗ = (α∗1 , α

∗

2 , . . . , α
∗
n )
T , calculate κ∗ =

∑n
i=1 α

∗
i yixi,

by selecting the value in α∗ that satisfies the (11) constraint
and calculate formula (12). The separation hyperplane after
sliding anchor point search is obtained as presented in κx +
δ = 0.

δ∗ = yj −
n∑
i=1

α∗i yi
(
xi · xj

)
(12)

Then, the nearest sampling point ϕ of the distance separa-
tion overfrequency surface refers to the signal change point
in the desired time series, so as to complete the category
detection and segmentation task of the time series. Its imple-
mentation process can be found in Figure 7:

IV. FEATURE EXTRACTION ALGORITHM BASED ON
INCEPTION-ResNet
A. RESEARCH STATUS AND PROGRESS
Inception and ResNet networks are two types of convolu-
tional neural network models that have been extrensively
used in recent years. The Inception model was first proposed
and used for handwritten number-recognition in 2014 [24].
Inception network in depth increases model at the same time,
so as to avoid the excessive growth of network parameters,
avoiding the phenomenon of over fitting the training sam-
ple. Its main thought method is to connect all and even the
general convolution neural network into a sparse connection.
Performing the analysis of the statistical properties of the acti-
vation values and the output of highly correlated clustering
can construct an optimal network step by step, guaranteeing
the network information and performance under the premise
of not loss as far as possible to simplify the network connec-
tion [25]. Its structure is shown in Figure 8.

Residual Neural Network (ResNet) model was first pro-
posed by He and Jegelka [26] in 2015. ResNet, also known
as residual network, is a deep learning network that utilizes
residual network structure to solve gradient dispersion and
precision degradation problems in deep networks. Its main

FIGURE 7. The process diagram of sliding segmentation detection signal
algorithm based on SVM.

FIGURE 8. Based on Inception Net, the unit connection mode of network
is constructed layer by layer.

feature is the introduction of an idea of ‘‘Identity Shortcut
Connection’’ by establishing a residue learning unit (a residue
block). Specifically, congruent mapping layer is added to the
deep learning to make the original input x directly serve as
the initial result of the next stage after it is propagated, aiming
to transform the learning of the original output O(x) into the
learning of the input-output difference D(x) = O(x) − x in
the training target [27]. Its structure is shown in Figure 9.

According to the characteristics of two kinds of network
models: Inception networks are primarily the use of fea-
ture dimensions, whereas ResNet networks are more con-
cerned with the convergence of loss functions as the result
of enhanced network depth [28]. The combination of the
two neural networks has become a new research hotspot.
As early as 2014, Simonyon et al. [29]. first proposed the
application of dual-stream network to solve the frame recog-
nition problem in action video. The recognition accuracy of
UCF101 and HMDB51 is 88.0% and 59.4%, respectively,
Feichtenhofer et al. [30]. made further improvement on the
original Inception-ResNet network, and realized information
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FIGURE 9. ResNet congruent mapping layer network structure.

interaction between airspace and time domain by adding
residual connection between dual-flow networks. The exper-
imental results demonstrate that the extension of the residual
network from space to space-time network can increase the
time residual connection, thus increasing the network’s abil-
ity to understand temporal signals.

As far as current research is concerned, the Inception-
ResNet network is mostly used for image or time-frequency
data recognition tasks [31], while the Inception-ResNet net-
work is rarely used for time series data set recognition tasks.
The main reasons are as follows: 1. Compared with pub-
lic data sets such as handwritten Numbers and face data,
the number of motion data sets based on attitude sensors is
relatively small; 2.The sensor data set mostly 3 axis or 9 axis
data, so data format usually d 3 × n or 9 × n matrix format,
and often lack depth information. Therefore, the Inception-
ResNet model will appear due to the lack of depth infor-
mation Inception-ResNet network structure so deep into the
depth of feature extraction in the process of feature dimen-
sion of different imbalances leading to the final results show
overfitting problem. Therefore, this paper will focus on the
above two types of problems when processing 9-axis sensor
data by employing the Inception-ResNet network.

B. INCEPTION-ResNet MODEL CONSTRUCTION BASED
ON 9 AXIS SENSOR DATA
According to a variety of Inception-ResNet structures
designed by Szegedy et al. [32], it was found that by adding
stem layer (bottleneck layer) to the overall network structure,
the depth information can be increased while the height and
width information can be compressed. Two 3×3 convolution
kernels are replaced by the original 5× 5 convolution kernel
by the convolution kernel decomposition idea, and the 3× 3
convolution kernel is replaced by 1 × 3 and 3 × 1 convo-
lution kernels. Based on the parameter calculation formula
of convolutional neural network, the calculated parameters
can be reduced by 33% on the original basis. In addition,
more nonlinear transformations are established to increase
the network’s ability to learn features.

This experimental model refers to the Inception-ResNet-
V3 network bottleneck layer structure and convolutional

decomposition method proposed by Lu et al. [33]. Using
the traditional structure of convolutional neural networks,
a deeply separable model of convolutional neural networks
is proposed and the overall structure is shown in Figure 10.

Table 2 shows the overall Inception-ResNet network
parameters.

In the experiment, since the data collected is double-9-axis
sensor data and the sampling points of each type of sample
are set as 100 (that is, the 9-axis data at 100 consecutive
moments are recorded), each single sample divided can be
regarded as a two-dimensional matrix of 100 × 18. In the
input vector setting, the 100 × 18 matrix is first converted
into the 30 × 30 × 2 input vector, because the data size is
small. The lower sampling process can be skipped during the
data preprocessing. In a general Inception-V3 model, there
are usually nine blocks, and the standard input data dimension
is at least 139 × 139, and 299 × 299 is the standard input
dimension, whereas in the current experiment, only the first
four blocks are used because the input dimension is small.
First, the bottleneck layer of Block 1is set up. Its structure is
shown in Figure 11.

After passing through the Stem layer, the original accelera-
tion signal is transformed from 30×30×2 dimensions to 18×
18×192 dimensions, and then used as input for the Inception-
ResNet layer. As the core layer of Two-Dimensional CNN,
Inception-ResNet layer is composed of residual structure and
block convolution structure where the left residual structure
retains the depth information in the original input, while in the
right partitioned convolution structure, the 5× 5 convolution
kernel is decomposed into two 3× 3 convolution kernels and
one 1 × 1 convolution kernel. The convolution operation is
performed on the activation results of Relu function in the
previous layer. Then, the result obtained by convolution is
added to Linear convolution layer, so as to transform the non-
linear features in the original input into Linear features. At the
same time, the left and right convolution results are added and
activated by Relu function to obtain the output vector with
dimensions of 18 × 18 × 384 where the Inception-ResNet
structure is shown in Figure 12.

In order to further enhance Inception-ResNet to increase
network width and reduce network computing parameters,
this paper proposes to replace the original Reduction-A con-
volution block in the Inception network structure with deep
separable convolution. Depth separable convolution is a form
of width expansion of ordinary convolution. A depth separa-
ble convolution block is composed of a depth convolution and
a 1×1 point convolution kernel in which depth convolution is
used to deepen the network depth, and the point convolution
kernel is used to adjust the number of output channels. The
traditional convolution method is shown in formula (13).
in which I represents the input eigenvector, whose magnitude
is (k+ i-l)×(i+ j-1)×m, O represents the output eigenvector,
whose size is k × l × n; K denotes the convolution kernel,
whose size is i× j×m and number is n. Formula (13) shows
the operational relationship between the degree of output
eigenvectors and the dimensions of input eigenvectors and
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TABLE 2. Inception-ResNet network parameter settings.

FIGURE 10. Inception-ResNet network architecture based on dual speed sensors.

convolution kernel.

Ok,l,n =
∑
i,j

Ki,j,nIk+i−1,i+j−1,m (13)

O′k,l,m =
∑
i,j

K ′i,j,mF
′

k+i−1,i+j−1,m (14)

Ok,l,n =
∑
m

PnO′k,l,m (15)

Equations(14) and (15) present the relationship between
the output feature vector, input and convolution kernel after
deep separable convolution, where K ′ represents the convo-
lution kernel in deep convolution operation with the size of

i × j × m, P is the convolution kernel in point convolution
operation with the size of 1 × 1 × m and the number of
convolution kernels is n.

Through Equations (14) and (15), it can be found that
in the deeply separable convolution, the output eigenvector
is obtained by the input eigenvector after two convolution
transformations. In the first convolution operation process,
the depth separable convolution operation is the same as the
ordinary convolution operation. The difference refers to that
in the process of deep separable convolution, the input vector
is transformed to the same size as the output vector with the
convolution kernel at a relatively shallow level.
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FIGURE 11. Block 1 Stem layer structure.

FIGURE 12. Block 2 Inception-ResNet structure.

In the second convolution process, a 1-Dimensional deep
convolution kernel is used to carry out convolution oper-
ation on the intermediate output vector O′, and the depth
is adjusted to the required depth of output feature vector
under the condition that the vector size remains unchanged.
Figure 13 shows the deeply separable convolution structure.
Figure 14 and 15 respectively present the traditional convo-
lution block and the depth-separable convolution block in the
dimension Reduction layer of Reduction-A.

FIGURE 13. Depth separable convolution network structure.

FIGURE 14. Reduction-A Traditional convolutional layer.

After obtaining the output vector activated by Relu func-
tion, convolution and pooling are carried out with it as the
input vector of block 3 Reduction layer. Block 3 consists
of three Reduction (dimension Reduction layer), and the
original vector is input into the traditional convolutional layer
and the deep separable convolutional layer respectively. In the
Reduction-A depth separable convolution layer, the original
5×5 and 7×7 convolution kernel was decomposed into five
1×1 convolution kernel, two 3×3 convolution kernel and one
3× 3 pooling kernel. Its structure can be found in Figure 15.

According to the results of convolution operation, both
the traditional convolutional layer and the deeply separable
convolutional layer can obtain 18 × 18 × 256 output eigen-
vectors. However, by comparing the calculated parameters,
it can be found that the two types of convolutional layers
differ greatly in structure. Formula (16) and (17) respectively
represent the total amount of parameters calculated by ordi-
nary convolution and depth separable convolution, where I ,
K and O respectively represent input, convolution kernel and
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FIGURE 15. Block 3 Reduction-A depth separable convolution network
structur.

output, and subscript w and h. i and o respectively represent
the height and width of input and output; The height width of
the convolution kernel.

No = Iw×Ih×Ki×Ko×Ow×Oh (16)

ND = Iw×Ih×Ko×Ow×Oh + Ki×Ko×Ow×Oh (17)

According to the formula, the same left average pool-
ing layer and the middle 1 × 1 convolutional layer can be
calculated and removed. In the ordinary convolution pro-
cess, the total number of calculated parameters is No =
18 × 18 × 64 × 18 × 18 + 18 × 18 × 2 × 96 × 18 ×
18 = 2.7 × 107. In the process of deep separable convo-
lution, the total number of calculated parameters is ND =
(18 × 18 × 64 + 64 + 18 × 18 × 96 + 96 × 2) × 18 ×
18 = 1.7 × 107. Through comparing the total amount of
calculated parameters, it can be found that adding a depth
separable convolutional layer to the dimension Reduction
layer of Reduction-A can reduce the calculated parameters
by 37%.

It was further input into the block 4 Reduction-B layer,
where the input was 18 × 18 × 256. Three 3 × 3 and one
1 × 1 convolution kernel were employed for dimension-
ality Reduction decomposition. Meanwhile, the maximum
pooling kernel of 3 × 3 was used to extract local key fea-
tures in the original input. Finally, the output feature vec-
tor of 9 × 9 × 736 was obtained, Its structure is shown
in Figure 16.

The output vector was input with dimension 9 × 9 × 736
into the average pooling layer of 9× 9, and finally the output
result of 1×1×736was obtained. Through Softmax layer, the
output vector in each category was mapped to the probability
distribution between (0, 1). By comparing the probability dis-
tribution size of each category, the final classification result
was obtained.

FIGURE 16. Block 4 Reduction-B layer structure.

V. C-L JOINT LOSS FUNCTION CLASSIFICATION MODEL
A. THEORY OF LOSS FUNCTION
In section IV, the final output feature vectors of each flag
action sample are obtained through Inception-ResNet Two-
Dimensional convolutional neural network. The final stage
is the selection of classifier. The Inception-ResNet network
is used to extract the feature vectors of the flag movement
signals, and the 1×736 dimensional feature vectors are finally
obtained. In the process of classification and recognition,
Softmax classifier was used to take the feature vector as input
and set the dimension of the output vector as the same as
the number of categories [34]. Regarding each input flag
action sample x(i), mark it as y(i) ∈ {1, 2, . . . , k}, a total
of k class. The probability p(y(i) = j |x(i)) of each input
sample belonging to each category j is expressed by setting
the sample probability function. Then, the sample probability
function hi can be expressed as formula (18).

f ik =

{
‖F (xi)‖ cos pθ(k,i), k = i
‖F (xi)‖ cos θ(k,i), k 6= i

hi =


p(y(i) = 1

∣∣x(i); θ )
p(y(i) = 2

∣∣x(i); θ )
...

p(y(i) = k
∣∣x(i); θ )

 = 1
k∑
j=1

eθ
T
j x

(i)


eθ

T
1 x

(i)

eθ
T
2 x

(i)

...

eθ
T
k x

(i)

 (18)

where,

θ =


θ11 θ21 · · · θk1
θ12 θ22 · · · θ11
· · · · · · · · · · · ·

θ1n θ2n · · · θkn


is the parameter matrix of 736 × k , n = 736; 1∑k

j=1 e
θTj x

(i) is

the normalization of the probability distribution. In matrix θ ,
each column parameter represents the prediction of any sam-
ple in each action category. LossFunction(θ) is established
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and the parameters in the convolutional neural network are
trained to minimize the LossFunction and obtain the final
weight parameter [35].

In CNN model, cross entropy is usually used as the loss
function of training network. However, when the traditional
CrossEntropy loss function is used to classify small data
sets, overfitting is easy to occur [36]. To solve this prob-
lem, Xin-Yu et al. [37]. adopted a centerloss-softmax (CS)
and A-Softmax (AS) joint optimization of loss function to
identify and classify small face data sets of freshmen, with an
average recognition rate of over 98%. In addition, the appli-
cation effect based on joint loss function in small-scale data
set is verified.

B. FLAG SIGNAL CLASSIFICATION LOSS FUNCTION
MODEL BASED ON THE FUSION OF DICHOTOMY AND
MULTI-CLASSIFICATION TASK
In the current experiment, the traditional CrossEntropy loss
function is improved, and a loss function based on the com-
bination of CrossEntropy and logistic weighting is estab-
lished. CrossEntropy loss function with wide application in
multi-classification task represents the difference between the
predicted output and the real value in various dimensions.
Bosman et al. [38]. proposed a gradient based random sam-
pling method to empirically study the loss surfaces generated
by two different error measures including quadratic loss and
entropy loss. It is proved that entropy loss has stronger gra-
dient and fewer fixed points compared with the secondary
loss. Besides, the entropy loss function has better global
search. At the same time, in the application of neural network,
the global minimum value of loss surface is successfully
captured. Logistic regression loss function, widely used in
dichotomous tasks, represents the attribute of (0,1) belonging
to a certain category for a single sample. The researchers
applied Logistic loss function in the classical pattern recog-
nition data set Iris to conduct modeling and classification
prediction based on partial features and all features, proving
that Logistic loss function can achieve higher classification
accuracy in the modeling of higher weighted feature combi-
nation [39].The loss functions of logistic and CrossEntropy
are shown in formula (19) and (20) respectively:

loss (hθ (x), y) =
m∑
i=1

[
−yi lg (hθ (x))−(1−yi) lg (1−hθ (x))

]
(19)

loss (xi, y) =
m∑
i=1

−xi + log
∑
j

e(xj−yj)

 (20)

where hθ (x) is the observed value of each sample of the
dichotomy task; y denotes the actual value of each sample;
yi indicates the observed value of each type of sample; xj is
the predicted probability of each category in the observed
value of a sample, m is the total number of samples, j is
the number of categories, the observed value of each sam-
ple in the multi-classification task, xi is between (0,1), yj

is the actual classification of each sample under different
categories, is the one-hot value. When the data is directly
linearly separable, Logistic regression can find a linear deci-
sion boundary through the original linear charactristics of the
data. However, for acceleration, angular velocity and azimuth
fusion data, direct linear separable can not be realized. Con-
sequently, the feature map needs to be linearly segmented
in the high-dimensional data space. The Cross Entropy loss
function is suitable for the classification mode of multi-class
data fusion while it is prone to ‘‘dimensional disaster’’ caused
by excessively high dimension of feature mapping, leading to
the phenomenon of over-fitting of classification results [40].
Therefore, in the stage of experimental classification recog-
nition, a combined loss function of linear addition of Softamx
and Logistic function is adopted, as presented in formula (21),
where A and B are weight coefficients of dichotomous and
multi-classification tasks respectively, a+ b = 1.

loss (hθ (x), xi, y) = aloss (hθ (x), y)+ bloss (xi, y) (21)

C. C-L JOINT LOSS FUNCTION MODEL PROCESS
The classification steps and thinking methods based on CL
combined loss function algorithm are as follows:

(1) Two intersecting linear functions were used to classify
the entire data set into five initial categories, respectively, C1,
C2, C3, C4 and C5.
(2) The inter-class distance problem is transformed into an

Angle problem, and the Angle interval parameter is adjusted
by initializing and updating the weight and bias value of the
full connection layer of the convolutional neural network,
aiming to continuously adjust the included Angle between
classes. The specific formula is as follows, where F(xi) is
all the characteristics of the ith sample, and 2 norm is taken
for it in the formula; f ik is the characteristic of the ith sample
belonging to class k; θ(k,i) is the included Angle between the
kth column of weight ω of the full connection layer and the
ith sample, p is the Angle interval parameter. Each parameter
update normalizes the kth column of weight ω, and sets the
bias value to 0.

f ik =

{
‖F (xi)‖ cos pθ(k,i), k = i
‖F (xi)‖ cos θ(k,i), k 6= i

(22)

(3) Carry out high-dimensional feature mapping for logis-
tic initial classification data, and convert planar data into
multidimensional data.

(4) CrossEntropy multi-classification function is used to
carry out the linear classification task of category C6 as well
as C1, C2, C3, C4 and C5 in the high-dimensional data space
for the five types of initial classification data after mapping.

VI. IMPLEMENTATION AND RESULT
A. DATA IMPORT AND ESTABLISHMENT OF 9-AXIS FLAG
SIGNAL FEATURE FUNCTION
In the recognition of flag movement based on 9-axis attitude
sensor data, it is common to directly extract signal features
such as signal mean value, variance and skewness. However,
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TABLE 3. Detection and segmentation of 7 types of original signals under different λ values.

in the experimental process, it was found that the informa-
tion overlap existed in the data of velocity, angular velocity
and magnetic deviation Angle in the 9-axis data. Therefore,
excessive computation and poor visibility of data would
occur when common signal feature extraction methods were
used. Therefore, in principal component analysis of original
data, ‘‘feature redundancy’’ needs to be considered due to
information overlap. In the process of flag signal detection,
the original 9-axis signal is extracted to form feature set to
form feature set F = [f1, f2, . . . , fm] , and then the principal
component C = [C1,C2, . . . ,Cr ] ( where , r is the final
selected fusion feature) is established and all features are
represented as linear combinations, as shown in formula (23)
where aij is determined by the original data eigenvalue, and
Ci is the one with the largest variance of linear combination.

Ci = ai1f1 + ai2f2 + . . .+ aimfm ∀i ∈ {1, . . . , r} (23)

By comparing the contribution value of various features
to the cumulative variance, three main features based on
the data of acceleration a, angular velocity ω and magnetic
declexion θ were selected, respectively, signal mean µ, peak
P and energy E . Since the subsequent feature fusion process
requires linear fusion of the three types of features, the three
types of features are transformed into dimensionless indi-
cators, namely pulse index I , peak factor C , and waveform
factor W . The calculation formula is as follows, where Zrms
is the root mean square value of the signal.

I =
P
µ

C =
P
Zrms

W =
Zrms
µ

(24)

Thus, the representation of any sampling point in the flag
signal is in the characteristic form, that is, Fi = (Ii,Ci,Wi).
Meanwhile, using the idea of multi-scale feature fusion in
the feature pyramid [43], the parameter xi is expressed as
the vector sum of the three main feature components in the
class-feature plane, that is:

xi =
√
I2i + C

2
i +W

2
i (25)

After establishing the function model of original sample
and fusion feature, the hyperplane was searched by importing
9-axis signal data and using SVM to determine the threshold
λ of discriminant degree of sample difference before and
after. Table 3 shows the different detection segmentation
results for the 7 original signals under the condition of dif-
ferent threshold. A total of 4096 sampling points are known
in each original sample, including 20 types of basic flag
actions. Through observing the data in Table 3, it can be
found that with the continuous increase of the value of λ,
the length of the divided single action sample increases, and
thus the divided sample category decreases. At the same
time, as the length of a single signal increases, the average
proportion of key information in the sample tends to decrease.
Figure 17 shows the visual difference between the signal seg-
mentation with different λ values and the real segmentation.

According to figure 17, when λ = 4.5, the visual segmen-
tation of the signal is closest to the real process. When λ is
less than 4.5, the size of the sample is too large to cause some
action films to be missing. When λ is greater than 4.5, it will
also occur for the reason that the signal segmentation is too
dense to cause some false samples to appear.
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FIGURE 17. Visual segmentation results of each λ value (a) Standard condition; (b) λ = 3;
(c) λ = 4.5; (d) λ = 6.

According to the standard deviation comparison, it is found
that when λ = 4.5, the mean standard deviation of the 7 types
of signals is small, indicating that the length difference
between samples is small. Based on the comparison results of
seven kinds of signal segmentation detection, it is concluded
that when the threshold of signal difference fluctuates around
4.5, the signal segmentation detection effect is the best, so as
to determine the final threshold of signal difference between
the classes.

B. COMPARISON OF RECOGNITION ACCURACY OF
VARIOUS ACTIONS BEFORE AND AFTER USING
JOINT LOSS FUNCTION
This study aims to avoid the oscillation of the loss function
in iteration and the problem of searching the optimal value
locally [41]. After determining the form of loss function,
the coefficient of loss function was trained by Adagrad gra-
dient descent method. Table 4 shows the average loss values
of various data movements with different precision.
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FIGURE 18. Quadric fitting surface of average Loss value varying with coefficient a and b.

FIGURE 19. Figure 18: Before and after using C-L combined loss function, (a) classification results before using C-L loss
functions, (b) classification results after using C-L loss functions.

TABLE 4. Loss values under different weights of a and b.

According to the data in the table, it can be found that with
the continuous decrease of a value, the average loss value as
a whole shows a downward trend, reaching the lowest point
when a = 0.6 and b = 0.4. Subsequently, the average loss
value rose again. As shown in Figure 18, quadric surface
fitting of a, b and loss values can obtain the approximate
variation trend of average loss value of joint loss function.

In order to compare the effects of C-L joint loss function
and single CrossEntropy in the training set, two kinds of loss

functions were used to classify all kinds of pre-processed
data. Among them, the highest recognition rates of two
kinds of loss functions in different data were selected for
comparison. Figure 19 presents the effect changes before
and after the use of CrossEntropy-Logistic loss function.
Before using CrossEntropy-Logistic function, the loss val-
ues are distributed in the range of 0-500 and the oscillation
amplitude is severe. The recognition rate only fluctuates
around 80%. With CrossEntropy-Logistic combined loss
function, the binary classification and multi-classification
task weighted fusion of loss value can significantly reduce
the predicted loss brought by training and keep loss value
stable within 50, greatly improving the training accuracy
to 99.4%.

After determining that better training effect can be
achieved by using the Inception-ResNet network, in next
stage, the main task is to compare the recognition effect
of C-L joint loss function and traditional CrossEntropy loss
function in various actions. Additionally, the same data set
as the previous section is also selected for experimental
comparison.
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Before network operation, network parameters need to be
initialized. Consequently, in the experiment, 0 initialization,
random initialization and HE initialization were selected
respectively. Similarly, the learning rate was set to 0.0001.
Figure 20 shows the convergence of the predicted loss values
under the three initialization methods.

According to Figure 20, it can be found that the pre-
dicted results of HE parameter initialization method are sig-
nificantly better than the other two methods. As a result,
in the subsequent classification function comparison test,
HE parameter initialization method will be used to conduct
initial weight training on the Inception-ResNet network.

FIGURE 20. The prediction results of three types of parameter
initialization methods (a) 0 initialization; (b) random initialization (c) HE
initialization.

After obtaining the best method for Inception-ResNet net-
work parameter initialization, it is of necessity to discuss

the number of convolution kernels in the four convolutional
layers of its core block Block2. Although, within a certain
range, more feature maps can be obtained by adding the num-
ber of convolution kernels, when the number of convolution
kernels increases gradually, introducing too many feature
Numbers will lead to the overfitting of the final recognition,
leading to the gradual decline of the recognition rate. There-
fore, in the current experiment, the optimal number group of
convolution kernels in the four convolutional layers will be
determined by changing the number of convolution kernels
layer by layer. In order to make the results more reliable,
while changing the number of convolution kernels, the final
combination of the number of convolution kernels is deter-
mined by averaging multiple experiments. The specific steps
are presented as follows: first, the number of convolution
kernels in the second, third and fourth convolutional layers
is fixed. Then, the number of convolution kernels in the first
convolutional layer is gradually changed from 10. After con-
ducting the experiments, the number of convolution kernels
in the first layer is obtained when the average recognition rate
is the highest. Next, the number of kernel of layer 1 is fixed,
and the number of convolution kernel of layer 2 is changed,
aiming to obtain the number of convolution kernel of layer
2 when the average recognition rate is highest. By analogy,
the number of convolution kernels in the four convolutional
layers with the highest recognition rate is obtained. Figure 21
shows the change of the recognition rate with the number of
convolution kernels in the four convolutional layers.

FIGURE 21. The change curve of each layer’s kernels – accuracy (a) First
layer; (b) Second layer; (c) Third layer; (d) Fourth layer.

According to the curve of recognition rate variation in the
figure, it can be concluded that when the number of convo-
lution kernels of layer 1 is 400, that of layer 2 is 220, that
of layer 3 is 440, and that of layer 4 is 420. The parameters
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TABLE 5. Ten-fold cross validation result.

setting at this time satisfies the requirement of the highest
accuracy of recognition rate.

C. THE EFFECT OF SEGMENTATION SIGNAL IS COMPARED
IN VARIOUS NETWORK FRAMES
The Inception-ResNet-V2 motion recognition model was
developed using Tensorflow 2.0, which is an artificial intelli-
gence library using data flow graphs to buildmodels [42]. The
whole experiment is operated on a computer equipped with
i5 CPU and 8GB RAM. Integrated development environment
for Spyder editor. The learning rate of convolutional neural
network was set as 0.0001, and the number of test iterations
was set as 500.

After the completion of the whole neural network feature
extraction and recognition framework, the flag movement
data after segmentation and detection is input. In order to
compare the classification results of various actions in the
experimental model, a total of 500 samples of each of six
types of actions A, B, C, D, E and F were selected for the
experiment. The action samples were divided into 10 data sets
on average, denoted as ULP1, ULP2. . .ULP10. The average
data set contains 50 samples for each of six types of actions.
The data sets from ULP1 to ULP10 were trained by 10-fold
cross-validation. ULP1 to ULP10 are taken as test sets and
the remaining 9 sets are regarded as training sets respectively.
Table 5 shows the comparison of networks running time
and training accuracy after 10 Cross-Validation results under
several model structures respectively.

According to the table data, the following conclusions can
be drawn. Judging from the network running training time,
the average running time of the three types of deep learning
networks exceeds that of the other three types of machine
learning methods. Among them, KNN learning mode net-
work has the shortest running time, also proving its char-
acteristics of less arithmetic process and simple network
framework. The Inception-ResNet network has the longest

running time due to its deep structure and a lot of compu-
tational parameters. Through observing the comparison of
the running time of I-R network before and after separable
convolution, it can be found that the addition of separable
convolution layer can not only greatly reduce the network
calculation parameters, but also reduce the running time by
about 10 seconds on average. Based on the comparison of
recognition rates, although KNN method has a short run-
ning time, due to its limited computational parameters, its
low recognition accuracy still appears in the classification
of complex signals. The Inception-ResNet network based
on separable convolution has obviously achieved high iden-
tification accuracy. In the meanwhile, it can be concluded
that under the condition of not changing the network frame-
work, the network running time of any algorithm is usually
inversely proportional to the recognition accuracy. Therefore,
considering the operation time and recognition rate of the
network, the Inception-ResNet network based on separable
convolution has the best comprehensive performance.

At the same time, the Inception-ResNet-V2 network, tra-
ditional CNN, Random Forest, SVM and K-Nearest Neigh-
bors were selected as experimental comparison respectively.
Totally 20 random experiments were conducted for each
recognition framework, and the most general Cross Entropy
loss function was selected from the selection of classification
function of convolutional neural network. According to the
classification results, the recognition results are compared as
shown in Figure 22. As can be seen from the data in the
figure, Inception-ResNet-V2 model achieves the best effect
during flag movement recognition. In 20 random training
experiments, the average recognition accuracy was 96%, the
K-nearest Neighbors framework achieves the worst recog-
nition effect in recognition and the average accuracy was
66%. In addition, it can also be found that the two kinds
of deep learning methods have obvious advantages over the
traditional three representative machine learning methods in
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FIGURE 22. The accuracy of five classification models.

the process of flag signal recognition. Through comparing
the two types of deep learning methods, it can be found that
adding depth separable convolution and residual structure on
the basis of traditional CNN can increase the recognition rate
to a certain extent while reducing the calculation parameters.

Figure 23 shows the identification result confusion matrix
of loss function in 6 kinds of actions by using traditional cross
entropy loss function and C-L joint loss function respectively.

According to the confusion matrix in Figure 23, it can
be found that in the comparison of recognition effects of
six types of actions, action E achieves the best recognition
effect, while action D has poor recognition effect in both
types of loss functions. Its action characteristics show that the
main components of action E are circular acceleration and
angular velocity signals, and thus there will be more of the
same components in the angular velocity characteristics. As a
result, it is easy to distinguish it from other actions. In the
operation process of action D, the swinging motion of the
arm is similar to that of Action C and Action A. Besides,
the action of one hand coincides with that of action C and D.
Therefore, the size and change rule of some data values of the
single sensor are similar. Thus, part of the data in actionDwill
appear in the recognition process. Since the data in the first
several axes are similar to action C, the local optimal solution
similar to action C will be obtained directly when the loss
function is employed to calculate the iterative loss value of
action D. Thus, C and D action obfuscation in the obfuscation
matrix appears. Although the two methods have this phe-
nomenon, the horizontal comparison of the two types of data
shows that the mixing efficiency of C-L joint loss function
is significantly lower than the traditional cross entropy loss
function, even if the C and D actions are confused. The
reason refers to hat the C-L joint loss function adds logistic
regression dichotomy on the basis of the traditional cross
entropy loss function, more than in the initial classification
task, on the basis of analysis on the characteristics of the
samplemapping to high dimension space, again using logistic
regression in high-dimensional space mission comparing dif-
ferences between similar signal, to a certain extent, to avoid
the traditional cross entropy loss function in the classification
task of ‘‘access to local optimal solution’’, thus raising the
similar action between recognition rate.

Figure 24 shows the overall recognition rate curves of the
two types of loss functions respectively. According to the
data shown in the table, compared with the traditional cross
entropy loss function, the Inception-ResNet-V2 model based
on C-L joint loss function has achieved obvious advantages
in the process of classification and identification of six basic
flag actions.

According to the recognition rate curve in Figure 24, it can
be found that the C-L joint loss function tends to converge
around 15 rounds of iteration. Besides, the average recog-
nition rate can reach more than 99%. However, the tradi-
tional CrossEntropy loss function oscillates significantly in
the course of 50 rounds of iterative training. Although the
initial recognition rate is slightly higher, the highest recogni-
tion rate still remains lower than the C-L joint loss function.
Meanwhile, it oscillates greatly between 97% and 98%. It is
also proved that the traditional cross entropy loss function
appears the problem of ‘‘interval oscillation’’ in the process
of gradient descent, causing the misclassification of the local
optimal solution to the global optimal solution, which can
thus lead to the difference in recognition.

D. THE RECOGNITION RESULTS OF FLAG MOVEMENT
UNDER DIFFERENT RECOGNITION FUNCTIONS
Through the comparison experiments of feature extraction
framework and recognition function, the network framework
for the optimal result of flag signals classification task is
obtained, that is, feature extraction is carried out through
separate Inception-ResNet network, and classification task
is completed by CrossEntropy-Logistic joint loss function.
Simultaneously, in order to compare the recognition effect
difference between this model and several mainstream net-
work models at present, in the practical application, the
original signals are collected again, and the signals are clas-
sified and recognized by employing three network frame-
works, respectively, C4.5, Multi-Layer Perceptron (MLP)
and Ensemble Learning.

The MLP method is proposed by Catal et al. [44], and
the method of classification is used by the Logical regres-
sion algorithm, which has achieved a satisfying recognition
effect compared with the method of J48, which is used by
Wenchao et al. [45]. Kwapisz et al. [46]. extracted the fusion
features of actions by using C4.5, and also employed logistic
regression function to classify them, obtaining a high recog-
nition rate of actions. Alsheikh et al. [47]. improved the
Ensemble Learning algorithm, extracted the depth features
of the action samples, and used a single CrossEntropy loss
function to identify and classify them, achieving good results
in the case of a single sample with a small feature dimension.
In Table 6, the effect comparison between the network frame
used and the other three frames in flag movement recognition
can be found.

Table 7 presents the classification and recognition rates of
four types of methods in A, B, C, D, E and F six actions
respectively, so as to obtain the difference in recognition rates
of several types of recognition frameworks in specific actions.
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FIGURE 23. Comparison of recognition effect of two kinds of loss functions, (a) C-L joint loss function
recognition effect, (b) Cross Entropy loss function recognition effect.

FIGURE 24. Comparison of recognition rate curve of two kinds of loss functions, (a) C-L joint loss function recognition, (b) Cross
Entropy loss function recognition.

TABLE 6. A comparison between the proposed method and existing
methods.

It is evident from the data in the table that the Inception-
ResNet network framework based on the C-L joint loss func-
tion significantly improves the recognition rate of actions in
comparison with the existing methods. The average recog-
nition rate can still be improved by 4.9% compared with
the Ensemble Learning method with the highest recognition
rate. Thus, it is proved that the joint loss function has an
inestimable advantage in the recognition of more complex

TABLE 7. Comparison of recognition rates of six types of flag movements
recognition (%).

upper limb movement signals. At the same time, according
to the specific recognition rate of each action in Table 7,
it can be observed that there exists little difference between
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the recognition results of several methods in the six types of
flag movement, among which the recognition rate of action E
is the highest, which is not different from the experimental
results in the I-R network training stage. Therefore, it can
be concluded that when the data difference between flag
gestures is small, the results are usually better under various
recognition frameworks.

VII. CONCLUSION
To conclude, in present studys, the flag signal acquisition
and classification learning systems are improved from three
aspects of signal segmentation detection, feature extraction
framework and classification recognition. The sliding point
search signal mutation point model was used to obtain
relatively complete samples to be classified. Meanwhile,
the Inception-ResNet model based on a deep separable con-
volution block was used to reduce the calculation parameters
of feature extraction from the network by 37%, consequently
reducing the response time of feature classification task.
Finally, on the basis of the original cross entropy loss func-
tion, the recognition rate was increased from 94.5% to over
99% by adding logistic regression dichotomous task, and the
convergence effect of classification loss value was obtained
in the number of iterations with few rounds. Through the
improvement of the whole framework of flag movement
acquisition and classification, the recognition task require-
ments for totally 6 kinds of basic movements are fulfilled.
Finally, compared with the other three classificationmethods,
the separable I-R network based onC-L joint loss function has
achieved a significant improvement in the recognition rate of
six flag actions.
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