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ABSTRACT Extreme Learning Machine (ELM) has shown fast learning speed and good generalization
property in single-domain problems, such as classification and regression. However, the assumption that
the training and testing data are subject to identical distribution often leads to significant performance
degradation of ELM in cross-domain problems. To cope with unsupervised domain adaptation problems by
ELM, we propose a novel method called Extreme Learning Machine based on Maximum Weighted Mean
Discrepancy (ELM-MWMD) in this paper, which learns an adaptive ELM classifier with both labeled source
data and unlabeled target data. Firstly, the cross-domain weight coefficients are specifically designed and
assigned for each sample in source and target domains, fully considering the effects of individual information.
Then the source classifier is adapted to the target domain byminimizing the distribution discrepancy between
the two domains, both the marginal distribution and conditional distribution are simultaneously reduced to
obtain a more accurate target classifier. Moreover, the predicted results for target data are utilized as pseudo
labels to further improve the classification accuracy in multiple iterations. Extensive experiments on public
image datasets demonstrate that ELM-MWMD performs better than several existing state-of-the-art domain
adaptation methods by computation efficiency and classification accuracy.

INDEX TERMS Extreme learning machine, domain adaptation, cross-domain weight, maximum mean
discrepancy, joint distribution adaptation.

I. INTRODUCTION
In the current era of big data, a huge number of image, text,
audio and video data can be obtained from different fields.
However, only a small fraction of them that are annotated can
play a part, while most original data is discarded for lack of
accurate label information. Annotating data with high quality
is laborious and expensive, which has not been completely
solved yet. On the other hand, it is usual in most of the
machine learning tasks to assume that the training and testing
data follow identical distribution, which is often violated in
practical applications. Transfer learning has provided a good
solution to these problems and achieved fruitful results, such
as in computer vision [1]– [3], medical image analysis [4], [5]
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and natural language processing [6], [7], etc. Domain adap-
tation is a representative method in transfer learning, which
can leverage the labeled source data to develop a model for
the different but related target domain, in the case that the
target domain has little or even no labels.

Neural networks have been widely used in main
adaptation research for the superior performance [8]–
[10]. As a special single layer feedforward neural net-
work (SLFN) proposed by Huang et al. [11], Extreme Learn-
ing Machine (ELM) has faster learning speed and better
generalization than Support Vector Machine (SVM) and
back propagation (BP) neural network for the regression
and classification tasks [12]. In some practical applications,
e.g., face recognition [13], [14], ELM also shows excellent
performance and efficiency. Although classical ELM handles
machine learning tasks well in single domain, it cannot
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directly deal with the cross-domain problems, where the
training and testing data are from different distributions.

In order to take full advantage of ELM, some modi-
fied methods have been incorporated into domain adaptation
research over the years. Zhang and Zhang [15] are the first
to study the application of ELM in domain adaptation prob-
lems. They have put forward the domain adaptation extreme
learning machine (DAELM) framework, and on this basis,
two different methods have been proposed to learn a robust
classifier for gas identification and drift compensation of
e-nose system. Subsequently, the work in [16] has combined
the theory of online sequential extreme learningmachinewith
DAELM to establish the online drift compensation model,
so that the recognition models could adapt to the changes of
sensor responses in a time-efficient manner without losing the
high accuracy. Besides, a parameter transfer-based domain
adaption ELM has been developed in [17], which projected
the target parameters to the source and made the parameters
maximally aligned, thus the parameters of the classifier and
the transformationmatrix could be calculated simultaneously.

However, the above mentioned methods require some
labeled data in the target domain, which is consistent with the
restriction of semi-supervised learning. To deal with the cases
where there is no labeled data in target domain, Liu et al. [18]
have proposed a unified subspace transfer framework called
cross-domain extreme learning machine (CdELM), in which
the ELM was well-exploited to learn a shared subspace
across domains. Furthermore, Chen et al. [19] have devel-
oped another ELM-based space learning algorithm, domain
space transfer ELM (DST-ELM), both source and target
data were reconstructed in a domain invariant space, and
the distribution distance of the two domains was also mini-
mized here. Instead of learning a shared subspace by ELM,
Zhang et al. [20] have integrated the scalable factor into
discriminative ELM (DELM) to strengthen the discriminative
capacity of the ELM classifier, and proposed a joint unsuper-
vised cross-domain model via scalable discriminative ELM
(JUC-SDELM). In addition, Li et al. [21] have proposed
a cross-domain ELM framework for unsupervised domain
adaptation, in which the source classifier was adapted to tar-
get domain bymatching the projectedmeans of both domains,
and the structural property of the target domain was explored
by manifold regularization to make the final classifier more
adaptable.

In the mentioned feature-based domain adaptation meth-
ods, a nonparametric estimate criterion of distance, Maxi-
mumMean Discrepancy (MMD) has been frequently used to
reduce the distribution difference between domains. It mea-
sures the probability distribution distance by the maximum
mean function rather than solving an intermediate density
estimation procedure, which is simpler and more applicable
for domain adaptation problems [22], [23]. Nevertheless,
the existing MMD-based domain adaptation methods just
show the whole distribution information and global structural
information of the data space, the sample individual informa-
tion is neglected.

Motivated by the sample weight mechanism presented
in [24], [25], we put forward a novel method, ELM-MWMD,
to deal with the unsupervised domain adaptation problems.
In our method, the individual difference of samples is fully
considered and utilized to learn a more adaptive target clas-
sifier. The basic idea of ELM-MWMD is illustrated in Fig
1. Firstly, we assign the cross-domain weight to each sample
in both domains, which can effectively reflect the contribu-
tion difference of samples. Then the MWMD is utilized to
estimate and minimize the distribution discrepancy between
the source and target domains, thus the source classifier
learned with the labeled data can adapt to target domain
well. In MWMD, the marginal distribution and conditional
distribution differences between domains are simultaneously
considered, and the predicted results are iteratively applied
to the ELM classifier to further improve the classification
accuracy.

The contributions of this paper are summarized as follows:
(1) The different effects of individual sample are explic-

itly considered and we design special cross-domain weights
for each sample, which is beneficial in reducing calculation
burden.

(2) Combining the cross-domain weights with MMD,
the MWMD is proposed to measure and minimize the dis-
tribution difference of source and target domain.

(3) We incorporate ELM into the MWMD, and propose an
ELM-MWMD to learn a cross-domain classifier with labeled
source data and unlabeled target data in unsupervised domain
adaptation problems.

(4) Comprehensive experiments are conducted on
real-world image datasets, including Office, Caltech-256,
MNIST, USPS and COIL20 to verify the efficiency of the
proposed ELM-MWMD.

The remainder of the paper is organized as follows.
In section 2, we briefly reviewed the basics of ELM and DA.
Then the ELM-MWMD with a detailed model and optimiza-
tion algorithm is presented in Section 3. Section 4 describes
the contrast experiments and the results analysis. The conclu-
sions are finally made in section 5.

II. PRELIMINARIES
In this section, the basic knowledge of the Extreme Learning
Machine (ELM) and Domain Adaptation (DA) is briefly
introduced.

A. EXTREME LEARNING MACHINE (ELM)
Different from the conventional feedforward neural networks,
ELM is a special single-hidden layer feedforward neural
network (SLFN), which randomly initializes the input weight
and bias of hidden nodes without tuning. The output weights
of ELM can be analytically solved in a simple way rather than
computing the gradient iteratively.

Given a training set
{
xi, yi

}N
i=1, where xi =

[xi1, xi2, · · · , xin]T ∈ Rn and yi = [yi1, yi2, · · · , yim]T ∈ Rm.
The output of the standard SLFNs with L hidden nodes and
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FIGURE 1. Illustration of the ELM-MWMD method. X̄ is the mean point of samples and X̄ (c) is the mean point of samples belong to class in source or
target domain.

activation function h (x) is defined as:

oj =
L∑
i=1

βih
(
wi · xj + bi

)
, j = 1, 2, · · · ,N (1)

where wi = [wi1,wi2, · · · ,win]T is the input weight vector,
βi = [βi1, βi2, · · · , βim]T is the output weight vector and bi
is the bias term of the ith hidden node.
In a supervised learning problem, the SLFNs can approxi-

mate the samples with zero error, namely the output is equal
to the expected value,

yj = oj =
L∑
i=1

βih
(
wi · xj + bi

)
(2)

For the sake of simplicity, there is a concise matrix format
of the network outputs:

Hβ = Y (3)

where HN×L is the output matrix of the hidden layer, βL×m
is the output weight matrix of the network, and

H =

 h (w1 · x1 + b1) · · · h (wL · x1 + bL)
...

. . .
...

h (w1 · xN + b1) · · · h (wL · xN + bL)

,
β =

[
βT1 , β

T
2 , · · · , β

T
L

]T
,Y =

[
yT1 , y

T
2 , · · · , y

T
N

]T
(4)

Generally, β can be solved by minimizing the sum of
squared losses of prediction errors. In ELM algorithm, it is
expressed as the following regularized least square optimiza-
tion problem:

min
β

1
2
‖β‖2 +

C
2

N∑
i=1

‖ξi‖
2

s.t. h (xi)β = yTi − ξ
T
i , i = 1, 2, · · · ,N (5)

where C is a relevant penalty factor, ξi ∈ Rm is the prediction
error vector of the ith sample.

Further, the problem (5) can be converted into an uncon-
strained optimization problem as

min
β

1
2
‖β‖2+

C
2
‖Y −Hβ‖2 (6)

This problem can be determined analytically by the
Moore-Penrose generalized inverse and has a closed form
solution as follows:

β∗ =


HT

(
HHT

+
IN
C

)−1
Y , N < L(

HTH +
IL
C

)−1
HTY , N ≥ L

(7)

where IN and IL represent the identity matrix of the corre-
sponding dimensions.

It can be seen that the parameters of hidden layer in ELM
are not updated iteratively, and as a result of (7), the output
weight can be easily solved without complicated back prop-
agation, which makes the ELM perform more efficient than
other BP networks.

B. DOMAIN ADAPTATION
Domain adaptation is developed to deal with the scenarios
that the training data and testing data come from different
domains. According to the different types of target and source
domain, there are four different types of domain adaptation
problems: unsupervised, supervised, heterogeneous distribu-
tion and multiple source domains [26].

In this paper, we aim at addressing the unsupervised
domain adaptation problems, in which the training data
is sampled from the source domain with accurate label
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TABLE 1. Notations in domain adaptation problems.

information and the testing data sampled from the target
domain is fully unlabeled.

We define the source domain data XS =
{(
xSi, yi

)}nS
i=1 and

the target domain data XT =
{(
xTj
)}nT
j=1, where nS and nT

are the sample numbers, respectively. The source data and
the target data belong to the same feature space X S = XT
and label space YS = YT , the marginal distribution and
conditional distribution are different. Table 1 is a list of some
primary notations in domain adaptation problems.

Maximum Mean Discrepancy (MMD) is a nonparametric
estimate criterion of distance. Compared with the Bregman
divergence [27] and the Kullback-Leibler (K-L) diver-
gence [28], it measures the difference between two probabil-
ity distributions via the maximum mean function rather than
solving an intermediate density estimation procedure [23].
So it is more simple and applicable for minimizing the dis-
tribution distance between the source and target domains.
Generally, the empirical estimate of MMD in a Reproducing
Kernel Hilbert Space (RKHS) is utilized for DA problems.

MMD2 [XS ,XT ] =

∥∥∥∥∥∥ 1
nS

nS∑
i=1

φ (xSi)−
1
nT

nT∑
j=1

φ
(
xTj
)∥∥∥∥∥∥

2

H
(8)

where φ (·) is the mapping kernel function, ‖ · ‖H is the
RKHS norm.

III. ELM-MWMD
In this section, the proposed ELM-MWMD method is
described in details. It is developed to deal with the unsu-
pervised domain adaptation problems, where the distribution
of source data and target data are related and they share
the same category information. Specially, the cross-domain
weight strategy is introduced to reflect the effects of indi-
vidual sample in causing the distribution differences and the
discrepancy of the marginal and conditional distributions are
simultaneously minimized to obtain a more adaptable target
classifier.

A. ELM SOURCE CLASSIFIER
In domain adaptation problems, there are accurate labels only
in source domain, where the classifier can be easily learned
by supervised learning. So we firstly adopt ELM to learn the

source classifier, due to its better learning efficiency and gen-
eralization performance than other ordinary algorithms. The
regularized formulation of ELM is expressed as following:

min
β

1
2
‖β‖2 +

C
2

nS∑
i=1

‖eSi‖2

s.t. h (xSi)β = yTSi − e
T
Si (9)

By substituting the constraints into the objective function,
an equivalent unconstrained optimization problem can be
obtained as:

min
β

1
2
‖β‖2 +

C
2

nS∑
i=1

‖YS −HSβ‖
2 (10)

where HS =
[
h (xS1) ;h (xS2) ; · · · ; h

(
xSnS

)]
∈

RnS×L is the hidden layer output matrix and YS =[
yTS1, y

T
S2, · · · , y

T
SnS

]T
∈ RnS×m is the label matrix.

We rewrite it in an equivalent form

min
β

1
2
‖β‖2 +

C
2
Tr
(
(HSβ − YS)T (HSβ − YS)

)
(11)

where Tr ( · ) is the trace of a matrix.
We hope that the classifier could work with high-efficiency

not only in source domain, but also in target domain. How-
ever, it cannot be applied directly to the target domain,
because of the distribution difference between domains.
Reducing the discrepancy of the two domains is a feasible
approach to generalize the source classifier to the target data
[29], which has been widely applied in domain adaptation
research.

B. DISTRIBUTION ADAPTATION
MMD is a nonparametric metric, which has been frequently
used in domain adaptation problems. There, the projected
MMD is employed to measure and decrease the distribution
distance. In addition, the marginal distribution and condi-
tional distribution are simultaneously considered according
to the Joint Distribution Adaptation (JDA) strategy presented
in [30].

Firstly, we compute the distance between the marginal
distributions:

D2 [XS ,XT ] =

∥∥∥∥∥∥ 1
nS

nS∑
i=1

h (xi)β −
1
nT

nT∑
j=1

h
(
xj
)
β

∥∥∥∥∥∥
2

H

= Tr
(
βTHTM0Hβ

)
(12)

where H =
[
HT
S ,H

T
T

]T
∈ R(nS+nT )×L is the nonlinear map-

ping matrix for all the source and target samples, M0 is the
MMD matrix which can be computed by

(M0)ij =



1
nSnS

, xi, xj ∈ DS

1
nT nT

, xi, xj ∈ DT

−1
nSnT

, otherwise

(13)
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Then the modified MMD is used to measure the distance
between the class-conditional distributions:

D2[XS ,XT ]c

=

C∑
c=1

∥∥∥∥∥∥∥
1

n(c)S

∑
xi∈D(c)

S

h
(
x(c)i

)
β −

1

n(c)T

∑
xj∈D(c)

T

h
(
x(c)j

)
β

∥∥∥∥∥∥∥
2

H

= Tr

(
βTHT

(
C∑
c=1

Mc

)
Hβ

)
(14)

where D(c)
S = {xi : xi ∈ DS ∩ Y (xi) = c} is the set of source

examples in class c and Y (xi) is the true label of xi;
correspondingly,D(c)

T =
{
xj : xj ∈ DT ∩ Y

(
xj
)
= c

}
is the

predicted label of xj.
And the MMD matrix within classes can be computed by

(Mc)ij =



1

n(c)S n(c)S
, x(c)i , x

(c)
j ∈ D(c)

S

1

n(c)T n(c)T
, x(c)i , x

(c)
j ∈ D(c)

T

−1

n(c)S n(c)T
,

{
x(c)i ∈ D(c)

S andx(c)j ∈ D(c)
T

x(c)j ∈ D(c)
S andx(c)i ∈ D(c)

T

0, otherwise

(15)

Based on the above analysis, we incorporate (12) and (14)
to get the joint distribution adaptation optimization function:

min
β
Tr

((
βTHTM0Hβ

)
+

(
βTHT

(
C∑
c=1

Mc

)
Hβ

))

= min
β
Tr

(
βTHT

(
M0 +

C∑
c=1

Mc

)
Hβ

)
(16)

Minimizing the distance between the marginal distribu-
tions may ignore the class information across domains, so we
have also considered the conditional distribution difference.
It can transfer the well-labeled source class knowledge to the
target domain, then improve the final target classification.

C. CROSS-DOMAIN WEIGHTS
Based on the above analysis, MMD reveals the distribution
difference by solving the mean error of the two datasets,
only considering the whole data distribution and ignoring the
individual sample information. For the purpose of reflect-
ing the effects of individual sample in causing distribution
differences, we introduce a cross-domain weight for each
sample. Combining the cross-domain weights with MMD,
the MWMD is proposed to further measure and minimize the
distribution difference between domains.

For the marginal distribution, the optimized objective func-
tion can be expressed as

J1 (β) = min
β

∥∥∥∥∥∥∥∥∥∥
1
nS

nS∑
i=1

(h (xi)+ wih (xi))β

−
1
nT

nT∑
j=1

(
h
(
xj
)
+ wjh

(
xj
))
β

∥∥∥∥∥∥∥∥∥∥

2

H

= min
β
Tr
(
βTHT (M0 +W0)Hβ

)
(17)

where the weight matricesW0 is defined as follows:

(W0)ij =



wiwj
nSnS

, xi, xj ∈ DS

wiwj
nT nT

, xi, xj ∈ DT

−wiwj
nSnT

, otherwise

(18)

where wi =

√
nS+nT∑
i=1

(
xi − X̄

)2 is the weight coefficient of ith

sample and X̄ =
{
X̄T , xi ∈ DS
X̄S , xi ∈ DT

is the mean point of samples

in source or target domain.
For the conditional distribution, the optimized objective

function can be expressed as

J2 (β)

= min
β

C∑
c=1

∥∥∥∥∥∥∥∥∥∥∥

1

n(c)S

∑
xi∈D

(c)
S

(
h
(
x(c)i

)
β + w(c)

i h
(
x(c)i

)
β
)

−
1

n(c)T

∑
xj∈D

(c)
T

(
h
(
x(c)j

)
β + w(c)

j h
(
x(c)j

)
β
)
∥∥∥∥∥∥∥∥∥∥∥

2

H

= min
β
Tr

(
βTHT

(
C∑
c=1

(Mc +W c)

)
Hβ

)
(19)

where the class weight matrixW c is defined as follows:

(W c)ij =



w(c)
i w(c)

j

n(c)S n(c)S
, x(c)i , x

(c)
j ∈ D(c)

S

w(c)
i w(c)

j

n(c)T n(c)T
, x(c)i , x

(c)
j ∈ D(c)

T

−w(c)
i w(c)

j

n(c)S n(c)T
,

{
x(c)i ∈ D(c)

S andx(c)j ∈ D(c)
T

x(c)j ∈ D(c)
S andx(c)i ∈ D(c)

T

0, otherwise

(20)

where w(c)i =

√
nS+nT∑
i=1

(
xc
i
− X̄ (c)

)2 is the cross-domain

weight coefficient of ith sample belongs to class c and X̄ (c) ={
X̄ (c)T , xc

i
∈ D(c)

S

X̄ (c)S , xc
i
∈ D(c)

T
is the mean point of samples belong to

class c in source or target domain.
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By incorporating (17) and (19), the joint MWMD opti-
mization problem can be presented as follows:

J (β) = J1 (β)+ J2 (β)

= min
β
Tr

(
βTHT

(
(M0+W0)+

C∑
c=1

(Mc+W c)

)
Hβ

)
(21)

D. OPTIMIZATION FUNCTION
We incorporate ELM into the MWMD to obtain the final
ELM-MWMD optimization function, which can be rewritten
as a general form:

min
β

1
2
‖β‖2 +

C
2
Tr
(
(Hβ − Y)T (Hβ − Y)

)
+
λ

2
Tr

(
βTHT

(
(M0 +W0)+

C∑
c=1

(Mc +W c)

)
Hβ

)
(22)

By setting the gradient with respect to β as zero, we can get
the closed solution similar to the classical ELM algorithm.

When (nS + nT ) < L, it is

β∗=HT

HHT
+λ

 (M0 +W0)+
C∑
c=1

(Mc +W c)

HHT
+
IN
C

−1YTS
(23)

When (nS + nT ) ≥ L, it is

β∗=

HTH+λHT

 (M0 +W0)+
C∑
c=1

(Mc +W c)

H+
IL
C

−1HTYTS

(24)

According to the above analysis, the ELM-MWMD
method can be summarized in Algorithm 1. It is worth noting
that multiple iterations are used to eliminate the occasional
negative effects and further improve the classification accu-
racy. Simultaneously, the predicted results are taken as the
pseudo labels of target data, which can iteratively become
more accurate until it converges.

IV. EXPERIMENTS
In this section, we have implemented a series of experi-
ments on public image datasets to evaluate the proposed
ELM-MWMD method. A brief description of the datasets is
reported in Table 3 and some image samples are displayed
in Fig 2.

A. DATASETS DESCRIPTION
Office+Caltech-256 are widely used visual benchmark
datasets in domain adaptation. Office [31] dataset consists
of 4652 images belonging to 31 object classes. These images
are collected from three different domains: Amazon (images
downloaded from online chants www.amazon.com); DSLR

TABLE 2. The procedure of ELM-MWMD method.

TABLE 3. Description of the datasets.

(high-resolution images by a digital SLR camera in realistic
environments); and Webcam (low-resolutions images by a
simple webcam). Caltech-256 [32] is also a standard object
recognition dataset that contains 30607 images of 256 classes.

As shown in Table 3, we use a reduced version of Office
and Caltech datasets preprocessed in Geodesic Flow Kernel
(GFK) [33]. For convenience, the four domains Amazon,
Caltech, DSLR and Webcam can be replaced with letters A,
C, D andW, respectively. Then, we construct 12 cross-domain
tasks for evaluation, e.g., A→ C, A→D . . . W→C, and
W→D.

MNIST+USPS are classical hand-written digit datasets
and both include ten same classes. MNIST contains
60000 training images and 10000 testing images of size
28 × 28, and USPS has a training set of 7291 images and
2007 testing images.

In the experiments, we randomly choose 1800 images from
USPS and 2000 images from MNIST and all the images
are resized to 16 × 16 like in [33]. We also construct two
cross-domain tasks as USPS→MNIST and MNIST→USPS.

COIL20 is another visual recognition database that con-
sists of 20 objects. The images are taken from different angles
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FIGURE 2. Image samples from the different datasets.

for every object. In the experiments, we utilize the demo
derived from [30], in which the whole dataset is separated
into two subsets COIL1 and COIL2 to build the cross-domain
tasks. Both the subsets contain 720 pictures of size 32 × 32
with 20 classes. Similarly, we construct two cross-domain
tasks COIL1→COIL2, COIL2→COIL1.

B. EXPERIMENTAL SETTINGS
To validate the efficiency of the proposed ELM-MWMD
method, we have tested it on 16 cross-domain tasks.
The results are compared with several state-of-the-art
related methods, including supervised classification meth-
ods, semi-supervised and unsupervised domain adaptation
methods. For Office datasets and hand-written digit datasets,
two traditional classification algorithms and 5 domain adap-
tation approaches were compared, including SVM [34],
ELM [12], TCA [35], JDA [30], DAELM (DAELM-S and
DAELM-T) [15], CDELM-M [21] and DST-ELM [19]. For
COIL20 dataset, we chose some other DA algorithms, such as
PCA,GFK [33], SA [36] and JUC-SDELM [20]. For fairness,
the experiments in every cross-domain task have been run
20 times and recorded the average value.

It should be noted that there are no labels in target domain,
the parameters cannot be tuned by cross validation. So we
empirically search in parameter space to get the respective
optimal parameters of all methods. For classical algorithms
as SVM, ELM, PCA, TCA, SA and GFK, we follow the con-
ventional settings. For DAELM, the number of labeled target
sample is set to 10. In ELM-MWMD, there are three tunable
parameters: L, C and λ. The detailed parameter effects will
be discussed later.

C. RESULTS AND ANALYSIS
First, we test the ELM-MWMD on Office+Caltech-
256 datasets and MNIST+USPS datasets, the comparison

results are displayed in Table 4, where the best results
of each task are in bold. It can be seen that the average
classification accuracy of ELM-MWMD is 52.80%, which
is the highest in comparison to other methods. It has an
improvement of 3.65% against the best baseline CDELM-M.
Specifically, the ELM-MWMD performs particularly well in
task MNIST→USPS and task USPS→MNIST, the average
accuracy increases by 16.87% and 11.29% than the relative
best baseline, respectively.

Second, we test the ELM-MWMD on COIL20 dataset
with some other baselines that are different from Office
dataset. Table 5 summarizes the accuracy of all the meth-
ods and the best results are still in bold. It is obvious that
the ELM-MWMD outperforms the other baselines in both
cross-domain tasks. The average accuracy is 2.08% higher
than the best baseline, JUC-SDELM. Though the superiority
is not great, it still verifies that the ELM-MWMD can achieve
domain adaptation well.

For better interpretation, Fig 3 gives the classification accu-
racy results of all cross-domain tasks on three datasets, and it
can be seen that: 1) The two supervised learning algorithms,
SVM and ELM, fail to achieve satisfactory performance,
because the assumption that the training and testing data
are identically distributed is violated in cross-domain tasks.
2) The semi-supervised method DAELMs (both DAELM-S
and DAELM-T) realize some good results due to the labeled
data in target domain. And we have proved that the more
labeled target samples, the better performance of the algo-
rithm. 3) The traditional DA methods, e.g., TCA, SA, GFK
and JDA, perform relatively better, when comparedwith other
supervised and semi-supervised methods. However, they
learn a projection matrix to establish the connection between
domains, ignoring the inherent discriminative information.
4) The results of all ELM-based methods are comparable,
which are slightly less than the proposed ELM-MWMD.
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TABLE 4. Average accuracy of the Office and the hand-written digit datasets.

TABLE 5. Average accuracy of the COIL20 dataset.

In fact, the performance of these methods suffer from the
number of hidden nodes, and the detailed effect shall be
discussed later.

Because we predicted the target data in the iterative process
to improve the classification accuracy, the performance vary-
ing with the iterations is also displayed in Fig 4. As expected,
the accuracies increase iteratively and finally converge after
several iterations (All cross-domain tasks were tested and
the trends are much the same, so we only select some for
display).

D. PARAMETER SENSITIVITY
In ELM-MWMD, the performance is affected by three tun-
able parameters: 1) L, the number of the hidden layer neuron;
2) C , the penalty factor in ELM; 3) λ, the tradeoff param-
eter of MMD. In order to validate the parameter sensitivity,
we conducted contrast experiments on different cross-domain
tasks, including W→D, MNIST→USPS, USPS→MNIST,
COIL1→COIL2 and COIL2→COIL1. The results are dis-
played in Fig 5.

In Fig 5(a), the influence of the hidden neuron number L
is displayed. It can be seen that most of the tasks achieve
a good classification accuracy and tend to stabilize with

a small scale of the hidden nodes. When the number is
less than 500, the classification accuracies improve quickly,
and when the number is more than 2000, the accuracies
smooth in fluctuation. Although a larger network is helpful
for the exploration and exploitation of the invariant features
of both domains, a huge number of hidden layer nodes
results in heavy computation of the algorithm. Moreover,
too many hidden nodes may not be beneficial because
they may lead to better output function approximation but
degrade the performance on the adaptation, such as MMD
measurement.

The penalty factor C balances the regularization and train-
ing errors in ELM. It is obvious in Fig 5(b) that the accuracy
of varies very little on COIL1→COIL2 andCOIL2→COIL1,
which indicates the insensitive performance to the value of
C . In contrast, the accuracy of the other three tasks varies
widely, particularly on task W→D. When the value of C
is large, the results of all tasks are reduced. The possi-
ble reason is that the weakened regularization term reduces
the generalization performance of the model, resulting in
overfitting.

The tradeoff parameter λ controls the effect of the dis-
tribution adaptation. From Fig 5(c), we can see that the
hand-written digits datasets is more sensitive to λ than other

2290 VOLUME 9, 2021



Y. Si et al.: ELM-MWMD for Unsupervised DA

FIGURE 3. Accuracy of all tasks on different datasets.

FIGURE 4. Accuracy of all tasks on different datasets.

tasks. Especially when the value of λ is small, the classi-
fication accuracy of MNIST→USPS and USPS→MNIST
improve rapidly. When λ increases, the results of all tasks
become relative stable, which indicates that the projected
MMD can effectively minimize the distance between source
and target domain.

FIGURE 5. Parameter sensitivity on different tasks.

V. CONCLUSION
In this paper, we present an ELM-MWMD method to deal
with the unsupervised domain adaptation problems. Being
different from the ordinary methods based on MMD met-
ric, we fully consider the individual information and assign
cross-domain weight coefficients to each sample, instead of
only considering the global distribution information. Mean-
while, the joint distribution adaptation strategy is utilized to
learn an adaptive ELM classifier with labeled source data and
unlabeled target data. Thus, our method reserves a simple
calculation due to the ELM base, which is beneficial for the
learning speed. Besides, the ELM-MWMD can achieve good
performance with a small number of hidden nodes, avoiding
large-scale calculation. Extensive experiments on real-world
image datasets demonstrate that the proposed method outper-
forms most of the compared baselines.

In the future, we will research further about ELM in
unsupervised domain adaptation. For example, the random
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initialization of ELM affects the stability of the algorithm to
some extent, and unselected pseudo-labels may lead to neg-
ative transfer, such factors that were not taken into account,
will be our next object of research.
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