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ABSTRACT The goal of image enhancement is to improve certain features and details on an image. It is
a critical procedure in image processing (image segmentation, feature extraction), medical imaging (such
as X-ray, CT, and MRI) and computer vision (target, object, and text detection; segmentation, registration,
and recognition). X-ray, CT, and MRI images are often affected by blurriness and lack of contrast, but the
clarity of these images is very important for the accuracy of medical diagnosis and treatment. This article
offers (1) a 3-D transform block-rooting scheme-based image enhancement method and (2) a non-reference
transform-domain quality measure to choose the presented algorithm parameters optimally. Experimental
results from NYU, fastMRI, and ChestX-ray data sets show that the proposed technique performs well and
can reduce noise during the sharpening of the image details. At the same time, it can undoubtedly be used
in different medical image processing systems.

INDEX TERMS Image enhancement, 3-D block-matching, medical imaging, MRI, transform-domain,
non-reference quality measure, alpha-rooting, Fourier transform.

I. INTRODUCTION
Medical images, satellite images, and even real-life pho-
tographs may suffer from different degradations, such as low
contrast [1]. This can be due to poor illumination, the finite
sensitivity of the imaging device, electronic sensor noise,
or atmospheric disturbances that lead to broadband noise.
Image enhancement has been widely used for security pur-
poses [2], military operations [3], human activity recognition,
medical diagnoses [4], and more [5]–[9]. Image enhancement
refers to processing images to make them more suitable for
display or further image analysis [7]. So, image enhancement
is a problem-oriented procedure for improving the visual
appearance of the medical image. The presented method
provides tools for a future automated image-processing (anal-
ysis, detection, segmentation, and recognition) system [10].

Furthermore, significant difficulty in this endeavor is the
lack of assessment procedures to assess and compare various
effectiveness methods’ enhancement. The clear visual quality
of medical images (e.g., X-ray, MRI, CT) is necessary for the
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interpretability or perception of information in the image for
human viewers [11]. In most cases, the pixel intensity of med-
ical images has poor contrast, making the distinguishability
of objects more complicated (Fig. 1). Generally, the interpre-
tations of medical images are examined by medical profes-
sionals [12]. This is wholly limited due to its subjectivity and
the complexity of the medical images [13]. Besides, there are
significant variations between experts, and fatigue often sets
in due to their heavy workload.

This article focuses on the problems associated with
medical-image enhancement by using a 3-D block-rooting
scheme. The primary contributions of our article include a
novel:

1) 3-D block-rooting scheme tailored to medical image
enhancement application by using local and global
image information;

2) Boundary consistency and artifacts elimination method
based on sparse collaborative transform domain
representation;

3) Golden transform-domain based non-reference image
quality assessment for choosing the best Algorithm’s
parameters driven from medical image properties.
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FIGURE 1. Medical images.

This article is organized in the followingmanner: Section II
presents the image enhancement background information.
Section III defines an image enhancement algorithm by using
a new 3-D block-matching scheme. Section IV lays out the
proposed enhancement quality measure. Section V presents
some results for choosing the parameters of the proposed
method-driven optimization enhancement quality measure.
Section VI presents extensive computer simulation results.
Finally, Section VII gives some concluding comments.

II. RELATED WORK
Image enhancement technology can be categorized into two
classes: spatial and frequency domain methods [8]. The first
group uses a spatial domain image processing base on linear
or nonlinear operations that directly manipulate the pixels [1].
The shape of the histogram of an image provides useful
info about the possibility of contrast enhancement. Many
spatial image enhancement methods are based on histogram
analysis and modification: histogram equalization, his-
togram matching, contrast stretching, intensity adjustment,
etc. [10], [14]–[17].

One of the most popular image enhancement methods
is histogram equalization [18]. It is a global processing
approach, so the entire tone of the image has been changed,
like a brighter or darker image. In many cases, these meth-
ods extend the dynamic range of an image in local regions,
leading to artifacts and overall tonal change of the image [1].

The histogram equalization (HE) [18], adaptive histogram
equalization (AHE) [19], and contrast-limited adaptive his-
togram equalization algorithm (CLAHE) [16] are the classi-
cal spatial domain methods which manipulate the histogram
of the image to be uniformly distributed [7]. If an image has
large peaks in the histogram, it leads to over enhancement.
AHE is the method for considering local information during
image enhancement, which can highlight the details and tex-
tures. This approach often amplifies the noises in uniform
image areas [20]. The CLAHE algorithm and its modifica-
tions [16], [21], [22] limit each sub-block histogram andmake
the image contrast more natural. However, this method pro-
duces ring artifacts on edges [8]. Other image enhancement
algorithms modify brightness using bi-histogram equaliza-
tion (BBHE) [23] and adaptive gamma correction weighting
distribution (AGCWD) [24].

BBHE equalizes the two sub-images separately tomaintain
the brightness of the image. AGCWD modifies histograms
and enhances contrast in images using a weighted distribution
function [23]. This operation increases the low intensity and
avoids decrement of the high intensity of the brightness.

In cases where there are several peaks in the histogram, this
method may cause many details of the bright areas of the
image to be lost [7] and often provides unsatisfactory results
because they cannot take full advantage of local data.

In [25] the authors built CID2013 and CCID2014 datasets
and introduced the contrast enhancement method based on
phase congruency and information statistics of the image
histogram. Also, K. Gu et al. proposed an enhancement
algorithm via machine learning [26]. Another enhancement
technology with saliency preservation was devised by taking
account of the fact that adequately enhanced images should
be entropy increment and saliency preservation [27].

The widely used image enhancement techniques
include log transform, gamma transform, and fuzzy
method [10], [28]–[34]. The Retinex algorithms are devel-
oped for color constancy [35]–[37]. These algorithms use the
color image model based on the estimation of the reflectances
of each point by calculating the relative light and shade rela-
tions. This Algorithm is improved and appears as a multiscale
Retinex [38]. In essence, all these algorithms smooth the
image through the Gaussian model and extract the image’s
background.
Alpha-rooting is one of themore popular frequency domain

enhancement methods [1], [11], [39], [40]. It uses transfor-
mation in the frequency domain through modification mag-
nitudes and altering the frequency content of the image.
This method’s basic limitation as global processing is that it
cannot enhance all parts of the image. Besides, these enhance-
ment techniques use frequency transformations, such as DCT,
Fourier, and the following types of processing: alpha-rooting,
frequency filtering, homomorphic filtering, etc. [4], [8], [41].

So, the weaknesses of traditional methods are: 1) being
extremely sensitive to parameters; 2) failing to enhance irreg-
ular lighting and brightness gradients; 3) for point processing
spatial information completely lost; 4) a global processing
approach has been changing the entire tone of the image like
the more bright or dark image; 5) extending the dynamic
range of an image in local regions, which leads to artifacts
and an overall tonal change in the image; and 6) frequency
domain methods introduce certain artifacts called
‘‘objectionable blocking effects,’’ and they cannot simulta-
neously enhance all parts of the image very well.

At present, global contrast enhancement usually exces-
sively enhances the brighter local areas, resulting in the
diffusion of the high-luminance regions of the image and
the loss of details in high-illumination regions [42]. Local
contrast enhancement provides more considerable contrast
enhancement in the areas of interest. However, it brings poor
effect for dark detail enhancement and usually has more noise
points, reducing visual comfort. The contrast enhancement
for low-illumination gray images with nonuniform illumina-
tion is always a challenge in image processing, which lacks a
robust algorithm to solve the problem.

Most global transform domain methods may introduce
some artifacts by enhancing the background noise, may
over-enhance and under-enhance images, may not work well
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on irregular lighting and brightness images, and may not
preserve the local image features/details. This article presents
a new block-rooting enhancement scheme using local and
global image information for medical diagnosis, treatment,
and clinical research.

III. 3-D BLOCK-MATCHING SCHEME AND IMAGE
ENHANCEMENT ALGORITHM
This article presents a new image enhancement algorithm
based on combined local and global image processing. The
flowchart of the proposed enhancement algorithm is shown
in Figure 2.

FIGURE 2. Flowchart of the proposed image enhancement method.

The proposed technique uses the block-matching for
square patches grouping and the block-rooting in a 3-D trans-
form domain. The algorithm includes the following main
steps: 1) block splitting using extraction blocks with different
sizes from the input image; 2) block matching via search
similar blocks to the reference one and combine them to
the 3-D group; 3) perform 3-D block-rooting and return the
estimates to their original locations, and 4) choose the best
(optimal) enhancement image through optimization of the
proposed enhancement measure.

The whole image’s final estimation is calculated as a
weighted average of all overlapping obtained block estimates
after processing all reference blocks.

A. NOVEL 3-D BLOCK-ROOTING SCHEME
This article presents a new image enhancement algorithm
based on combined local and global image processing
(Fig. 4). We realize grouping by block-matching within the
enhanced image Z , as discussed in Section III-A.
This general procedure of 3-D block-matching is illus-

trated in Figure 3 and proceeds as Algorithm 1.
Block-Splitting:We using extraction blocks with different

sizes from the input image. The sizes of the blocks are 8 by
8, 16 by 16, 32 by 32, and, i.e., For this purpose, we move the
square block from up left corner to down right corner with
step equal one.
Definition 1: By blocks splitting, we mean the dividing of

the image into fixed-sized blocks.
Grouping: We find blocks that are similar to the current

for every size processed one and then stacked them together
in a 3-D array (group) [43]. We consider similar blocks for
whom Euclidean distance with respect to the reference block
is smaller than a fixed threshold.

Algorithm 1 3-D Block-Rooting
For each block ZxR in the image, do the following
1. Block-splitting.
2. Block-grouping.
3. Collaborative block-rooting.
4. Aggregation.

Z̃xR is the output image block.

Algorithm 2 Block-Splitting-Grouping Algorithm
Input: An image Z.
1. Split the image into k × k blocks Zx .
2. Take a distance d , for example, the Euclidean distance.
3. Take a ‘‘reference’’ block ZxR and a threshold τ htmatch.
4. Compute the distance d(Z xR ,Zx).
5. Stack all blocks together with d(Z xR ,Zx) ≤ τ htmatch and
form 3-D block.

Output: Formed 3-D block by grouping by the block ZxR .

FIGURE 3. Diagram of the 3-D block-matching scheme.

The procedure for the proposed block-splitting and group-
ing algorithm is expressed in the steps below.
Collaborative Block-Rooting: A 3-D Fourier transform is

applied to the formed group, enhanced every block by alpha-
rooting. So, a collaborative transform-based enhancement
algorithm base on the α-rooting and magnitude reduction
method in the 3-D transform domain. After this, we invert
the 3-D transform and return the estimates of the blocks to
their original positions.
Definition: Block-rooting is the alpha-rooting method

applied to group blocks in 3-D Fourier transform.
This procedure proceeds as Algorithm 3.
Aggregation: Compute the primary estimate of the true-

image by weighted averaging all of the obtained overlapping
block-wise estimates.

B. NOVEL BLOCK-ROOTING METHOD USING 3-D
BLOCK-MATCHING SCHEME
Suppose Z ∈ CI1×I2×I3 is an 3th order complex-valued
tensor for original signal. Its 3-dimensional discrete Fourier
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FIGURE 4. Block-rooting method using 3-D block-matching scheme.

Algorithm 3 Collaborative Block-Rooting
Input: An image Z .
1. Formed 3-D block using the block grouping algorithm.
2. Apply a 3-D Fourier transform on the formed group.
3. Perform the alpha-rooting algorithm on Fourier transform
coefficients.
4. Apply the inverse 3-D Fourier transform on modified by
alpha-rooted coefficients.
5. Return the enhanced blocks-images to their original posi-
tions.

Output: Collaborative block-rooted enhanced image Z̃ .

transform ∈ CI1×I2×I3 can write as

Y (j1, j2, j3) =
N1−1∑
n1=1

N2−1∑
n2=1

N3−1∑
n3=1

Z (n1, n2, n3)

×exp
(
−i

2π
N1

n1j1 − i
2π
N2

n2j2 − i
2π
N3

n3j3

)
,

where N1,N2, and N3 are the amount of the number in every
dimensionality; i is the imaginary unit.

In tensor notation, the summation can be expressed with
successive k-mode products which is defined as

B = A×k U⇔ B(i1, i2, i3) =
I3∑

ik=1

U (j, ik)A(i1, i2, i3)

for any A ∈ CI1×I2×I3 and U ∈ CJ×Ik yielding
B ∈ CI1×I2×I3 .

The 3-dimensional discrete Fourier transform can be writ-
ten as

Y = Z ×1 FI1×2FI2×3FI3 .

where FIk (nk , jk) = exp
(
−i 2πNk nk ik

)
, ∀k ∈ {1, 2, 3} with

i being the imaginary unit.
Vectorization of each side results in y = vec (Y ) , z =

vec(Z ) then y = (F I3⊗FI2 ⊗ FI1 )z, where ⊗ is Kronecker
product.We apply a 3-dimensional discrete Fourier transform
for every image sets of the blocks, so realized grouping by
block-matching within the image Z [43]. We only use blocks
whose distance with respect to the reference block is smaller
than a fixed threshold and is considered to be similar and
grouped. The Euclidean distance as ameasure of dissimilarity
is considered. The number of blocks is fixed and equal to 8.
The block distance could be calculated as

d(Z xR ,Zx) =

∥∥ZxR − Zx∥∥22
(N1)2

,

where N1 is the size of the window; d = 2 denotes the
Euclidean-norm and the blocks ZxR and Zx are respectively
located at xR and x in Z .
In most cases, some random noise is present on the

image, which obstructs the correct determination of sim-
ilar blocks. To decide this problem, we use pre-filtering
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for a block-similarity measure calculation [43]. The hard
thresholding applied to Fourier coefficients on both blocks,
which results in d(Z xR ,Zx), as shown at the bottom of
the page. where Fht2D is the hard-thresholding operator with
threshold λthr .
Naturally, ϒ is defined as

ϒ (λ, λthr ) =

{
λ, if |λ| > λthr

0, otherwise.

In this way, we receive the coordinates of the blocks that
are similar [40]:

ShtxR =
{
x ∈ X : d(Z xR ,Zx) ≤ τ

ht
match

}
,

where the τ htmatch is the maximum distance for blocks similar-
ity measure.

For the proposed image enhancement method, we use the
frequency domain. One simply performs the transformation
of the image to be enhanced, then manipulates the transform
coefficient, and then performs the inverse orthogonal trans-
form. The linearly or non-linearlymodification of the spectral
coefficients can be used for enhancement and visualization.
So, a transform-based enhancement algorithm base on the
α-rooting and magnitude reduction method. The collabora-
tive 3-D block-rooting is realized by transforming Fourier
coefficients in the 3-D transform domain. The adopted nor-
malized 3-D linear transform denoted as Fht3D, is expected to
take advantage of the correlation and attain good sparsity for
the signal group.

For every block, we use a transform-based enhancement
algorithm based on the α-rooting and magnitude reduction
method [1], [4]:

Z̃xR (p, s) =
∣∣ZxR (p, s)∣∣α · eiθ(p,s),

where ZxR (p, s) is the transform coeffcients of the image, α
is a user defined operating parameter, θ (p, s) is the phase of
the transform coefficients.

This allows for effective block enhancement, followed by
an inverse transform that yields a 3-D array of block-wise
estimates. The procedure for the proposed algorithm is
expressed in the steps below.

For every patch of the image, we apply the α-rooting
Algorithm with the value of alpha that maximizes the image
quality enhancement measure (GIQEM).

We calculate GIQEM for every enhanced image: for
enhanced image 1 (all image); for enhanced image 2
(blocks 8 by 8); for enhanced image 3 (blocks 16 by 16); and
for enhanced image 4 (blocks 32 by 32).

Algorithm 4 Block-Rooting Method Using 3-D
Block-Matching Scheme
Z is an original image.
1. Image splitting.
2. 3-D block-matching.
3. Enhancement processing.
4. The image quality enhancement measure calculation.
5. Weighted average.

Z̃ is the output of the enhanced image.

These values enable the calculation of weights as follows:

WZ̃1
= MZ̃1

/∑
i
Mz̃ (i), WZ̃8

= MZ̃8

/∑
i
Mz̃ (i),

WZ̃16
= MZ̃16

/∑
i
Mz̃ (i), WZ̃32

= MZ̃32

/∑
i
Mz̃ (i),

where M is the GIQEM for every block (for size = 8, 16,
32 and all image).
The resulting image is the weighted mean of all processing

blocks:

X̃ =
∑

i
Mz̃ (i) ·Wz̃ (i) .

Adopted by [43] method, we can show that the time com-
plexity of the proposed Algorithm is

O(MNOI2D (N1,N1)+O
(
MN

(
N 2
1 + N2

)
N 2
S

N 2
step

)

+O
(
MN

(
OI3D (N1,N 1,N 2

)
N 2
step

)
+O

(
MNN1log5N1

)
where the first and the second term describe the block-
matching procedure with Euclidean distance, the third term
uses for denoising, and the fourth term uses for the image
quality enhancement measure calculation; M and N are the
numbers of the reference blocks in horizontal and vertical
directions;OF2D (N1,N1) andOF3D(N1,N 2,N 3) denote the
complexity of the transforms F2D and F3D; Nstep is the step
for reference blocks; N1 is the size of the window of the
weights; N2 is the maximum number of the similar blocks
to reference one; NS is the size of the local neighborhood for
searching candidate matching blocks. In this general form,
time complexity mostly depends on the type of frequency
transform.

IV. ENHANCEMENT QUALITY MEASURE
Estimation of the quality assessment after an enhancement
process is a challenging problem. There is no universal mea-
sure that can specify both the enhancement method’s objec-
tive and subjective validity [44]. There have been different

d(Z xR ,Zx) =

∥∥∥∥ϒ ′(Fht2D(Z xR ), λthr√2log(N 2
1 )− ϒ

′(Fht2D(Z x), λthr
√
2log(N 2

1 )

∥∥∥∥2
2

(N1)2
,
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definitions of performance based on contrast [10], [45] to find
the optimum enhancement parameters. The block-rooting
procedure depends on the parameter alpha (α). We are choos-
ing the best (optimal) enhancement image through optimiza-
tion of the proposed measure enhancement.

Both transform and spatial domain measures are primary
groups of the human perception-based image enhancement
quality measures. The spatial domain measures are calculated
based on the pixel’s values [46]. The AME and EME are
examples of such spatial domain measures [47]. The trans-
form domain measures based on DCT, DFT, or DWT [44].
In [48] authors proposed the contrast enhancement evaluation
metrics based on the combined processing in the frequency
and the spatial domains.

The second category of measure of image enhancement is
the machine learning-based category [49].

The described non-reference image enhancement mea-
sures are summarized in Tables 1 and 2.

TABLE 1. Non-reference measure (Human perception-based).

TABLE 2. Non-reference measure (Machine learning-based).

As was shown in [46] for grayscale images, there is a
direct correlation between the contrast enhancement of the
image and the magnitude of high-frequency contents in the
image’s 2-D spectrum. In other words, if considering a block
of k-by-k in the lower frequency section of the image, after
contrast enhancement, some of the energy from this region

will be transferred to the higher frequency region of the
2-D spectrum.
To launch a novel non-reference image assessment, we

present a so-called Golden transform. The Golden Ratio has
been used in many areas, such as art, design, mathematics,
geometry, filtering, etc. [54].

It generated by using the Golden Ratio, which is created
by the limit of the following sequence xn = Fn+1

/
Fn, where

Fn is the n-th Fibonacci number [55], [56], and where the
Fibonacci Series defines as a sequence of numbers Fn =
Fn−1 + Fn−2, where F0 = 1 and Fn= 0 for n< 0.

In this article, present the several properties of the Golden
transform. The Golden transform 5× 5 matrix G5 is defined
as [57]

1 1 1 1 1

1
1
2ϕ
+ j
ϕγ

2
−
ϕ

2
+ j
γ

2
−
ϕ

2
− j
γ

2
1
2ϕ
− j
ϕγ

2

1 −
ϕ

2
+ j
γ

2
1
2ϕ
− j
ϕγ

2
1
2ϕ
+ j
ϕγ

2
−
ϕ

2
+ j
γ

2

1 −
ϕ

2
− j
γ

2
1
2ϕ
+ j
ϕγ

2
1
2ϕ
− j
ϕγ

2
−
ϕ

2
+ j
γ

2

1
1
2ϕ
− j
ϕγ

2
−
ϕ

2
− j
γ

2
−
ϕ

2
+ j
γ

2
1
2ϕ
+ j
ϕγ

2


where

cos
π

2
=
ϕ

2
, sin

π

5
=
γ

2
a, and γ =

√
3− ϕ.

Property 1: The 5× 5 classical discrete Fourier transform
is an approximation of Golden transforms [57]. The Fourier
transform matrix is a complex-valued matrix defined as

WN =



1 1 · · · 1

1 cos
(
25

1
N

)
· · · cos

(
25

N − 1
N

)
...

...
. . .

...

1 cos
(
25

N − 1
N

)
· · · cos

(
25

(N − 1)2

N

)



−j =



0 0 · · · 0

0 sin
(
25

1
N

)
· · · sin

(
25

N − 1
N

)
0

...
. . .

...

0 sin
(
25

N − 1
N

)
· · · sin

(
25

(N − 1)2

N

)


Property 2: The columns and rows of form Fibonacci

Fourier transform matrix form the orthonormal vectors.
For every column and row, the condition for orthonormal

vectors is satisfied, as∑
i
F5ij · F5ik = δij,∑
i
F5ji · F5ki = δjk .

where i ∈ {1, . . . , n}, n is the matrix order, δ is the Kronecker
symbol.

In other words, the scalar product of a row by itself is 1,
and by any other row is 0. This is also true for columns.
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Below we formulate the Golden transform domain-based
image quality enhancement measure (GIQEM). The average
magnitude of the Golden transform for the high-frequency
region normalized by the average magnitude of coefficients
for the entire image can be used to calculate the mea-
sure for the current sliding k1-by-k2 block. The core idea
is that enhancing the contrast of an image creates more
high-frequency content in the enhanced image. An increase
in the magnitude of higher frequency coefficients sug-
gests an enhancement in contrast in the image’s luminance
content [46].
Definition 3: Let’s Z an image, k1-by-k2 block be a sliding

block, to separate the regions of the image.
TheGolden image quality enhancementmeasure (GIQEM)

is defined as

GIQEMm1m2 =
1

k1k2
20 log

∑
∣∣∣Z̃ ∣∣∣∣∣∣Z̃max ∣∣∣


where Z̃max is the maximum magnitude in the frequency
region for the current block and

∑∣∣∣Z̃ ∣∣∣ is the sum of mag-
nitudes over the entire 2-D Golden transforms spectrum for
the current block. We use the case where k1 = k2 = 5.
The overall GIQEM measure is the average of GIQEM’s

for each sliding k- by -k block:

GIQEM =
1

M1M2

∑M1

m1=1

∑M2

m2=1
GIQEMm1m2 ,

whereM1 andM2 are amounts of the sliding k-by-k blocks by
rows and columns respectively.
A fast Golden transforms algorithm with computational

complexity O(Nlog5N ) can be designed.

V. OPTIMIZATION
The block-rooting transform depends on the parameter alpha.
Figure 5 shows a comparative study of the enhanced images
by the block-rooting method using different alpha.
We are choosing the best (optimal) enhancement image

through optimization of the Golden image quality enhance-
ment measure, so we select alpha in the proposed method for
which GIQEM is maximum:

GIQEM (8,αopt ) = max {GIQEM (8,α)} .

Themain idea behind this measure is to use the relationship
between the spread of the mean and the sum of the luminance
values in the Fourier domain found in a small block. It then
takes the average modulation in each block over the entire
image.

Figure 6 shows the GIQEM dependence for different
parameter alpha for the block-rooting method. When alpha
equals to zero, only the phase is retained. In case α< 1,
the edges and details in the image are enhanced due to the
magnitude of the large transform coefficients are reduced
relative to the magnitude of the small coefficients. By vary-
ing the α -level and driving the edge information which
depends on the high-frequency region, we are able to enhance

FIGURE 5. Proposed block-rooting transform with different alpha.

FIGURE 6. Plot of GIQEM vs alpha for block-rooting method.

the quality of images for the visualization. Figure 6 shows
how to choose the best operator parameter alpha for the
proposed block-rooting Algorithm. The optimal parameter
α = 0, 91 for this test image. This case illustrates the process
of enhancement, then the value GIQEM is maximum.

VI. EXPERIMENTAL RESULTS
A. GIQEM MEASURE EXPERIMENTAL RESULTS
We tested the proposed and the state-of-the-art quality mea-
sures on the dataset TID2008 [58], which allows estimating
how a given metric corresponds to mean human perception.
This dataset contains 25 reference images from Kodak Loss-
less True Color Image Suite and 1700 distorted images. In our
experiment, we used only distortions with contrast change.
The Mean Opinion Score (MOS, (0 -minimal, 9 - maximal)
was obtained from the results of 838 experiments carried out
by observers.

We calculate the Pearson correlation coefficient (PCC) as:

PCC =
E [(X − µX ) (Y − µY )]

σXσY
,
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where µX and µY are the mean values, σX and σY are the
standard deviations, and E is the expectation.
And the standard deviation (SD) for all received coefficient

correlation by:

SD =

√
1

N − 1

∑N

i=1
(xi − µx) ,

where xi are the observed values of the sample items, µx is
the mean value of these observations, and N is the number of
observations in the sample.

To assess the effectiveness of the proposed metric of the
visual quality of images, a comparison is made between Pear-
son’s coefficient correlation and standard deviation based
on test images of TID2008. The average results for all test
images are given in Table 3. We also compare the pro-
posed metric with other non-reference metrics (AME, EMEE,
SDME, Visibility, TDME, BIQI, BRISQUE, ILNIQE, NIQE).

TABLE 3. Non-reference measures.

The accuracy of the proposed metric estimated by the
Pearson correlation coefficient (PCC) and the SD shows the
monotonicity of the prediction image quality with mean opin-
ion score (MOS). Correlation values closer to +1 indicate
agreement between the MOS, and the measure and closer
to −1 indicate complete disagreement. A correlation value
shows how our proposed measure agrees with human visual
perception. The proposed measureGIQEM provides an accu-
rate interpretation of the image quality with comparison to
human visual perception. Figure 7 shows the medical images
with different levels of the same distortion type and corre-
sponding non-reference metrics.

In these images, improved perception is difficult to qualify.
All non-reference metrics show different results. There is no
universal measure that can specify both the objective and sub-
jective validity of the enhanced images. A number of images,
which clearly illustrated an improved contrast, showed no
consistency, as a class, when using these statistical-based
metrics.

The GIQEM shows the best result for image #2 (the first
row), but visually, this image has low contrast. This error can
be explained by the fact that the proposed quality measure is
based on an assessment of the ratio of the spectral compo-
nents; respectively, the best results will be for images with

FIGURE 7. Golden transform and other metrics for original and enhanced
images.

a large number of details and boundaries. For the second row,
the proposed metric shows the highest value for image #3,
which is also consistent with visual analysis.

The GIQEM measure of image quality operates in the
Discrete Fourier Transform domain and proposed Fibonacci
Fourier transform. Since most imaging acquisition systems
operate in the spectral domain for image compression,
the transform operation is often built-in in the hardware
processors, making it appealing for real-time applications.
Besides, many of the image enhancement algorithms operate
in the DCT domain as well, meaning that our proposed mea-
sure eliminates the need for conversion between the spatial
and transform domain for image evaluation, hence accelerat-
ing the enhancement process.

B. BLOCK-ROOTING METHOD EXPERIMENTAL RESULTS
To provide a comparison of the proposed enhancement
algorithm, three publicly available databases are used:
1) ChestX-ray, 2) fastMRI, and 3) NYU (Fig. 8). As an
example, Table 4 lists publicly available CT and MR datasets
containing raw k-space data.
ChestX-ray [59] is a large dataset of chest x-rays and

competition for automated chest x-ray interpretation. The
dataset contains over 108,948 frontal view x-ray images of
32,717 unique patients.

FastMRI [60] is an anonymized imaging dataset that com-
prises raw k-space data from more than 6,970 fully sam-
pled brain MRIs and DICOM images from 10,000 clinical
brain MRIs.

VOLUME 9, 2021 3887



V. Voronin et al.: 3-D Block-Rooting Scheme With Application to Medical Image Enhancement

FIGURE 8. Examples from the datasets.

TABLE 4. Publicly available MRI and CT datasets.

NYU dataset [61] is an open science neuroinformatic
database storing datasets from human imaging research
studies.

Figure 9 demonstrates the image-enhancement results
using the proposed Algorithm for different medical-image
data sets. The enhanced results of the proposed method look
clear and global, and the local contrast is well enhanced.
In order to improve our images, we reduce the magnitude
information of each image while leaving the phase informa-
tion intact [44]. Since the phase information is much more
significant than the magnitude information in the determina-
tion of edges, reducing the magnitude produces better edge
detection capabilities [44].

In our experiments, the results are compared with those
of other global and block-based well-designed contrast
enhancement methods: the contrast-limited adaptive his-
togram equalization algorithm (CLAHE), the Low-light
image enhancement (LIME) [62], the Robust Retinex [63],
the Multi-scale Retinex (MSRCR) [64], the Contrast
enhancement using exposure fusion (CAIP) [65], and the
Joint enhancement via sequential decomposition (JED) [66].
Figures 10-11 demonstrate the image enhancement results
and some zoomed parts obtained by various algorithms,
respectively: a) the original image; b) the enhanced image
by the CLAHE; c) the enhanced image by the LIME;
d) the enhanced image by the Robust Retinex; e) the enhanced

TABLE 5. Non-reference measures for NYU dataset.

TABLE 6. Non-reference measures for FastMRI dataset.

TABLE 7. Non-reference measures for ChestX-ray Dataset.

image by the MSRCR; f) the enhanced image by the CAIP;
g) the enhanced image by the JED; and h) the enhanced image
by the proposed method.

The experimental results for the image �Brain� from
fastMRI dataset are given in Figure 10. When determining
the enhanced result, we should make a compromise between
noise suppression and tiny detail preservation. For the local
CLAHEmethod, some artifacts appear in the enhanced result.
As the block size increases to all images, the local con-
trast enhancement is not as good as that obtained by small
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FIGURE 9. Examples of image enhancement.

block size, but this contrast enhancement reduction is not
obvious. The enhanced result of CLAHE looks unnatural
due to the appearance of block artifacts. The original image
�Brain� is slightly dark, and this dark tone disappears
after applying the Robust Retinex and JED algorithms. The
images (Fig. 10c and 10e) after processing by the LIME and
MSRCRmethods have low contrast and low visibility. On the
other hand, the result of applying CAIP saturates the colors
excessively (Fig. 10f).

Our experiments for the proposed method set the block
sizes to 8 by 8, 16 by 16, 32 by 32 and 64 by 64. The proposed
approach could have the ability to boost the contrast in digital

images in an efficient manner. The fuzzy procedure reduces
the noise, efficiently preserves the edges, and provides
visually pleasant results. Additionally, the proposed tech-
nique uses illuminate normalization to reduce illuminated
artifacts.

The experimental results for the image�Knee� from the
NYU dataset are given in Figure 11. In CLAHE, the clip
factor is set as α = 0.01, and the block size set to be 64× 64.
For good enhancement results, they should obtain better local
contrast enhancement and noise suppression, be artifact-free,
and visually pleasing. The image after CLAHE processing is
oversaturated, the areas become too bright and too dark, and
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FIGURE 10. Examples of image enhancement �Brain�.

some image details are disappeared, e.g., the edge of the down
part of the knee is covered by background.

The CAIP method over-enhance the test image in bright
regions. The enhanced results of CLAHE and the proposed
method appear similar with respect to the bone image. The
MSRCR and LIME causes noise amplification in the image,
which greatly reduces its performance compared with the
other methods. The partial boundary of the bones disappears
in the Robust Retinex and the JED result, and some details in
the CLAHE result were also lost. In Figure 11, due to the exis-
tence of nonuniformity, the enhanced result of CLAHE looks
poor because it is sensitive to the nonuniformity. The pro-
posed method saves some details near the border of objects.
This is caused by the correct classification using different
block sizes in the transition region between the detail region
and homogeneous region. It is clear that the proposed method
gets better local and global contrast enhancement than other
methods.

FIGURE 11. Examples of image enhancement �Knee�.

In Figure 12, the results for the image�Chest� from the
ChestX-ray dataset are given obtained by various algorithms,
respectively: a) the original image; b) the enhanced image
by the CLAHE; c) the enhanced image by the MSRCR; and
d) the enhanced image by the proposedmethod. The details of
the chest in the result using the proposed method look clearer
than those in the CLAHE and MSRCR results. Some parts
of the chest in the left down region in the enhanced result of
CLAHE cannot be distinguished from the background. The
local contrast enhancement of the MSRCR result is not as
good as those of the other methods. In the enhanced result of
CLAHE, many details of the image are smoothed.

Once again, CLAHE does not produce better local contrast
enhancement, and the proposedmethod outperforms the other
methods with no artifacts, good appearance, and fine details.

The block-rooting approach produces a better-enhanced
result with a natural appearance and non-uniformity
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FIGURE 12. Examples of image enhancement �Chest�.

suppression. The proposed method is proven to be the best
method than CLAHE and MSRCR, because it can signifi-
cantly increase the contrast and remove the noise. Tables 5–7
give comparative results of the non-reference enhancement
measures for test datasets by the seven methods. The better
results for every measure are marked in bold in the tables.
The experimental results show that the enhancement images
by the proposed method have the highest GIQEM.
The proposed method provides almost the highest EME,

AME, EMEE, TDME, Visibility, and ILNIQE values, except
BIQI, SDME and BRISQUE for NYU, and fastMRI datasets.
The values of the metrics demonstrate that the proposed
method outperforms the other methods in terms of local

contrast enhancement and performs well on the structural
similarity, detail improvement, and naturalness preservation.

Extensive computer simulations show that the presented
approach demonstrates that it overperforms state-of-the-art
methods (such as CLAHE, Retinex, MSRCR, CAIP, JED,
and LIME), and it is suitable for real-time processing of
low contrast images. The results show strong correlations
between the presented measures and mean opinion score.

VII. CONCLUSION
We present a novel image enhancement algorithm based on
combined local and global image processing. The basic idea
is to apply a 3-D block-rooting scheme for blocks on the
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image with different sizes. To optimize the block rooting
procedure, we proposed a novel image enhancement measure
in the Golden transform (frequency) domain. The suggested
image enhancement results compare favorably against other
state-of-the-art approaches. The extensive computer simula-
tions demonstrate that the proposed system achieves good
performances and can prevent noise increasing during the
sharpening of the image details.

A limitation of the proposed approach is that the large
uniform regions include some noise after enhancement.
Although the proposed approach reduces this effect signif-
icantly compared to the traditional domain-based methods
with high-frequency enhancement, this effect is not entirely
suppressed, which can be a point of interest for further
research.
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