IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received December 6, 2020, accepted December 19, 2020, date of publication December 25, 2020, date of current version January 6, 2021.

Digital Object Identifier 10.1109/ACCESS.2020.3047394

Congestion Pattern Prediction for a Busy Traffic
Zone Based on the Hidden Markov Model

TINGTING SUN""12, ZHENGFENG HUANG "2, HONGDONG ZHU!,
YANHAO HUANG', AND PENGJUN ZHENG'

!Faculty of Maritime and Transportation, Ningbo University, Ningbo 315832, China
2 Jiangsu Province Collaborative Innovation Center for Modern Urban Traffic Technologies, Nanjing 211189, China

Corresponding author: Zhengfeng Huang (huangzhengfeng @nbu.edu.cn)
This work was supported in part by the Zhejiang Provincial Natural Science Foundation of China under Grant LY 18E080009, in part by the

Ningbo Natural Science Foundation of China under Grant 2019A610040, in part by the Project of Ningbo Transportation Technology
under Grant HS2020000169, and in part by K. C. Wong Magna Fund in Ningbo University.

ABSTRACT Congestion pattern in a busy traffic zone would not always be a single state. The scenario of
congestion occurring in multiple connected road links may be shifted to the scenario of whole zone network
paralyzation immediately. It is necessary to dynamically predict the congestion pattern for a busy traffic zone
rather than a road link, which could provide information for network system decision making. Considering
the close connection between the upstream and downstream traffic flow, this study proposes a congestion
pattern prediction model for a busy traffic zone based on the hidden Markov model (HMM). The model
establishes a correlation between the external road traffic state (observation state) and internal road traffic
state (hidden state) of a busy traffic zone. We acquire these traffic states by cleaning and mining floating
vehicle trajectory data. With these data, we calibrate the HMM and predict the zone congestion pattern. This
article demonstrates the validity and rationality of the model by taking a hospital area in Ningbo City as
an example. The prediction accuracy can reach 83.4%, which is 5.8% higher than that of the autoregressive
moving average model. This case result illustrates the feasibility and effectiveness of our approach in the

field of congestion pattern prediction for busy traffic zone.

INDEX TERMS Regional congestion, hidden Markov model, congestion pattern.

I. INTRODUCTION

As motorization trend has been rising rapidly in many coun-
tries, traffic problems in urban areas of these countries
become more serious. Currently, congestion of local network
rather than single intersection is more frequently seen in an
urban busy traffic zone. The so-called congestion pattern
of busy traffic zones in this paper is a cascade congestion
pattern of several links. The amount and components of these
links may change each time. As seen in Figure 1, the area
consisting of 14 directional links is a busy traffic zone. It is
enveloped by the dotted line. Each subfigure shows a zone
congestion pattern, and their patterns are different. The transi-
tion process of congestion pattern, from left to right, indicates
that the zone congestion problem is becoming worse. In fact,
the traffic congestion phenomenon of busy traffic zones is
most frequently the consequence of huge traffic flows on
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the upstream associated links. Therefore, traffic congestion
in a busy traffic zone in the short term can be predicted by
using the traffic information of the upstream associated links.
From the perspective of an occurring congestion process,
when the traffic inflow upstream exceeds the road capacity
downstream, a certain link will be correspondingly congested
after a period of time. In this case, it may cause immediate
congestion backtracking. If the congestion is not effectively
alleviated, it will eventually turn into road network conges-
tion in the busy traffic zone. Because the traffic flow is time-
related between the upstream and downstream on the road
network, the short-term future traffic flow in the busy traffic
zone is affected by the current upstream traffic flow. With an
increase in traffic flow upstream, the traffic pressure will be
transmitted to the interior of a busy traffic zone after a certain
time. Therefore, the internal traffic state of a busy traffic zone
will change. If the speed of the upstream link of a busy traffic
zone is used to predict the future congestion pattern of the
area, it can be used to guide traffic evacuation in advance to
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FIGURE 1. Evolution of congestion in an area.

avoid or reduce the occurrence of congestion in a busy traffic
zone and to ensure the smooth operation of the urban road
network.

At present, many researchers have explored the field of
congestion prediction. Most studies build parametric or non-
parametric models to predict the link congestion by con-
sidering this link’s the speed and flow [1]-[5]. Parametric
approaches can achieve good performance when traffic shows
regular variations. Levin ez al. [6] applied the Box-Jenkins
time-series analyses to predict freeway traffic flow, and
they found that the autoregressive integrated moving aver-
age (ARIMA) model was most statistically significant.
Ahmed et al. [7] applied the ARIMA model for traffic flow
forecasts in urban arterial roads. Nonparametric approaches
can achieve good

performance when the traffic shows irregular variations.
There are a lot of researches about nonparametric approaches.
Karlaftis ez al. [8] applied a neural network prediction model
to predict traffic flow. Zhang et al. [9] applied a support
vector machine model to forecast the travel time index (TTI).
Okutani et al. [10] proposed the Kaman filtering model to
predict short-term traffic volume. Innamaa [11] designed a
self-adapting short-term prediction model to determine the
state of traffic flow based on stationary traffic prediction
models. With the advent of the era of big data, many traffic
big data prediction models have been created. For exam-
ple, Zhao et al. [12] proposed the long-term memory model
(LSTM). Jeon et al. [13] proposed a traffic time series fore-
casting model based on vertical data arrangement. Han [14]
proposed a short-term traffic flow prediction model based on
multivariable phase space reconstruction and the least squares
support vector machine (LSSVM). Cao et al. [15] proposed
a short-term traffic flow prediction model based on the parti-
cle swarm optimization-support vector machine (PSO-SVM).
Liu et al. [16] proposed a short-term traffic flow forecast
model based on a combination of the K nearest neighbor
algorithm and support vector regression. Sun et al. [17] pro-
posed a short-term traffic state forecasting model with a
support vector machine (SVM) considering the proportion of
large vehicles. Xing ef al. [18], through the analysis of the
temporal and spatial relevance of vehicle speed, proposed
a multilocation prediction model for speed using the radial
basis function (RBF) neural network based on the tempo-
ral distribution and spatial distribution of vehicle speeds.
Chen et al. [19] proposed deep convolutional networks for
short-term traffic congestion prediction. Tang et al. [20] con-
structed fuzzy neural network to forecast travel speed for
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multi-step ahead based on 2-min travel speed data collected
from three remote traffic microwave sensors located on a
southbound segment of a fourth ring road in Beijing City.
Zhang et al. [21] proposed an end-to-end multi-task learning
temporal convolutional neural network (MTL-TCNN) to pre-
dict the short-term passenger demand in a multi-zone level.
Some approaches conduct the prediction work by considering
the impact of external factors (weather, time period, visibil-
ity, workday/weekend, etc.) on the road link. For example,
Qian et al. [22] used a Bayesian network structure to predict
traffic state; Wei et al. [23] used a nonparametric regression
model-K nearest neighbor algorithm to predict the urban road
congestion index; and Kumar et al. [24] used the ARIMA to
predict the traffic volume of main roads in Indian cities. How-
ever, lots of aforementioned researches adopt extrapolated
prediction methods, which cannot reveal the direct internal
causal correlation between these factors and the predicted
objects.

Considering the traffic correlation among links, only a
few methods achieve a prediction by establishing a corre-
lation between the upstream traffic demand and the current
road traffic state. For instance, to construct this relation,
Zhang et al. [25] and Daganzo [26] used the cell transmission
model, and Wang ef al. [27] used the predictive feedback
control model. However, most of these methods are limited to
highway scenes. Highway network is simple, and the vehicle
direction is fixed, which ensures high prediction accuracy.
For an intricate urban road network, it is difficult to determine
various route selection options for travelers in advance, and
the prediction of causality-related congestion is difficult.

Recently, a few studies have carried out causality-related
congestion predictions for urban road networks. For example,
Zhu et al. [28] utilized the surrounding road traffic state
to predict the traffic state of specific road. Liu ef al. [29],
Pang et al. [30], and Chu et al. [31] proposed finding the
causal relationship between space-time congestion and using
the causal tree algorithm to predict traffic congestion. How-
ever, the traffic network in these studies was modeled by
partitioning the urban area into regions or junctions, but real
traffic flows are road-based and not region-based. In addition,
the recursive implementation of the causal tree algorithm is
usually not suitable for large traffic networks with limited
time and memory.

In summary, relatively few studies have focused on the pre-
diction of congestion patterns in busy traffic zones. The con-
gestion pattern of a busy traffic zone is related to the traffic
state of the upstream links. This paper makes full use of a

2391



IEEE Access

T. Sun et al.: Congestion Pattern Prediction for a Busy Traffic Zone Based on the HMM

large number of floating vehicle traffic data to record the
historical traffic state of the upstream links and the traffic con-
gestion pattern of a busy traffic zone. Specifically, a dynamic
prediction model for the traffic flow state is established based
on the hidden Markov model (HMM). The hidden relation-
ships between these state variables of the road, combined with
the input current traffic data of the upstream links, are used to
predict the short-term congestion patterns for the area in the
future.

Il. VARIABLE DEFINITIONS

TABLE 1. Variable definitions.

Symbol Definition
g GPS sampling interval
t is the travel time from the upstream collection point
; to the congestion point of the busy traffic zone. It is also
the smallest time unit used to calculate the average
running speed and traffic state variables
T State sequence length for HMM
v The average speed of the upstream links during the i-th
! time period
The traffic state of the r-th (€ R) link in a busy traffic
L zone at the i-th time period, the value rangeis { | , Il , and
" [II}. R is the set of all links in the area. The traffic state of
R-related zone at the i-th time period is set as L,
s Hidden state sequences, in which the hidden state of
the i-th time period is s,
0 Observation state sequences, in which the observation
state of the i-th time period is o,
X Hidden state set. Suppose there are N hidden states,
the i-th (i < N) state is denoted as x;
Observation state set. Suppose there are M
Y observation states, the i-th (i < M) states is denoted

as y;

Ill. THE DETERMINATION OF ZONE BOUNDARY AND THE
UPSTREAM DATA COLLECTION POINTS
Regarding the acquisition of a busy traffic zone boundary
or the delineation of a busy traffic zone, firstly, we locate
the areas of hospitals, schools, and commercial centers that
often suffer from congestion. When two or more links exist
synchronous congestion each workday, it means there may
be a busy traffic zone in this area. Then, observe the number
of congestion times in each link of this traffic sensitive area
based on historical peak hour data, and thus the conges-
tion probability for each link can be calculated. For those
links whose probability is close to 0, we do not consider
them as congested links. But for links where congestion
occurs frequently, we envelop them to form the busy traffic
zone.

The upstream traffic volume can reach the central conges-
tion point of the busy traffic zone after a certain period of
time ¢. Theoretically, it is feasible to use time ¢ to obtain
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the upstream data collection points. Once the upstream data
collection points are determined, the links corresponding to
these collection points are used to collect trajectory points.
The link speed equals to the average value of instantaneous
speeds from these trajectories. It is worth noting that the link
speed mentioned in this paper is acquired by considering
the trajectory points both in the road link and downstream
neighbor intersection during a certain time interval, so that
the average speed of all vehicles on the link can be determined
more objectively.

The travel time ¢ is a given input value, and it is set to
be equal to the state duration of the HMM and the model
prediction duration. Since this value is not a resolved one,
the core of determining upstream data collection points lies
in how to calculate the travel distance according to the dura-
tion 7. This distance is from the upstream data collection
point to the congestion point. Because the travel speed of the
vehicle is affected by many factors and becomes unstable,
it is very difficult to solve the travel distance or determine
the upstream data collection points in real time. In order to
improve the practical operability of the engineering problem,
we provide the travel speed of each link during a specific
large time period of historical dates in advance. This link
speed is the average value of instantaneous speeds from all
valid trajectory points during that time period. If we obtain
the link speed, then the travel time of each link is obtained
indirectly according to the formula of distance divided by the
speed. Therefore, it is easy to obtain the specific location of
the upstream data collection point according to the shortest
path, based on the calculated link travel time and prediction
duration 7.

In addition, we want to mention the relationship between
the determination of upstream data collection points and the
volatility of vehicle travel time. It is undoubtedly the traffic
characteristic values will fluctuate under the influence of
downstream dynamic flow, signal timing and other factors.
If we want to estimate the traffic characteristic values accu-
rately, it is necessary to reproduce the future short-term vehi-
cle state by dynamic traffic assignment, simulation and other
technologies. This kind of prediction issue is difficult, and
its prediction accuracy and efficiency require independent
analysis through special research. Therefore, this paper does
not make an overly detailed analysis of this content in the
determination of the upstream collection points. We estimate
the travel time in a specific large time period of historical
dates. This is actually a quasi-dynamic idea, and the result
will be close to the real situation. Moreover, the upstream data
collection point only needs to be located on a certain link, and
its fault tolerance is very high. A small error of the travel time
estimation has little effect on the link search. Even if there is a
slight impact, the internal parameter calibration of the HMM
will reduce this impact and will not cause major changes to
the prediction results of zone congestion pattern.

Once the upstream data collection points are got, we could
draw the isochronous boundary by connecting them. Figure 2
is a schematic diagram of the location search for the upstream
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FIGURE 2. Isochronous boundary and upstream traffic state collection point

determination.

traffic state collection points corresponding to the two types
of busy traffic zones.

IV. MOLDELING

A. DISCRETIZATION OF THE OBSERVATION STATE

After collecting the vehicle speeds of upstream link corre-
sponding to each collection point, we could process them
into the average speed V; by the average aggregation method.
However, the average speed is a continuous value, so it is nec-
essary to discretize the average speed to make it be used for
the observation state variable of the HMM. This paper uses a
more detailed observation state to estimate the hidden state,
in which the vehicle speed is divided into 9 discrete values
during the discretization operation. According to the traffic
analysis report of major cities in China released by Auto Navi
Map, the average all-day vehicle speed in Chinese cities is
mostly distributed below 40 km/h. Therefore, we conduct the
discretization work as follows. If average speed V; of the
upstream links is no more than 40 km/h within the i-th time
interval, then the discretization value is [V,- / 5 ] , one exception
is that the discrete value is equal to 1 when V; = 0. If the
vehicle speed is greater than 40 km/h, then it is uniformly
discretized to 9. Therefore, the formula of the observation
state value is as follows:

1 Vi=0
observation state value = { [v;/5] 0 < V; <40 D
5 Vi > 40

B. DISCRETIZATION OF THE HIDDEN STATE

The congestion pattern of a busy traffic zone is represented
by the combination form of all the internal links’ congestion
states. So, the definition of link’s congestion state should be
the primary consideration.

As to the definition of traffic congestion state for road, it is
related to the studied scenario. Indexes such as vehicle delay,
queue length, are usually used under the condition of inter-
section. Travel speed is more often used to judge road link
congestion. Even if using the same index, the threshold values
for congestion judgement are varied in different countries.
They are determined by the limit speed, travel environment,
driving behavior, etc. In the following content, we could take
the Chinese congestion classification standard as an example
to construct the formula of traffic congestion. For main roads:
Level I (vehicle speed > 30 km/h) indicates smooth travel
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on the link, Level II (30 km/h > vehicle speed > 15 km/h)
indicates slow travel on the link, and Level III (15 km/h >
vehicle speed) indicates congestion on the link. The conges-
tion state of the r-th link in a busy traffic zone at the i-th
period is expressed as L,;. Therefore, the formula of the traffic
congestion state of this link is designed as follows:

I V.;>30
Li={11 15<V,; <30 2)
m 0<V,;<I15

where the speed of the r-th link at the i-th period is V,;. Then,
the hidden state of the traffic busy zone at the i-th period is
set as follows:

IR|

Lpi=1+) (Ly—1)-3"~ 3)

r=1
where R is the set of all links in the area. Take Figure 3 as
an example, there are 3 congested links in the busy traffic
zone, and thus there are 33 (27) hidden states. According to
formula (3), various hidden states are labeled in Figure 3.

C. CONSTRUCTION OF THE HMM

The HMM is a time series model based on the Markov model.
It establishes the state transition mechanism of two types of
related variables to achieve a prediction. The model is widely
used to solve scientific problems in the fields of image pro-
cessing, speech recognition, pattern recognition and signal
processing. Recently, it has applications in short-term traffic
flow prediction, traffic jam situation recognition, and vehicle
trajectory prediction [32]-[37].

Since the upstream traffic state and congestion pattern in a
busy traffic zone are both random and correlated, the HMM’s
state transition matrix and observation probability matrix
are used to express these randomly associated features to
predict the varying trend in the hidden state of the congestion
pattern in the busy traffic zone in a short time. Assuming
the HMM = A, A is a tuple with the following five ele-
ments: A = (S, O, 1, A, B). In this paper, the HMM shown
in Figure 4 is constructed based on the information from these
five elements.

When the HMM = A, I, A, B are as follows:

DI = {m}(1 < i < N) is the initial hidden state
probability. 7r; is the probability when the hidden state s, is
equal to x; at time T = 2, where 7r; = P {sp = x;}.
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FIGURE 3. Hidden state (congestion pattern) classification.
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2) A = {aij} (1 < i,j < N) is the state transition To simplify the subsequent derivation process, the denom-

probability matrix. a;; is the transition probability when the
hidden state changes from s; (equals x; at time 7) to sy
(equals x; at time 7 + 1), where a;; = P(sy41 = Xj |57 = x;).

3)B = {bj(k)} (1 <j <N,1 <k <M)is the observation
probability matrix. b;(k) is the probability that the observable
state o, equals y; at time 7 assumes that the hidden state
sz+1 equals to x; at time T + 1, where bj(k) = P(o, =
Vi [Se41 = X))

Figure 4 shows the mapping relation between hidden and
observation state sequences in terms of temporal dimen-
sion. The observation state sequence is expressed as O =
(01,02, ..., 0r), and the hidden state sequence is expressed
as§ = (s1, 52, . . ., s7). This paper first estimates 7;, a;;, bj(k)
based on a large number of historical samples then combines
it with observation sequence O = (o1, 02, ..., or) to calcu-
late the probability of each hidden state in the T + 1 period
and selects the hidden state with the highest probability as the
predicted value of the congestion pattern. The probability of
hidden state x; appearing in period T + 1 is yr41().

P = i30 A
yr+1() = P(st+1 = x; |0, ) = (STJ;(OI);) A “4)
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inator and numerator of formula (4) are expressed as fol-
lows. Here, ar41(i) is defined as the forward probability.
The forward probability is the probability when observation
state sequence is (01, 02, . . ., or) and the hidden state is x; in
period T + 1.

P(st41 = %1, 02) = ar41() &)
N
POV =) ari() ©)

According to the principle of the forward algorithm,
the relationship between ar41(i) and ar(j) in the previous
period is established as follows:

or41(i) = [ZL UT(i)aji:| bior).i=1,2,....N (1)

Iterate forward step by step according to the above for-
mula to obtain the forward probability of period T = T,

T —1,...,2until T = 2, and the result of a»(7) is as follows:
az(i) = mibi(o1), i=1,2,...,N ()

Thus far, all intermediate variables yr41(i) in the cal-
culation can be back calculated based on the results of
equation (8).
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The value Y741 corresponds the most likely situation for
the hidden state sequence, where x; is the predicted hidden
state in period T + 1.

Yr+1 = max yr41() 9
xieX

V. EMPIRICAL ANALYSIS

A. DATA COLLECTION

The selected busy traffic zone is enclosed by the four roads
of Jiangdongnan Road, Rainbow South Road, Xingning
Road and Xinhe Road in Ningbo City. This area not only
has traffic generating sources such as hospitals, schools,
and residential areas but is also an important channel con-
necting the core functional areas of the city. It undertakes
much commuter traffic. According to the statistics, there are
more than 20,000 vehicles per day, and congestion often
occurs.

In the statistical analysis, the congested links in the study
area were mainly located around Li Huili Hospital. The
upper part of Figure 5 shows the change in congestion state
of the busy traffic zone every 6 mins during the period of
8:10-8:34 on a working day, in which the solid red lines
represents the congested links. There are at least three typ-
ical patterns of congestion in the hospital area, and there is
a mutual evolution process among these patterns. Conges-
tion occurs first in link 1. As congestion spreads upstream,
congestion occurs in links 2 and 3, and the area reaches
maximum congestion. In the lower left subgraph, the red
dotted lines represent the typical congestion propagation
direction.
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B. DATA SOURCES
The data used in this case is the original taxi trajectory data
located in the selected busy traffic zone and the upstream
data collection points. The sampling interval of the original
taxi trajectory data is 15 s. In addition, due to the frequent
congestion during peak hours, the data were collected mainly
during the peak hours of working days: 6:00-9:00 am and
3:00-6:00 pm (July and August 2019). The collected data
sequence is divided into two categories, in which 80% is used
to train the HMM to obtain the model parameters, and the
other 20% of the data is used to verify the effect of the model.

There are many anomalies and errors in the original taxi
GPS data. Lots of researches have conducted the data clean-
ing work for this kind of data (such as Sun eral. [38]).
We eliminated problem data according to the following
principles.

1) The distance from the GPS data to the centerline of the
nearest link is more than 30 m.

2) The single-point conversion speed of urban roads is
more than 100 km/h.

3) Under the influence of high buildings, tunnels, GPS
failures, etc., the trajectory data are lost and discontinuous.

4) Although the trajectory data are continuous, when the
continuous overlap time of the trajectory data is longer than
2 mins (general signal intersection maximum cycle) and
exceeds the normal parking time of an intersection, this
indicates that a taxi may be waiting for passengers, turning
on or off, or is temporarily out of service.

After the trajectory data cleaning is completed and the road
network is matched, a reasonable ¢ value can be designed
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by enumerating from small to large. Then according to the
t value, the average speed of all taxi trajectories on the links
can be calculated. If 7 is too small, many links have no taxi
trajectories within certain statistical time periods and thus
there is no speed value. For example, when analyzing taxi
data, it is found that when ¢ is set to 1 min, more than half of
the city links do not have taxi trajectory data during certain
periods within the peak period. When ¢ is increased to 2 mins,
the speed of most links becomes more regular, but there are
still some links with fewer taxis, and the speeds of the vehicles
fluctuate greatly and are disordered in various periods (as
shown on the left of Figure 6). If ¢ is increased to 10 mins,
the speed loss rate on the road is reduced and the speed is
more stable, smooth and orderly, as shown on the right of
Figure 6. However, since both the prediction time span and
the traffic state time interval are set with ¢, a long ¢ would
increase the uncertainty of the upstream and downstream
traffic flows and thus increase the prediction error, which is
not conducive to the realization of the short-term prediction
function. In this case, the upper limit of ¢ is set to 6 mins.
In view of the large traffic volume in the studied busy traffic
zone and the dense GPS data from taxis, the lower limit of ¢ is
set to 2 mins, which allows for the accurate collection of real-
time vehicle speed data on most links. In addition, the vehicle
speed is supplemented by interpolation for situations in which
data are still missing.
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C. POSITION DETERMINATION OF THE UPSTREAM DATA
COLLECTION POINTS

First determine the data collection points of the upstream
links. Then, determine the reachable range boundary. This
reachable range is formed by connecting the upstream data
collection points. Finally, calculate the speed of the links
where the upstream data collection points are located, and
determine the speed state sequence.

Figure 7 shows the positions of the upstream data collec-
tion points at three different prediction time spans ¢ (2 mins,
4 mins, 6 mins) during the morning peak period. Each inter-
section in the busy traffic zone is taken as the end point
of travel, framing three types of equal-time driving reach-
able range boundaries (marked by dotted lines in Figure 7).
It is necessary to remove the invalid collection points and
keep only the valid collection points in the set of all col-
lection points. Among them, the invalid collection points
refer to the collection points whose traffic flow direction is
opposite to the direction of the road congestion in the zone
(marked by white dots in Figure 7). Finally, the remain-
ing valid collection points are marked with black dots. The
vehicle speed on the links where the upstream collecting
point is located is collected. Then, the average vehicle speed
is obtained. Therefore, the vehicle speed state sequence of
the upstream links is formed as the observation state input
of HMM.
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21 0 0 0 00333 0 00333 0 0 0 01333 01333 06000 0 00667 0 0 0
3 0 0 0 0 0250 0 0 0 0 0 05000 0 02500 0 0 0 0
24 0 0 0 0 00667 0 0 00667 0 0 0 0 0 04000 0 00667 04000
25 0 0 0 0 0 0250 0 0 0 02500 0 0 0 0 02500 02500 0
2 00370 0 0 00370 0 0 00370 00370 0 0 0 0 0 0 0 03704 04815
7 00435 0 0 00217 00217 0 00217 0.0435 00435 0 0 0 00217 01304 00435 01957 04130

FIGURE 8. Transition probability matrix for morning peak periods under condition t=2.

D. HIDDEN MARKOV INPUT PARAMETER STATISTICS

In this paper, observation state sequence O and hidden state
sequence S of the congestion pattern in the busy traffic zone
of Figure 3 are taken as input, and the model parameters
are statistically obtained. The obtained parameters mainly
include the value of a;; in state transition matrix A and the
value of bj(k) in observation probability matrix B. This arti-
cle defines a total of 27 congestion patterns in the study
area (the busy traffic zone), and thus matrix A should be a
27 * 27 matrix. It is necessary to eliminate 10 patterns (4, 5,
6,7, 8,9, 13, 15, 16, 22) that never statistically appeared.
The result of the transition probability among the remaining
17 congestion patterns under a specific prediction scenario is
shown in Figure 8.

For a specific scenario where state time unit ¢ is 2 mins,
Figure 8 shows the state transition matrix and its element
acquisition. The state transition matrix shows that the con-
gestion pattern of the busy traffic zone can evolve to any
possible pattern with a certain probability. Under normal
circumstances, the probability value on the diagonal is the
largest. This indicates that in reality, the congestion pattern
in the busy traffic zone will generally remain for a period
of time before transferring. At the same time, other transfer
phenomena of congestion patterns are consistent with the
real-world observations. For example, except for the possibil-
ity of maintaining the current pattern, pattern 1 is most likely
to evolve to pattern 10 with a probability of 9.58%. Pattern
10 may evolve to pattern 1 with a probability of 12.06% or
continue to evolve to pattern 19 with a probability of 11.47%.

Figure 9 shows the observation probability matrix and
its element acquisition in a specific scenario. The observa-
tion probability matrix represents the transition probability
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FIGURE 9. Observation probability matrix and element acquisition.

between the congestion pattern of the busy traffic zone and
the speed state of the upstream links. Figure 9 shows that the
speed state distribution in the upstream link is concentrated
at 5, 6, and 7; that is, the road speed is concentrated at
20 km/h ~ 35 km/h. In addition, congestion pattern 1 of the
observation probability matrix (a form in which the travel on
all the three links are smooth) corresponds more to higher
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TABLE 2. Comparison of the HMM with other method.

Working day

Sequence Time unit ¢ Morning peak Evening peak Average
lengths (omin) HMM ARIMA HMM HMM ARIMA

(%) (%) (%) ARIMACY ) (%)

2 75.9 76.1 71.1 74.4 73.5 753

2 4 69.1 733 67.1 72.6 68.1 73.0

6 62.5 71.7 63.8 70.1 63.1 70.9

2 82.1 774 78.9 75.6 80.5 76.5

3 4 78.2 752 743 733 76.3 743

6 72.1 73.8 67.3 712 69.7 72.5

2 834 77.5 79.3 76.5 81.4 77.0

4 4 82.0 753 74.9 74.9 78.5 75.1

6 76.0 742 726 728 743 735

2 834 77.5 81.3 76.5 824 77.0

5 4 823 75.5 794 74.9 80.9 75.2

6 77.2 743 76.6 73.0 76.9 73.7

2 834 77.6 81.2 76.6 82.3 77.1

6 4 82.2 75.6 793 75.0 80.8 753

6 77.2 74.5 76.5 73.1 76.9 73.8

speed states 8 and 9. This situation occurs more frequently
in the period before 7 o’clock. It is the time very close to the
beginning of congestion. The vehicles are fewer and vehicle
speed is relatively fast, and the traffic is smooth in the busy
traffic zone.

E. RESULTS AND DISCUSSIONS

To evaluate the effect of the congestion pattern prediction
in the busy traffic zone, this article uses accuracy as the
evaluation index as follows:

precision = UC/Uq (10)

In formula (10), U, is the number of accurate predictions,
and U, is the number of total predictions.

Figure 10 compares the accuracy of the HMM with three
time units t (2 mins, 4 mins, 6 mins) combined with different
predicted sequence lengths T (2-6).

In Figure 10, as the length of the prediction sequence
increases, the prediction accuracy increases continuously,
while the degree of increase decreases and gradually sta-
bilizes. Longer prediction sequence length contains more
information about the evolution of the traffic state. So the
prediction of traffic state will be more accurate. But the earlier
information in the sequence has very little impact on the
subsequent traffic state. When the prediction sequence length
reaches 4, the accuracy rate is already high, and there is
very little change of accuracy if it still increases. In addition,
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FIGURE 10. Prediction accuracy of the various prediction sequence

lengths.

a small time unit ¢ indicates that the upstream boundary is
close to the core point of the congested area and the prediction
accuracy will be high. In particular, when the time unit ¢
decreases from 6 mins to 4 mins, the prediction accuracy rate
increases sharply.

Table 2 shows the prediction accuracy of two time series
models (HMM and ARIMA) as a function of 7' and ¢. Among
them, the ARIMA model is a traditional regression prediction
model and only uses the historical data of the target link to
predict the speed.
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According to the prediction results of the two types of
models, they show a common feature: as the length of the
prediction sequence increases or the time unit decreases,
the prediction accuracy rate would increase. However, their
change speeds are different. When the length of the prediction
sequence and the time unit change, the prediction accuracy of
the ARIMA model basically does not change significantly,
but the prediction accuracy of the HMM is very sensitive.
When T is 2, the ARIMA model has higher prediction accu-
racy than the HMM, because the prediction sequence length is
relatively short and contains less historical information. How-
ever, when T increases to 3, the prediction accuracy of the
HMM in condition of short time unit performs better. When
T is larger than 3, the prediction accuracy of the HMM model
is 4.9% higher than the ARIMA model in average. In general,
the HMM has the best prediction accuracy of 83.4% and 80%
during morning and afternoon peaks respectively, which is
5.8% and 4% better than the best prediction accuracy rate of
ARIMA model in these two cases.

According to the above data analysis, we know the HMM
has a higher prediction accuracy rate, compared with the
ARIMA model. The reason is that the HMM could con-
sider the temporal and spatial characteristics, and take full
advantage of the historical traffic information which con-
taining these characteristics. In order to use more historical
traffic information, a note is that we should set the sequence
length (T') as a number larger than 3. As the length of the
prediction sequence increases, the recorded historical infor-
mation also increases. In these conditions, the HMM can
obtain a stable and high accuracy rate.

VIi. SUMMARY AND CONCLUSION

This paper uses the taxi trajectory data from Ningbo City
to propose a method based on the hidden Markov model
and uses the speed of the upstream links to predict the con-
gestion pattern in the busy traffic zone. First, the trajectory
data of taxis are processed and trained. Then establish the
state transition matrix to simulate the random change of
congestion patterns in the busy traffic zone. At the same time,
consider the influence of the upstream traffic state to create
the observation probability matrix. At last, utilize the above
two matrixes and HMM model to achieve the prediction of
congestion pattern in the busy traffic zone.

It can be seen from the case analysis results that the pre-
diction accuracy of this method is better than that of the tradi-
tional ARIMA model. Although the prediction accuracy rate
is slightly lower than the ARIMA model when the sequence
length is small (less traffic information), with an increase in
the sequence length, the prediction accuracy rate increases
rapidly. In this case, the prediction accuracy rate of the HMM
outperforms that of the ARIMA model and maintains a high
prediction accuracy rate. With the extension of the state time
unit, even though the prediction accuracy of both models
has decreased, the prediction accuracy of the HMM remains
higher than that of the ARIMA model.
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The proposed HMM can help traffic management agencies
adopt an active traffic management strategy. For example,
to predict the future congestion pattern in a short period of
time by collecting the dynamic speed of the upstream links
of the congestion area, traffic management and dredging can
be carried out in advance to prevent urban congestion.

Regarding the case in this paper, there are many phenom-
ena of state transitions to itself. We would try to adopt an
improved method named S-HMM in the future, which may be
able to effectively avoid degradation problem. Once obtaining
more sufficient data, we could further try some deep learning
methods such as LSTM to predict the traffic state of a busy
traffic zone.
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