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ABSTRACT In order to ensure the reliability and stability of the manufacturing process, tool wear state
should be realized real-time and accurate monitoring. This paper proposes a tool wear state recognize and
predictive framework model based on Stacking Sparse De-noising Auto-Encoder (SSDAE), the Particle
Swarm Optimization (PSO) and the Least Squares Support Vector Machine (LSSVM). The Stacking Sparse
De-noising Auto-Encoder (SSDAE) technique is utilized to realize multi-feature signal dimension reduction
with the aim of improving the prediction accuracy, which reduces the dependence on the prior knowledge
of feature selection and greatly improves the modeling efficiency. PSO technique is helpful for adaptive
optimization of kernel parameters, which greatly improved computing power and LSSVMmodel prediction
accuracy. A dataset from a real machining process is utilized to verify the effectiveness of proposed model in
improving the prediction accuracy. The experimental results show that a high correlation coefficient greater
than 0.95 is used to extract feature vector from time domain, frequency domain and time-frequency domain
three directions, and the proposed SSDAE-PSO-LSSVM model performs better than Partial Least Squares
Regression (PLSR), Back Propagation Neural Network (BPNN) and Extreme Learning Machine (ELM) in
terms of prediction accuracy.

INDEX TERMS Tool condition monitoring, deep learning, SSDAE, feature fusion, PSO-LSSVM algorithm.

I. INTRODUCTION
Tool wear state is considered as a crucial factor to ensure
the reliability and stability of the manufacturing process.
However, tool wear is the bane of manufacturing users due to
its ubiquity in machining processes caused by the inevitable
frictions between tool edges and workpieces. According to
previous studies, the cost of maintenance performed to lessen
the influence of tool failure can range from 15 to 40% of
the cost of goods produced [1]. In modern manufacturing
systems, tool failure results in up to 20% downtime, prescrib-
ing a tremendous loss of productivity and profits [2]. Thus,
real-time and accurate assessment of tool wear status can not
only reduce production costs, but also effectively improve
machining tool utilization rates. The tool wear state must be
accurately predicted to guarantee adequate replacement and
maintenance.
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With the development of sensing techniques, by the fused
information of indirect measurements (e.g. current, power,
cutting force, vibration, and acoustic emission, etc.) gen-
erate in the machining process, many efforts have been
devoted to the measurement of indirect indicators which
can conceal tool wear. In recent decades, many artificial
intelligence methodologies have been widely used for tool
wear monitoring in manufacturing and processing base on
these indirect indicators. Commonly used artificial intelli-
gence algorithms (shallow-layer learning model) for tool
wear monitoring, such as artificial neural networks (ANN),
hidden Markov model (HMM) and support vector machines
(SVM), etc [3]. Yen et al. [4] applied a self-organization
featuremap (SOM) neural network (NN) to acoustic emission
(AE) signal-based tool wear monitoring for a micro-milling
process. Karali P et al. [5] proposed an approach based on
the mean square root(MSR) of wavelet packet coefficients
captured from AE signals and an ANN model for tool wear
monitoring and indicated that MSR values of the wavelet
coefficients show a positive correlation to increasing drill
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wear. Ertunc et al. [6] selected HMM for the identification
of tool wear state based on the measurement of cutting force
and power signals. Benkedjouh et al. [7] applied two non-
linear feature dimension-reduction techniques to SVM for
tool wear state monitoring and predicting. Dutta et al. [8]
utilized e-support vector regression (e-SVR) to realize tool
flank wear prediction; it was shown that the texture features
obtained from the turned surface images, with a 4.9% max-
imum predicted error. Zhang et al. [9] presented a tool wear
prediction model based on a least squares support vector
machine (LSSVM) for a ball-end milling tool and found
that the LSSVM based model performed better than the
ANN-based model in prediction accuracy. Although there
is clear evidence from the above literature that the feature
identification followed by artificial intelligence algorithms
(shallow-layer learning model) has been successfully applied
in tool wear prediction and monitoring. However, the above-
mentioned researches not only need the measurement of indi-
rect indicators, but also need complex feature extraction and
selection based on prior knowledge. In addition, manual fea-
ture extraction often causes some loss of the original signal,
which lowers sensitivity of the extracted features. Therefore,
it is necessary to utilize adaptive features mining instead of
manually features extraction for tool wear recognition.

Compared to traditional machine learning and intelligent
system methods, deep learning model has huge advantages
in data processing scale, non-linear ability, and conver-
gence. It can effectively avoid the limitation of artificial
feature extraction and obtain high monitoring accuracy and
good generalization performance. The significant difference
between deep learning and traditional machine learning
methods is that the former can adaptively learn valuable
features from raw data. In other words, deep learning mod-
els can get rid of the dependence on the prior knowledge
about advanced signal processing techniques and domain
experts [10].

Deep learning was first proposed in 2006 when an article
written by Hinton published in Science [11]. With the advent
of big data era, deep learning has becoming a hot spot in
the field of artificial intelligence, and it has achieved much
progress in the field of image recognition, speech recognition,
natural language processing and so on [12]–[14]. In the last
three years, artificial intelligence methodologies depend on
deep learning have been developed and applied in fault diag-
nosis and life prediction. Various deep learning models can
be divided into three main types [15]: Stacked Auto-Encoder
Network (SAE) [16], [17], deep belief networks (DBN) [18],
[19] and convolution neural network (CNN) [20], [21].
Sannino G et al. [22] present a Deep Neural Network
(DNN) for the heartbeat classification by using Tensor Flow
and Google deep learning library. Sherin MM. [23] used
Restricted Boltzmann Machine (RBM) and DBN for the
classification of single-lead electrocardiogram (ECG) sig-
nals. Vincent P et al. [24] explored an original strategy for
building deep networks based on stacking denoising auto-
encoder (SDAE) and clearly established the value of using

a denoising criterion. Song K et al. [25] proposed network
uses the deep convolutional neural network (DCNN) model
to extract features from the spindle current clutter signal
(SCCS) as thewear state ofmilling cutter classification index.
Chen et al. [26] used deep belief network (DBN) to predict
the flank wear of a cutting tool and the result was shown
that the performance of the DBN have the absolutely advan-
tage compared with the performances of ANNs and SVR in
terms of the mean-squared error (MSE). The aforementioned
literatures demonstrate that SDAE is easy to train and it
is a purely unsupervised feature learning model, besides,
it is also a promising tool for handling massive amounts of
data. Although SDAE have been gradually applied in the
intelligent manufacturing industry, few studies have focused
on their application in tool condition monitoring, particularly
using fusion data collected from multiple sensors.

This paper aims to propose a novel method for automatic
and accurate identification of tool wear state by recurring
to SSDAE and PSO-LSSVM. First, fast Fourier transform
(FFT) and wavelet transform (WT) is used to preprocess the
collected vibration data for creating an initial data set. The
process noise data and redundancy data are bound to appear in
the extracted signal features which will affect the prediction
accuracy of LSSVR, Pearson correlation coefficient method
is employed to correlate the high-layer features to the tool
wear from time domain (TD), frequency domain (FD) and
time-frequency domain (TFD) three directions. Then, the
SSDAE technique is utilized to realize multi-feature signal
dimension reduction with the aim of improving the prediction
accuracy, which reduces the dependence on the prior knowl-
edge of feature selection and greatly improves the modeling
efficiency. Finally, a PSO-LSSVM model is established with
the aim of improving optimization performance and conver-
gence speed. Besides, the comparison between PSO-LSSVR
and the traditional methods such as PLS, ANN and SVM
will also be carried out to further show the advantages of
PSO-LSSVM in tool wear prediction.

The rest of this paper is organized as follows. Section II
introduces the background theory on SSDAE and the
LSSVM. The proposed modeling framework about tool wear
predictive model based on SSDAE and PSO-LSSVR is
detailed in Section III. Analysis of the presented model and
the experimental results are discussed in Section IV. Finally,
the conclusions are summarized in Section V.

II. BACKGROUNDS
A. STACKING SPARSE DE-NOISING AUTO-ENCODER
1) AUTO-ENCODER
Stack de-nosing auto-encoder (SDAE) is widely accepted as
the main deep learning methods. In essence, AE network is
a one of unsupervised learning domains, and its goal is to
reconstruct the input signal. The error of the input signal and
the reconstructed signal is the error of the whole network.
According to the principle of error back propagation, the net-
work can be trained to reproduce the input signal as much as
possible. What is ultimately needed is the eigenvectors of the
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FIGURE 1. Network structure of AE.

compressed hidden layer of dimensions. Network structure of
AE as shown in FIGURE.1.

The AE network can be divided into two parts: coding
network and decoding network. For the coding network,
{xn| n = 1, 2, . . . , n} denotes the sample data set that training
for the AE network, the encoding network process from the
input layer to the hidden layer can be expressed by Eq. (1)

hn = fθ1(xn) = σ (w1xn + b1) (1)

where x and σ denote the original input and activation func-
tion, θ1 = {ω1, b1} represents the parameter set of the encod-
ing network, h denote the hidden feature, ω1 is the weight
matrix and b1 is the bias vector.

The decoding network process from the hidden layer to the
output layer can be expressed by Eq. (2).

x̂n = gθ2 (h
n) = σ (w2hn + b2) (2)

where σ denote sparse representation of the sample; θ2 =
{ω2, b2} represents the parameter set of the decoding network,
ω2 is the weight matrix and b2 is the bias vector.

The goal of the AE network is to find the final recon-
structed data set as close as possible to the original input,
in other words, optimal parameters θ = {ω1, b1, ω2, b2}
are obtained to enable the output to be equal to the input
data. The training process of AE network is to minimize the
reconstruction error loss function L = {ω1, b1, ω2, b2} . The
reconstruction error loss function of AE can be expressed as:

L (ω1, b1, ω2, b2) =
[
1
n

∑
n
i=1J

(
x(i), x̂(i)

)]
+
λ

2

∑
nl−1
l=1

×

∑
sl
i=1

∑
sl+1
j=1

(
W (l)
ij

)2
(3)

J
(
x(i), x̂(i)

)
=

1
2

∥∥∥x(i) − x̂(i)
∥∥∥2 = 1

2

∥∥∥x(i)
− σ

(
w2 · σ (w1x(i) + b1)+b2

)∥∥∥2 (4)

As shown in Eq. (4), J
(
x(i), x̂(i)

)
stands for the mean

square error (MSE) between x(i) and x̂(i). In Eq. (3), x(i) and
x̂(i) represent the input vector and sparse representation of
the ith samples, second item is the regularization constraint
item, which is used to prevent over fitting and local mini-
mum. When the second term is too large, it is hard to keep
sparse; when the second item is very close to 0, the penalty is
too strong; it is difficult to get the eigenvector of complete
information. In generally, this item set value 0.05, a more
appropriate result can be obtained. In order to punish those
neurons with high activity, suppress their expression and
finally realize the sparse structure of the whole hidden layer.
The actual activation is adjusted by using KL divergence, as
shown in the Eq. (5).

KL(ρ||ρj) = ρ × log
ρ

ρj
+ (1− ρ)× log

ρ

ρj
(5)

where ρ and ρ denote the sparsity parameter of the hidden
layer and mean activation, they are similar to the second item
in Eq. (3).

Finally, the reconstruction error loss function of SAE can
be expressed as

JSAE (θ ) = min
θ,θ ′,β,ρ

[
L(xm, g)+ β

m∑
i=1

KL(ρ‖ ρ̂j)

]
(6)

2) DE-NOISING AUTO-ENCODER
The existence of noise is inevitable in signal acquisition,
which puts forward higher requirements for feature extrac-
tion. If the test data set containing noise is used to test the
network, the input data itself is not subject to the original data
distribution. Due to the above factor, the features obtained by
AE method may be unreliable. In order to solve the problem
of data deviation caused by noise, de-noising auto-encoder
network (DAE) was designed, which is to add noises to the
training data on the basis of the Auto-encoder.

The random noise xn will be added in the sample by the qD
distribution, as shown in the Eq. (7)

x̃ ∼ qD (̃x|x) (7)

where x̃ denotes the corrupted form of x by adding random
noise and is achieved by stochastic mapping qD (̃x|x).
Differ from the traditional auto-encoder network; DAE

uses the eigenvectors containing noise in the training process.
In DAE method, we add random noise into the training sam-
ples. DAE must learn to remove noise in order to obtain input
characteristics which are not contaminated by noises. There-
fore, the generalization ability has a significant enhancement
and the robustness of feature expression can be improved.

3) STACKED AUTO-ENCODER
Traditional auto-encoder are generally divided into three sim-
ple layers; however, the learning ability is limited when deal-
ing with dimension reduction problems of high-dimensional
eigenvectors. Stacked auto-encoder (SAE) is stacked bymany
DAEs, which depend on multiple hidden layer stacks, can
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FIGURE 2. Network structure of SDAE.

handle more abstract and complex tasks and effectively
achieves the objective of deep learning.

When the number of hidden layers is greater than 1, the
auto-coder is treated as a deep structure, which is called
SAE. The training of SAE network is shown in FIGURE. 2:
(1) Input the initial data, train DAE1 network and gets feature
encoding according to the unsupervised training method; (2)
The hidden layer output of the first layer of the automatic
encoder is taken as the input data of the second layer of the
AE, and the second layer of the AE is trained in the sameway;
(3) Repeat the second step until you have completed all of the
AE training; (4) Training the DAEn network and get the final
feature encoding, the output of the hidden layer is taken as
the final dimension reduction feature.

B. THE PARTICLE SWARM OPTIMIZATION ALGORITHM
The particle swarm optimization (PSO) is an evolu-
tionary optimization algorithm, where a population of
particles or proposed solutions evolves by each iteration,
moving towards the optimal solution of the problem. Instead
of having crossover and mutation as in genetic algorithms,
PSO follows the optimal particle in the solution space for
searching. Compared with genetic algorithms, PSO has the
advantage of being simple and easy to implement without
many adjusting parameters.

The algorithm updates the positions and the velocities of
the particles following the equations

vk+1i = βvki + c1r1
(
pbest − ski

)
+ c2r2

(
gbest − ski

)
(8)

sk+1i = ski + s
k+1
i (9)

where vi = (vi1, vi2, . . . , vid ) and si = (si1, si2, . . . , sid )
are the velocity and position of particle; k is the number of

iterations, and β is the inertia Weight; d is the total number
of particles; r1 and r2 denote the random numbers distributed
uniformly in the interval [0, 1]; c1, c2 denote the learning fac-
tor; pbest = (pi1, pi2, . . . , pid ) represents the optimal position
found by the ith particle search (optimal solution); gbest =
(g1, g2, . . . , gd ) denotes the optimal location of group search
(optimal solution).

C. LEAST SQUARES SUPPORT VECTOR REGRESSION
SVM is a machine-learning tool and especially useful for
the classification and prediction with small sample cases.
SVM is typically used to estimate the relationship between
input and output variables. Instead of solving the complex
quadratic problems as in SVM, LSSVR training only obtains
the solutions of a set of linear equations.
P = {(xi, yi), i = 1, 2 . . . n} is the given training set where

xi ∈ Rn, yi ∈ R. The following regression model can be
constructed by using non-linear mapping function ϕ(·)

f (x) = ωTϕ(x)+ b (10)

where ω, b are the weight vector and the bias term. The
objective optimization function of LSSVR algorithm is given
as follows:min

1
2
ωT
· ω +

1
2
λ

n∑
i=1

ξ2i

s.t. yi = ωTφ(x)+ b+ ξi, i = 1, 2 . . . n

(11)

where λ denotes penalty coefficient, ξ is the error variance.
To solve this optimization problem, by introducing Lagrange
multipliers α. Lagrange function is constructed as

L(ω, b, α, ξ ) =
1
2
ωT
· ω +

1
2
λ

n∑
i=1

ξ2i

+

n∑
i=1

αi[ωTϕ(x)+ b+ ξi − yi] (12)

The solution of Eq. (7) can be obtained by partially differ-
entiating with respect to ω, b, ξi and αi

∂L
∂ω
= 0→ ω =

n∑
i=1

αiϕ(xi)

∂L
∂b
= 0→

n∑
i=1

αi = 0

∂L
∂ξi
= 0→ αi = γ ξi

∂L
∂αi
= 0→ ωTϕ(x)+ b+ ξi − yi = 0

(13)

The Eq. (10) - (13) can be rewritten as[
0 ST

S K + γ−1E

] [
b
α

]
=

[
0
Y

]
(14)

where y = (y1, y2 . . . yn)T; α = (α1, α2 . . . αn)T ; i, j =
1, 2 . . . n, k

(
xi, xj

)
is the non-linear kernel function, by

VOLUME 9, 2021 1619



Y. Xie et al.: Tool Wear Status Recognition and Prediction Model of Milling Cutter Based on Deep Learning

FIGURE 3. Tool wear predictive model based on SSDAE and PSO-LSSVM.

introducing kernel parameter σ , the expression is given as
follow:

k(xi, xj) = exp
(
−

1
2σ 2 ||xi − xj||

2
)

(15)

Finally, the resulting LSSVM model can be expressed as:

f (x) =
n∑
i=1

αik(xi, xj)+ b (16)

III. TOOL WEAR PREDICTIVE MODEL BASED
ON SSDAE AND PSO-LSSM
This work aims at real-timely and accurately monitoring the
tool wear in machining process by utilizing the proposed
SSDRE technique and the PSO-LSSVM model. It is well
known that the raw monitoring signals cannot be adopted
directly as the inputs of LSSVM due to the existing of noise
and other components. In this paper, the original vibration
signal is extracted from three directions: TD, FD, TFD; Pear-
son correlation coefficient method is used to determine the
correlation between the characteristic quantities and the tool
wear. Then, SSDAE as dimension-reduction technique have
been used to remove noises and enhance the computational
efficiency. Finally, the feature vectors after dimension reduc-
tion can be input into LSSVM the training data set, in the
meantime,the radial basis kernel function σ and the penalty
factor λ in LSSVM are optimized by PSO algorithm. The
complete process for the tool wear predictive model based
on SSDAN and PSO-LSSVM is illustrated in FIGURE. 3.

A. FEATURE EXTRACTION AND CORRELATION ANALYSIS
Signal features need to be extracted from the raw vibration
signals, which can powerfully reflect the change of tool
wear in machining process. In this work, the raw vibration
signals obtain through the three-dimensional acceleration
sensor, and the signal features are extracted from TD, FD,
TFD three directions. Besides, the signal features that need
to be extracted are selected and determined according to the
wavelet packet technology.

TABLE 1. Mathematical equations of the extracted signal features.

Comprehensively compare the three aspects of signal anal-
ysis in time domain, frequency domain and time-frequency
domain, three characteristic parameters in time domain and
frequency domain were selected, totaling 18 characteristic
vectors. The TD, FD features as listed in Table 1 are extracted
from the original vibration signals, 6 wavelet-domain features
can be extracted from each vibration signal by recurring to
wavelet packet decomposition. The previous 32 frequency
band energy is used as the detection feature and altogether
96 signal features are obtained.

Pearson correlation coefficient method was used to calcu-
late the correlation between feature vectors and tool wear,
the formula is given as follow:

ρxy=
∑
n

(xn−x̄)(yn − ȳ)

/√∑
n

(xn − x̄)2
√∑

n

(yn − ȳ)2

(17)

where xn, yn are the nth of the column vectors X, Y; x̄, ȳ
are the mean value of the column vectors X, Y; ρxy is the
correlation coefficient, and the value range is between the
interval [−1, 1].

B. SSDAE
In general, dimension-reduction is a practical manner to
remove noises and enhance the computational efficiency.
In this work, the SSDAE technique is utilized to obtain the
dimension-reduction features to weaken the negative effects
of in-process noises.When the hidden layer number is greater
than 1, the DAE can be called a SSDAE, along with the
increase of the number of hidden layers generally can obtain
better dimension reduction effect, but at the same time,
the performance of ascension along with the number of iter-
ations and the training time of extended rapidly, and thus the
hidden layer with the best combination of time and precision
shall be selected as the final hidden layer of SSDAE.
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FIGURE 4. The flowchart of the PSO-LSSVM-based model.

C. PREDICTION MODEL
In this study, an LSSVM technique in combination with
the PSO approach has been implemented in order to pre-
dict the milling tool flank wear values. The flowchart of
the PSO-LSSVM-based model is shown in FIGURE.4. The
working procedures of the proposed model are as follows:
a. Prepare training samples and test samples by SSDAE,

then, initialize the parameters (the velocity and position
of particle) of the PSO algorithm.

b. Take the penalty coefficient λ and kernel parameter σ of
LSSVM as the two-dimensional coordinates of each par-

ticle. Set the mean relative wear error α = 1
N

N∑
i=1

∣∣∣ y(t)−ŷ(t)y(t)

∣∣∣
as the fitness function of PSO algorithm, where y(t) is
the actual measured value, ŷ(t) denotes the predicted wear
value, N represents the total number of predicted points.

c. By comparing fitness with self-optimal solution and
global optimal solution, update the best fitness.

d. According to the Eq.8, update the velocity and position of
particle.

e. Set the maximum number of iterations as the end con-
dition, the location of the optimal particle and its fitness
value are preserved. If not, return to step (b) to continue
the iteration

f. The particle position obtained by PSO algorithm as an
optimization parameter is substituted into LSSVR algo-
rithm, to recognition tool wear status by the model.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
This paper presents a tool wear predictive model based
on SSDAE and PSO-LSSVM. The experimental platform
used to verify the prediction model proposed in the pre-
vious section consists of a high-speed milling machine,

FIGURE 5. Experimental setup for tool wear.

TABLE 2. Experimental instruments and their types.

the experimental setup for tool wear is shown in FIGURE.5.
In this paper, data acquisition includes two parts: one is
online measurement of vibration signals; the other is offline
measurement of tool flank wear width.

A. EXPERIMENTAL INTRODUCTION
The vibration signals acquisition system that composed of
acceleration sensor and DAQ boards used to collect the vibra-
tion value in three directions during the milling process. The
related details of experimental instruments and their types are
given in Table2. The three-dimensional acceleration sensor
is installed between the work-piece and machining table to
record the vibration signals; the charge amplifier and data
acquisition card is used for data real-time collection and
transmission; tool flank wear width that adopted to quantify
the tool wear degree is measured by microscope offline.

The cutting tool material is high-speed steel, while the
work-piece material is stainless steel. The vibration signals
are collected at a sampling rate of 50 kHz by the DAQ board.
For a new tool insert, 315 cuts are carried out with the same
cutting condition and technological parameters. The machin-
ing parameters of these experiments are given with spindle
speed of 10,400 RPM, Feeding speed of 1555 mm/min, cut-
ting width of 0.125 mm, and cutting depth of 0.2 mm.

Each cutting process of ball end milling cutter is a 108mm
facing milling due to the same tool path, after each cutting,
the wear value of ball end milling cutter in three flutes was
measured by microscope, and the average wear value was
taken as the actual wear amount of ball endmilling cutter. The
validation data used in this article is from the PHM society
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FIGURE 6. Amplitudes of the raw vibration signal for the five states.

tool 2010 life prediction challenge, and amplitudes of the raw
vibration signal for the five states are shown in FIGURE.6.
From the FIGURE.6, the five wear stages commonly called
initial wear, slight wear, moderate wear, severe wear, and
worn-out. The initial wear stage and after severe wear stage
wear faster, the reason is that the initial cutter surface tissue
wear and temperature rise lead to the tool wear aggravation.
The normal wear stage that contains slight wear stage and
moderate wear stage gently grows due to cutting force on the
cutting surface is uniform and decreases.

B. EFFECTIVENESS OF MODEL
1) FEATURE EXTRACTION AND FUSION
Every 15 s, there are approximately 200,000 sampling signals
that can be recorded from the vibration sensors in X, Y, Z
direction. The sampling points are too hugeness to directly
recognize the relationship between the raw vibration sig-
nals and the tool wear by utilizing LSSVM. Therefore, it is
necessary to extract signal features from the raw vibration
signals, which can powerfully reflect the change of tool wear
in machining process.

According to the above mentioned, altogether 18+ 96 sig-
nal features can be extracted from time domain, frequency
domain and time-frequency domain three directions. After
introducing the correlation coefficient, the signal features in
three domains are reduced as follows:

(1). From the TD and FD: the correlation coefficient is
greater than 0.95. Finally, 6 feature vectors in the time domain
are extracted.

(2). From the TFD: the correlation coefficient is greater
than 0.97. Finally, 10 feature vectors in the time domain are
extracted.

At last, altogether 16 signal features can be extracted
and are adopted as the pre-fusion features of the
SSDAE-PSO-LSSVM. The tool wear curves of six feature
vectors (X, Y, Z Standard deviation (STD) and X, Y, Z
Root mean square (RMS)) in the time domain are drawn in
FIGURE.7. It can be seen from the figure that there is a strong
positive correlation between the feature vector and the wear
value due to the preliminary screening by Pearson correlation
coefficient method.

2) DIMENSION REDUCTION TECHNIQUES
In this paper, 16 feature vectors were screened out from
96 initial feature vectors, each of which can be used as the

FIGURE 7. (a) X, Y, Z Standard deviation and (b) X, Y, Z Root mean square.

input training sample. The 16 feature vectors are normalized
and integrated into a matrix of 16∗315 dimensions. Set the
parameters of sparse to 0.05 and the iteration times as 1000,
etc. SSDAE with different number of hidden layers are set up
and trained, the best time and precision of which are selected
as the final number of hidden layers of SSDAE.

SSDAE is a dimension-decrement technique and can
realize the reduction of feature dimension. The 16 feature
vectors screened are merged into a matrix of 16∗315, and
the dimensionality is finally reduced to 1∗315. On the one
hand, the dimension-decrement vector is guaranteed to be
consistent with the initial feature vector dimension, which is
more comparable as the input of the subsequent prediction
model. On the other hand, dimension-decrement can effec-
tively avoid the requirement of prior knowledge in the feature
selection process, and greatly improve the efficiency of fea-
ture modeling. The dimension-decrement interval is within a
moderate range; thus, choose 2-4 layers for the hidden layer.

In order to remove noises and enhance the computational
efficiency, this section test mean relative error (MRE) and
mean absolute error (MAE) of SSDAE and the training time
when the number of hidden layers of SSDAE is 2-4. The
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FIGURE 8. Different hidden layer training process and effect.

training process and effect as shown in FIGURE.8, when the
third-layer network structure is selected, the training time
rank second. At the same time, it can be found that with
the increase of training layers, the training time of SSDAE
will increase significantly. The MRE ratio of the predictive
indicators is optimized by 25% in layer 2 and is very close
to the minimum error of layer 4, the MAE of the third-layer
network structure is the smallest among the three hidden
layers. Considering the model accuracy and training time,
SSDAE with 3 hidden layers network structure is selected in
this paper.

3) PSO AND LS-SVM
As it has been previously pointed out, in order to optimize
the penalty coefficient λ and kernel parameter σ of LSSVM,
the PSO algorithm was proposed. After normalizing the
extracted feature vectors, the method in section II.C is used
for parameter optimization. Initialize the parameters of the
PSO algorithm as follow: number of particles i = 30; learning
factor c1 = 2, c2 = 2; maximum number of iterations
kmax = 200.
Finally, predicted results of the constructed LSSVM-based

tool wear recognition model for milling process by using the
fused features of SSDAE as shown in FIGURE.9, the hyper
parameters are optimized previously by using the PSO tech-
nique. The FIGURE.9a shows the results of PSO optimize
LSSVM classification model, and FIGURE.9b shows the
recognition effect of the proposed model, where sampling
classifications are as follow: 1, early tool wear (initial wear);
2, mid-term tool wear (slight wear and moderate wear); 3,
late-term tool wear (severe wear and worn-out). The best
penalty coefficient λ = 28.4031 and the best kernel param-
eter σ = 0.1 .The predicted tool wear of LSSVM well
coincide with the actual results, and the total tool wear
recognition rate is up to 97.2366%. The training dataset and
test dataset without SSDAE dimension reduction is adopted
to test and verify the predictive performance of LSSVM
and PSO-LSSVM. The total tool wear recognition rate is
89.2234% and 91.3461%, which is less effective than the

FIGURE 9. (a) The results of PSO optimize LSSVM and (b) PSO-LSVM
predicting results.

proposed model. Therefore, the effectiveness of SSDAE and
PSO technique in improved the performance of LSSVM is
intuitively reflected.

C. COMPARISON WITH OTHER METHODS
Predicted results of the constructed LSSVM-based tool wear
predictive model for milling process by using the fused fea-
tures of SSDAE as shown in FIGURE.9, the hyper parame-
ters were optimized previously by using the PSO technique.
The FIGURE.10a shows the comparison between the actual
tool wear in micrometers and the tool wear predicted using
LSSVM-based model, and FIGURE.10b shows the relative
error of the predicted model. The predicted tool wear of
LSSVR well coincide with the actual results, and the average
relative error is only reached 0.0021, and the average absolute
error is 0.3745 um. Therefore, the effectiveness of SSDAE
and PSO technique in improving the performance of LSSVM
is intuitively reflected.

To further show the superiority of LSSVM, the traditional
methods such as partial least squares regression (PLSR),
Back Propagation Neural Network (BPNN) and Extreme
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FIGURE 10. (a) The results of the predicted model and (b) The relative
error of the predicted model.

TABLE 3. Experimental results of different models for tool prediction.

Learning Machine (ELM) are also utilized to realize tool
wear prediction. The same training dataset and test dataset
in Section IV.B.1 is adopted to test and verify the predictive
performance of PLSR, BPNN and ELM. The number of
PLSR-constituent is set to 30. In the back propagation neural
network (BPNN), the number of hidden layer neurons was set
as 7, the number of iterations was set as 100, and the learning
rate was set as 0.1. The hidden layer neuron of ELM was set
as 20, and the activation function was set as sigmoid function.

The experimental results of different models are given
out in Table 3. BPNN performs better than PLSR and ELM
in terms of MRE/MAE, however, far below the proposed
PSO-LSSVM model. Therefore, the prediction accuracy of
the three shallow learningmodels are far lower than that of the
proposed model in this paper, which once again indicates the
effectiveness of the SSDAE-PSO-LSSVM model.

V. CONCLUSION
Based on the experimental and predicted results, the main
contributions of this research work can be summarized as
follows:

1) A high correlation coefficient greater than 0.95 is used
to extract feature vector from time domain, frequency
domain and time-frequency domain three directions.

2) The SSDAE technique is utilized to realize multi-feature
signal dimension reduction with the aim of improving
the prediction accuracy, which reduces the dependence
on the prior knowledge of feature selection and greatly
improves the modeling efficiency.

3) PSO technique is helpful for adaptive optimization of
kernel parameters, which greatly improve computing
power and LSSVM model prediction accuracy.

4) The proposed SSDAE-PSO-LSSVM model performs
better than PLSR, BPNN and ELM in terms of pre-
diction accuracy. The total tool wear recognition rate
of LSSVM and PSO-LSSVM is less effective than the
proposed model.

In summary, a new tool wear predictive model based on the
SSDAE technique and the PSO-LSSVM model is presented
in this paper. Considering the urgent demand for tool online
condition monitoring. In subsequent studies, we will conduct
experiments to compare the performance of different types
of deep learning networks and develop practical applications
of deep learning. However, optimization and improvement of
the deep learning framework to suit a particular application,
including efficient error feedback and heuristic search mech-
anism, are not trivial tasks.
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