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ABSTRACT Nonintrusive load monitoring (NILM) plays a key role in the real-time electricity consumption
monitoring of household appliances. However, it is difficult to realize high precision load identification by
using a single waveform feature. Therefore, this article proposes a two-stream convolutional neural network
based on current time-frequency feature fusion for nonintrusive load identification. First, a time series image
coding method for current time-frequency multi-feature fusion is proposed. The method can extract the
time domain and frequency domain features of the current timing signal effectively. Then, we present a
two-stream neural network combining the gated recurrent unit (GRU) and a two-dimensional convolutional
neural network (2D-CNN) to improve the load identification performance. Finally, the experimental results
on the PLAID and IDOUC datasets show that the proposed model outperforms the state-of-the-art methods.

INDEX TERMS Nonintrusive load monitoring, appliance classification, feature extraction, signal form.

I. INTRODUCTION

Global energy consumption and greenhouse gas emissions
have been increasing in recent years, and household electric-
ity consumption accounts for a large share of total energy
consumption [1]. Moreover, it can be demonstrated that
appliance-level energy feedback can save 12% of electri-
cal energy in household domestic electricity consumption.
Hence, a reasonable reduction in household electricity con-
sumption will improve household electricity efficiency and
reduce energy consumption.

Due to the development of technology, smart grids are
widely used to monitor and optimize home energy consump-
tion in real-time. As the key technology in acquiring the
real-time status of each electrical appliance in an intelligent
smart grid, load monitoring technology is mainly divided
into intrusive load monitoring (ILM) and nonintrusive load
monitoring (NILM). Compared with ILM, NILM has the
advantages of easy deployment and low investment costs.
The goal of NILM is to obtain the energy consumption of
each electrical appliance by decomposing the total energy
consumption, and the method is particularly suitable for intel-
ligent monitoring.

The associate editor coordinating the review of this manuscript and
approving it for publication was Feng Wu.
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Since the fluctuation characteristics of electrical signals are
not significant, and the changes are weak, the accurate online
identification of the load remains challenging. In addition,
low power appliances and multistate appliances, which are
difficult to identify, occupy a large proportion of common
household appliances. In summary, the purpose of this arti-
cle is to address the multistate and low power appliance
recognition problems prevalent in NILM by investigating the
conversion of power signals to images.

In NILM, the steady-state characteristics of the active
power P and the reactive power Q are commonly used in
the early stage [2]. In order to offset the high-frequency
information that is cancelled out when calculating active and
reactive power, many features such as current waveforms
[3], harmonics [4], [5], transient power waveforms [6], and
switching transient waveforms [7] are combined on P and Q.
In addition to combining P-Q waveform features [2], there are
also other methods, such as combining VI trajectories, to con-
vert power signals into images. Although these methods play
roles in load identification, it is still necessary to improve the
classification of resistive and multistate electrical appliances
with similar waveforms. In this article, it is assumed that this
coding method can be used to encode a 2D image of the cur-
rent timing sequence data recorded by smart meters. In which,
the algorithm used to generate the current spectrum diagram
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used in the data preprocessing phase of this article is based on
the concept of the spectrogram in speech recognition, which
is the first time that the current spectrum diagram is used
for load recognition. This image coding method can make
the encoded image contain more relevant information of the
original data so as to offset the information loss and help to
improve the feature extraction and recognition accuracy of
each electrical device.

Hence, a time series image coding method is proposed for
current time-frequency multi-feature fusion to obtain the dif-
ferent simultaneous frequency domain features of the current
signal. Then, a two-stream convolution network based on the
GRU and a 2D-CNN is constructed to obtain a new feature
space representation. Finally, different network models are
used to classify the appliances. In other words, a load identifi-
cation model for household electrical appliances with similar
power and multistates is built using a new data processing
method from the image recognition field.

The structure of the rest of this article is as follows:
Chapter 2 provides a summary overview of the work related
to household electricity monitoring. Chapter 3 introduces
the details of the methods and network frameworks that
can improve the effectiveness of electricity monitoring: one
encodes the current timing data into two-dimensional images
in the data preprocessing stage, and the other is the whole net-
work framework for load identification proposed in this arti-
cle. Chapter 4 conducts relevant experiments on the PLAID
dataset and IDOUC dataset to prove the validity of the pro-
posed methods and models. Finally, Chapter 5 summarizes
the findings of this article.

Il. RELATED WORK

The NILM method can identify the equipment of aggregate
data obtained from a single measurement point [8]. In 1992,
hart proposed the preliminary concept of residential load
decomposition, explaining how different electrical appliances
generate different power signals and showing how the use of
equipment is represented by switching events [9]. Although
the method performs well, it cannot identify low power
devices and devices without discrete power changes [10].
Many researchers have studied this concept and improved the
NILM model. H. Najmeddine et al. and M.B. Figueiredo er al.
used current I and voltage V as signatures [11], [12], and they
extracted characteristics such as the root mean square (RMS)
of the current and peak values. These characteristics are well
suited to categorizing kitchen appliances, but the classifica-
tion results for multistate devices are not as good as those of
previous models.

There are also some novel methods that can be
used in NILM research, such as the hidden Markov
model [13]-[15], machine learning models [16], [17], deep
neural networks [18]-[22], etc. Lam er al. [23] proposed
a classification method for electrical equipment based on
the V-I trajectory shape using high-frequency data from the
PLAID [24] and WHITED [25] datasets. L.D. Bates [26]
used weighted pixelated images of the voltage and current
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waveform as input data for a deep learning method and then
constructed a neural network model consisting of two con-
volutional layers, which would automatically extract the key
features used for the classification of electrical appliances.

Wang and Oates [27], [28] proposed a new method for
transforming time series into images that used tiled neu-
ral networks to extract features and used a denoising auto-
matic encoder for classification. The results showed that the
mean squared error (MSE) obtained by this method could
be reduced by up to 48% compared with the original value.
L. Kyrkou ef al. [29] used gramian angular field Matri-
ces (GAF) algorithm to convert power data into images, and
then they used VGG16 for migration learning to identify
the switching state of a device. The disadvantage of this
method is that the migration learning method increases the
time complexity.

In NILM, the most common method to improve the clas-
sification accuracy is to combine different signal forms such
as current-voltage trajectories and active and reactive power.
A common drawback of this approach is that it does not take
full advantage of all the information in the time and frequency
domains of the current data, thus leading to the problem of
low load identificatio accuracy. As Pirmin Held [30] men-
tioned in his paper, until now, no single feature leads to
optimal results in the context of NILM because no feature
includes all relevant information, and it is difficult to choose
the right combination of features. Therefore, with regard
to the limitation of using a single device feature for load
identification, there are many scholars who have conducted
research on this problem, such as [3], [31], [32]. Therefore,
the purposes of our research is to propose a feature fusion
method that can fully extract the relevant information in the
time domain and frequency domain of the current data, so as
to improve the identification accuracy of each appliance in
load identification.

IIl. TIME-FREQUENCY FEATURE FUSION MODEL

In order to improve the load identification accuracy for resis-
tive and multistate appliances with similar waveforms in
NILM, this article proposes a hybrid model for load iden-
tification based on current time-frequency feature fusion.
The model includes two main components, namely, feature
extraction and load recognition. In the feature extraction
section, a signal representation method, which is used to
convert the current data into an image that contains as much
information as possible, is proposed based on the fusion of
the time-frequency domain features of the current timing
signal. In the load identification part, a two stream convolu-
tional neural network based on a hybrid load identification
model is built to guarantee the overall identification accu-
racy and improve the training efficiency at the same time.
The flowchart of the load identification method is shown
in Figure 1.

A. DATA PREPROCESSING
For data preprocessing, the steady-state data of the current
are selected as the raw data from which the steady-state
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FIGURE 1. The flowchart of the load identification method.
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characteristics of the current are extracted. A steady-state
characteristic is a characteristic that an appliance exhibits
when it is in a stable operating state. Steady-state data are
easier to collect and detect than transient data.

In this part, the steady-state data of the current are selected
as the raw data to extract the steady-state characteristics,
which are 2D images obtained by encoding the time series
of the raw data. To achieve this, a time-frequency domain
feature fusion model is proposed, as shown in Figure 2.
It includes three encoding frameworks for encoding time
series into images, namely, the gramian angular summation
field (GASF), gramian angular difference field (GADF), and
markov transition field (MTF) algorithms, which can pre-
serve the time dependence of current timing data and preserve
the static and dynamic information in the time domain of the
current signal [27]. Additionally, a current spectrogram (CS)
is also contained in the fusion model to represent the spectral
information of the current timing data. The introduction of the
CS enhances the frequency domain information in the image,
and this is the first time that a current frequency domain
analysis map is used for electricity use identification.

1) GAF AND MTF ALGORITHM

The GAF method constructs an image by representing the
time series in polar coordinates, which requires scaling the
used time series to an interval of [-1,1] or [0,1]. After
the recalibrated time series is converted to the polar coordi-
nate system, the GASF and GADF are defined by considering
the trigonometric sum and differences between the points:

GASF = [cos(¢i + ¢))]
X R-i-x -z
GADF = [cos(¢;i — ¢))]

:\/JXX_\/E @)

where X represent the rescaled time series in polar coordinate,
and ¢ represent the value as the angular cosine. The advantage
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of GAF encoding is that it constructs a bijection map between
aone-dimensional time series and a two-dimensional space so
that no information is lost and time dependence can be main-
tained through r coordinates. The diagonal of the Gram-like
matrix consists of the original values of the scaled time
series, which means that the time series can be approximately
reconstructed according to the high-level features learned by
the deep neural network.

The MTF algorithm can encode dynamic information by
continuously representing the Markov transformation proba-
bility and saving information in the time domain. wy; is given
by the frequency with which a point in the quantile g; is
followed by a point in the quantile g;. In order to overcome
the loss of information caused by removing time dependence
from matrix W, the MTF is defined as follows:

Wijlxieqixieq; -+ Wijlxi€gixneq;

MTF = : : 3)

Wijlxwegixieqy " Wijlxeqixneq;

2) CURRENT SPECTRUM DIAGRAM

It is known that different electrical circuits will lead to differ-
ent harmonics. In other words, the harmonic data contain the
unique characteristics of different electrical appliances, and
it is possible to recognize electrical appliances via the har-
monic data of the load voltage or current. Hence, the current
spectrum diagram, which is produced by using the Fourier
transform or wavelet transform, is proposed according to the
concept of the spectrogram in speech recognition, as shown
in Figure 3. It can be produced by using the Fourier transform.
Mathematically speaking, for a current signal x(z), first we
divide the frame into x(m, n), (n is the frame length and m
is the number of frames), then we perform the FFT trans-
formation to get X (m, n), after that we make a periodogram
Y (m, n), then we transform m into a scale M according to time
and n into a scale N according to frequency, then we draw
into a two-dimensional graph which is the current spectrum
diagram. It is a type of 2D spectrum diagram that contains
three-dimensional information and represents the graph of
the current spectrum changing with the time and frequency.
As shown, the darker the color, the greater the current inten-
sity. The current spectrum will differ because the electrical
equipment creates different depths that form different grains;
that is, the current spectra of different electrical equipment
are different. Therefore, this type of diagram can be used to
identify different electrical appliances.

3) CONSTRUCTION OF THE FEATURE FUSION MODEL

It is hard to explain the collinear and potential states of elec-
trical appliances by using univariate time series data. In this
article, a new time-frequency domain feature fusion model
based on a 2D image coding method is proposed to retain
the time information of the original data as much as possible.
In this model, the GAF and MTF are used to encode the static
and dynamic current series information in the time domain.
In addition, the current spectrum diagram is used to describe
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FIGURE 2. Time-frequency domain feature fusion model.
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FIGURE 3. Current spectrum diagram.

the frequency domain characteristics of the current timing
data. In this way, a four-channel image will be generated by
combining all the time-frequency domain features extracted
from the GASF, GADF, MTF and CS. Therefore, the static
information, dynamic information and spectral information
of the original time series are all retained and considered
at the same time. The time series image coding in the
NILM (TSICN) algorithm where the time-frequency domain
features fusion model of the current signal constructed in this
article is shown in Algorithm 1.

B. TWO-STREAM CONVOLUTIONAL NEURAL NETWORK
In order to improve the load identification performance and
the convergence speed of network models, a two-stream con-
volution network based on the GRU and the 2D-CNN is
constructed (as shown in Figure 4)

In the GRU section, to combine the speed and lightness of
a one-dimensional convolutional network and the sequential
sensitivity of the RNN, we adopted the following network
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Algorithm 1 Time Series Image Coding in NILM

Input: D: Dataset; P_Hz: Power frequency; D_Hz: Dataset
sampling frequency; ¢: Samping time; /_value: Current
data for each sample in the dataset; N: the number of
categories in the dataset;

Output: D’: Dataset of single period current after
two-dimensional encoded image fusion;

1: Calculate of the number of sampling points of single
cycle current current: Sp_Num <— PLHZ x D_Hz;

2: Calculate the number of current cycles contained in the

sampling time: Cycle_Num < P_Hz X t;

: for I_value[0] to I_value[N — 1] do
Every Sp_Num pieces of data are divided into groups
for the data in each group do

a) Generate four two-dimensional images,

respectively using GADF, GASF, MTF,CS algorithm

7 b) Gets the grayscale values of the above four
images, save them as R, G, B and A and convert A to
be between 0 and 1.

8: c) Merge four
Merge([R, G, B, A)).

9: end for

10: end for

AN

images into one image

structure. The input data are the raw current signal, and the
single cycle current data are selected as samples. We use a
1D-CNN in front of the GRU as a preprocessing step, and the
convolutional neural network converts long input sequences
into shorter sequences with an advanced feature composition.
The extracted features then compose these sequences that
become inputs to the GRU in the network. This ensures
that the training speed of the model is improved. A 3-layer
convolutional kernel with a size of 7 and a step length of 1 is

1379



IEEE Access

K. Li et al.: Nonintrusive Load Identification Model Based on Time-Frequency Features Fusion

Sn
T |
2 |
SZ |
Sl I
Single Period Currentl

Sampling Sequence | ™! Poollugl Cen2 Poollngz Cenv Pnnlmg3
&

iy

_7__

64 128
Convl Max Conv2 Max Conv3
Poolingl

Current Image

FIGURE 4. Overall network structure diagram.

used to preprocess the input data. The data are then entered
into the GRU layer for further feature extraction. Further-
more, in order to solve the problem of low load recogni-
tion accuracy caused by extracting only a single waveform
feature, we designed the following network structure. The
input data are two-dimensional images with a size of 64 x 64
converted from the original data by the TSICN algorithm.
When processing images, convolutional core filters in CNN
networks are often used to learn features with different levels
of abstraction. Because the CNN has allows weight sharing,
network parameters can be greatly reduced. In addition, its
local perception structure can improve the ability to learn
the local details of the load. Therefore, we use a three-layer,
two-dimensional convolution to extract features. We use a
convolution kernel of size 3 and a step size of 1, and the
number of convolution kernel increases in turn. In addition,
batch normalization (BN) is used in front of the fully con-
nected layer of each CNN stream to reduce the number of
parameters, which are not marked in the figure.

When current sequences and image data are utilized simul-
taneously, they are often simply treated as undifferentiated
multichannel data, and after feature extraction with differ-
ent networks, the last fully connected layer is fused. These
methods do not take into account the differences in features
between the different modalities when feature fusion is per-
formed. Based on this, this article adopts the ideas in [33]
when designing a fusion framework for two-stream convo-
lutional neural network models. Based on the last extracted
features, the consistency or shared features between the
two modes are considered. The features of each modality
should contain the independent features of its own modal-
ity and the features of the related parts of both modali-
ties. Since the influences of different modalities on the load
identification result are not consistent and the importance
of the independent features and the related features is also
not consistent, the two modal features should be consid-
ered. Therefore, by determining the weights of the different
features, more distinguishable and robust fusion features can
be generated.
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In order to achieve this goal, we analyze the extracted
features for different networks and classify the final extracted
features of the two networks into independent features
and shared features after the feature transformation matrix.
As shown in Figure 5, X = [x1,x2,...xy] € RMPN rep-
resents the M-dimensional output of the last fully connected
layer of the network in a batch of N current sequences. W =
[Wis; Wic] denotes the sum of the transformation matrices
corresponding to the independent and correlated features,
respectively, when the current sequence is used as input,
by which the changes in this matrix can be used to generate
the independent and correlated features under the current
network. where Wi, € RK'™M! denotes the transformation
matrix that generates the relevant features of the current
series, Wi, € RK exMy denotes the transformation matrix that
generates the independent features of the current series, and
My = Kyis + K. Try € RE™ ™M and T, € RKM represent
the independent and correlation features generated when the
Input s a current sequence, respectively, and Ty.q = [T14; Te].
The representation of the input current image is the same as
described above. Therefore, we can find the transformation
matrices Wi and W, to obtain Ts.q and Tppage, and finally
splice the two features to obtain T = [T¢; T1s; Tas].

In addition, when determining the weights of different
modal features, it is possible to determine which modal
data are more important without having to know in advance
which modal data are more important simply by using the
framework. Performing cyclic iterative learning, as shown
in Figure 6, can accomplish adaptive weight control.

In the figure, W©T, WI9T and W97 correspond to the
relevant partial feature weights, independent feature weights
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of current sequence, independent feature weights of current
image, and independent feature weights of current image,
respectively. weights. W7 = [WOT; wa9T, w97 is the
regression coefficient matrix, 7 is the fusion of the final
output features of the two-stream network, and Ly, is the
true category label of the appliance. By designing the features
of the two-stream fully connected layer output, the fused fea-
tures and corresponding labels are obtained. Finally, the fused
feature data and labels are input to the multilayer perceptron
for classification, thereby identifying the appliance category
and completing the load identification.

IV. THE REALIZATION OF THE IMPROVED METHOD

A. DATA PREPROCESSING

1) INTRODUCTION TO DATASETS

Two smart electricity datasets, PLAID and IDOUC, were
used to validate the proposed method. The PLAID dataset is a
public dataset based on actual measurements of 11 electrical
appliances in 56 U.S. homes, and it includes current and volt-
age measurements at a sampling rate of 30 kHz. Each device
type is represented by dozens of different examples of differ-
ent makes and models. For each device, 3 to 6 measurements
are collected per state transition. There are 1074 instances
in PLAIDI1 and 719 instances in PLAID2. The data from
PLAIDI is used in this paper. The types of appliances in the
dataset are Fan, Hairdryer, Heater, Microwave, Vacuum, Air
Conditioner (AC), Incandescent Light Bulb (ILB), Compact
Fluorescent Lamp (CFL),Washing Machine (WM), Fridge
and Laptop.

IDOUC is the smart electricity dataset of Ocean University
of China. The data collected in the dataset consisted of current
and voltage data from 103 different appliance types at a
sampling rate of 4kHz. For each appliance, 100 data sam-
ples containing steady-state and transient data were collected
separately. The data in the dataset are obtained by simulat-
ing the household electricity environment in the laboratory.
The measured loads are all the common residential loads,
and then sensors are used to collect the electricity data of
the main trunk road of the residential power supply. The
model of the data acquisition device is established as shown
in Figure 7.

2) MULTI-FEATURE EXTRACTION AND FUSION

Figure 8 shows the typical current and voltage waveforms in
the PLAID and IDOUC datasets, respectively. Both transient
and steady-state of current waveform are contained. In this
study, the current steady-state data of 60 cycles is intercepted
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as raw data, shown in Figure 8. Steady-state data is easier
to collect and detect than transient data. For each device
current measurement in this study, the current steady-state
data for the 60 cycles before the appliance is turned off is
intercepted as raw data. Figure 9 shows the images obtained
by TSICN algorithm coding with the single-period current
data of each device. It can be seen from the images of each
device that their images differ significantly, so different loads
can be distinguished according to different features of the
images.

B. EXPERIMENTAL AND RESULTS

In order to make a comprehensive evaluation of the proposed
model, not only the performance of the whole model, but also
the performance of the key part of the model is studied. First,
in order to compare the effectiveness of time series coding,
the TSICN algorithm is compared with GAF, MTF, CS and
other coding methods. meanwhile, it is also compared with
the widely used VI trajectory characteristics. According to
the operation of [34], this study selects and compares the
VI trajectory after gridding. Then, we compare the perfor-
mance of the images encoded by the TSICN algorithm and the
original data as inputs of different neural networks. Finally,
in order to evaluate the overall performance of the proposed
model, the results of the proposed model are compared with
the results of the existing model. In the existing household
appliance classification model, this article chooses to com-
pare with the model in [35], because the above model is also
built on all instances of PLAID data set and adopted the
method of cross-validation.

This chapter describes the details of the operation and
network structure of converting data into images. Here,
the experiment is divided into three parts, focusing on the
analysis of different image coding methods, comparison of
the performance of different neural networks and the experi-
mental results of the proposed network model.

1) EVALUATION INDEX

For classification problems, there are two methods to cal-
culate the accuracy. Calculating the accuracy of category
predictions without differentiating categories is called micro-
averaging. Another method is to calculate the accuracy of the
predictions for each category and then calculate the accu-
racy of the predictions through arithmetic averages, called
macro averages. In this article, the macro average is selected
as the evaluation index, and the obtained equation is as
follows [36]:

1 n
Pmacm = - Pi (4)
n -
i=1
1 n
Rmacro = ; Ri (5)

i=1
2 X Pacro X Rmacro

Fonaero = (©6)
macro Pmacro + Rmacro
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_ _ TP . _IP; .
where P; = TP TFP; R = 7 PIFN;® T P; represents the num-

ber of samples that predict the positive class as the positive
class, and F P; represents the number of samples that predict
the negative class as the positive class.

2) COMPARISON OF DIFFERENT FEATURES

In order to prove the feasibility of the image coding
method proposed in this article, a comparative experiment
is designed, in which the current data are coded by different
methods respectively for comparison. As can be seen from
Table 1, the image encoded by GADF algorithm has the
best classification effect among the single coding methods.
In terms of overall comparison, the classification effect of
images encoded by TSICN algorithm after fusion is better
than any single coding method.
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TABLE 1. The accuracy results of applying different coding methods to
the current data in the PLAID dataset.

Model GADF GASF MTF CS VI  TSICN
2D-CNN  97.68% 97.85% 83.47% 92.34% 97.26% 98.27%
2D-CNN-BN  98.25% 98.16% 84.55% 94.47% 97.44% 98.51%

3) COMPARISON OF DIFFERENT NEURAL NETWORK

In order to prove that the use of coded images is more
beneficial to improve the recognition accuracy than the use of
original data, as well as the performance and benefits of GRU
over one-dimensional convolution neural network (1D-CNN)
for the original current data on PLAID dataset, a comparison
experiment is designed in this chapter. The GRU network
model used is shown in the top half of Figure 4.
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FIGURE 9. Image obtained by merging single-cycle current data of four appliances in the PLAID dataset

and the IDOUC dataset.
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FIGURE 10. The confusion matrix of the proposed model and the state of the art model on 11 appliances.

TABLE 2. Comparison of accuracy results of different neural networks
and different inputs.

Input Current Image
Model 1D-CNN-BN GRU 2D-CNN-BN
Accuracy 90.22% 95.87% 98.51%

It can be seen from Table 2 that in terms of the performance
and benefit of model training, the classification accuracy
rate of GRU is 95.87%, which is significantly better than
1DCNN. Moreover, IDCNN has a faster convergence rate
during training. Although 2DCNN had the highest accuracy
0f 98.51%, it took about 18 times longer to train than the GRU
model.

4) PERFORMANCE OF THE OVERALL NETWORK STRUCTURE

In this section, the proposed network structure is a two-stream
model combined with 2D-CNN and GRU, which is compared
with two single-input network models.
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For 11 appliances in the PLAID dataset, the steady-state
part of the original dataset was intercepted to draw a
two-dimensional image of the current. Figure 10 shows the
confusion matrix of the proposed model. Based on the con-
fusion matrix, the classification precision, recall rate and
F1 score of each device are calculated. It can be seen from
Figure 10 and Table 3 that:

At first, the overall performance of the proposed model is
better than that of the existing model. For example, the accu-
racy and Fl-macro of the proposed model are 0.9949 and
0.9939 respectively, while the accuracy and F1-macro of the
State of the art model are 0.8070 and 0.7871 respectively.
Furthermore, for each device, the proposed model has better
performance than the existing model. As shown in Table 3,
compared with the existing model, the proposed model has
a higher F1 value for 11 devices in the dataset, especially
for 6 devices, namely AC, Fan, Fridge, Heater, ILB and
WM. Finally, for air conditioning, fridge, washing machine,
laptop, heater such as multi-state electrical appliances and
similar electrical waveform classification performance has
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TABLE 3. The performance of the proposed model and the state of the art model on 11 appliances.

Model Appliance Precision Recall Fl1 Fl-marco Acc
AC 0.9782 0.9974 0.9877 0.9939 0.9949
CFL 0.9900 0.9914 0.9907
Fan 0.9921 0.9986 0.9953
Fridge 0.9976 0.9766 0.9870
Proposed Model Hairdryer 0.9974 0.9963 0.9968
Heater 1.0000 0.9952 0.9976
ILB 0.9985 0.9896 0.9940
Laptop 0.9902 0.9912 0.9907
Microwave 1.0000 1.0000 1.0000
Vacuum 1.0000 1.0000 1.0000
WM 1.0000 0.9871 0.9935
AC 0.6437 0.5385 0.5864 0.7871 0.8070
CFL 0.9502 0.9545 0.9524
Fan 0.6026 0.6714 0.6351
Fridge 0.5313 0.5667 0.5484
Hairdryer 0.8521 0.9758 0.9098
State of the art model Heater 0.8769 0.6706 0.7600
ILB 0.7589 0.7230 0.7405
Laptop 0.8640 0.9517 0.9057
Microwave 0.9952 0.9127 0.9522
Vacuum 0.9359 1.0000 0.9669
WM 0.7742 0.6400 0.7007

been significantly improved. For example, the F1-score of air
conditioners, fridge, washing machines, laptops and heaters
increased by 40.62%, 44.43%, 29.47%, 8.5% and 23.81%,
respectively. In addition, it can also be seen from Table 3 that
the accuracy of fridge and washing machine is low, which is
due to the complicated working process of refrigerator and
washing machine, which will produce various waveforms,
leading to the confusion with the waveforms of other devices.

For each of the 21 appliances in the IDOUC dataset,
10,000 converted 2D-images are eventually available for each
device. Through the experiment, it can be concluded that the
evaluation index Fju4c0=99.12%. Figure 11 (a) shows the
training results of the proposed model represented by the
confusion matrix, in which the minimum value comes from
the fridge class, and the Confusion Matrix of the state of art
model are shown in Figure 11 (b). The Y-axis is the real label
of the appliance, and the X-axis is the label predicted by the
model. From this diagram you can see the probability that the
appliance is misidentified as another device. It is found that
the power waveform generated when the compressor works in
the fridge will be confused with the freezer and mini-fridge,
and when the temperature in the fridge reaches the set value,
the fridge will enter the standby state, the power waveform
generated at this time will be confused with the low-power
electrical appliances, resulting in a decrease in the recognition
rate.

Figure 12 is a boxplot of the accuracy obtained after mul-
tiple experiments using different neural network models in
the fused image, where the solid line in the middle represents
the median accuracy obtained from the test data. As can
be seen from Figure 12 and Table 4, the network model
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TABLE 4. The accuracy of classification on different datasets using
different network models.

Model Dataset Vggl6 2D-CNN-  Fusion This
BN model paper

(Add)
GAF-MTE-CS PLAID 96.24% 98.51% 98.92% 99.49%
IDOUC 97.12% 97.82%  97.89% 99.78%

proposed in this article has a better classification effect than
other network models for TSICN-encoded images. At the
same time, it can be seen from Figure 13 that during the
model training, the convergence speed of the network model
is faster than that of 2D-CNN, and the accuracy is improved
compared with 2D-CNN, and the training time of a round
is about 0.2 times that of 2D-CNN. Therefore, we can see
from the experimental results that the addition of the GRU
section can speed up the convergence of the overall model,
thus compensating for the shortcomings in the convergence
speed of the 2D-CNN model.

In order to make a comprehensive evaluation of the pro-
posed model, the validity of the model was verified on the
PLAID dataset and the IDOUC dataset, and several compar-
ative experiments were conducted. The comparison results
show that: At first, the F1 score of the model on the PLAID
dataset is 0.9939, and the overall performance of the model is
better than that of the existing model. Then, compared with
the existing model, this model has significantly improved
the classification performance of multi-state appliances, such
as refrigerators, washing machines, laptops and heaters, and
appliances with similar waveforms. Furthermore, compared

VOLUME 9, 2021



K. Li et al.: Nonintrusive Load Identification Model Based on Time-Frequency Features Fusion

IEEE Access

Confusion Matrix

Fridge

Electric 1 ] o o6 0 0 O O O ©0 002000 0 0O O O O O O O
Pisetic fealer 0 1 0 000LO O O O O O 0O O 0 0 0O © 0 0 0
E:t“lfl 'UdG "0 0 o o0 0o 0O O O O O O O O 000 0O O O O O
ardys o o0 o 0001 O 0 0O 0 O O 0O O 0O O O O 0O 0 0
Kif’}“i 0o 0 0 0 o 0 0 0O O O O O O O O O O 0 0 O 0.8
. ttle- 5 0 001 0 0 o 0 0 0 0O O 0O O 0O O O O O 0 O
Mi apop- 9 9 9 o0 0 0 0 0001 0 0 O O O O 0 © 0 0 O
'%{“Waw o 0o 0 0 0 0 O 0 o 0 06 0 O O O O O O 0 0
< Ea‘i;’u‘ij 0o 0o 0 0 O 0 0 0 0 0 0O O O O O O O 0 ©0 O 0.6
] Sewi '}?0 "0 0 0 0 © 0 0 O 0 0 0 0O 0O 0O O O O 0O 0 O
— cwing "ij‘“ m~" o 0 0 0 0 0O O O O O 0O 0 0O O O O 0 O 0 0
E Mi .F.edz"-ri 0o 0o 0O 0O O O O O O 0 O 0 0 0O 0O 0O O O O O
= M b'.f]‘"‘?] 8001 0 0o ©0 ©0 00L O O O 001 O O 0O 0 0 0 O 0 O O _ 0.4
obrle p 915'5_0.01 o 0 0 0 0 0O O O O O 0 001 0 0 0 0 0 0 0
Puifice. © © 0 0 ©0 0 0 0 0 0 001 0 O o 0 0 0 0 0
fiecr- o 9 p 0o 0o 0o 0o 0o 0 0 0 0 O Omm 0 0 0O O O
M Shredder- 9 0 0 o 0 0o 0o 0 0o 0 0 0 o0 o o o 0 0 o | 02
assage P““‘C‘a“i © 0 0 0 O 0 0O O O O O O0 O 0o 0o o 0o 0 o
W, Eﬂf“""_ 0 0001 0 0O O O O 00010 0O O 0 0 0 0 0 0
W, atﬂF €aner- 9 9 o 0o 0 0 0 O O O O O O 0 001 0 O EE] ©
aterFountan- 5 g o 9o 0o 0o 0o 0 0o 0 0 0 O o 0o o 0o o0 o
LR T T T T T [ R T -0.0
& S S HESF L /R &S5 ¥ Wy & & & 5 &
F FFECFT T 55 ¢ & § ¥ §5
S & & ¥ 5 &84 F& 8 & £ &L
o & & A & R o FO7
S o X & = %3 ~ & <
F & = So F P ) &
& & & & & &
& oS S - & &
) o §
&
Predicted Label
(a) Confusion Matrix of the proposed model
X Confusion Matrix
Electri ]l_:l“dgei 0 005 0 0O 0O 0 O O O 016023 0 0 0 O 0O O O O 1o
o “tr_'“C Eal:e' 008 0 0 002 0 0 0 O O O O 0O O O 0 0 O 0 00l
“m}"l e ] ©o 0 0 0 0 0 0 0 O 0 00050 0 0 O O
ar ‘"g”_ o (Egoco07006 0 0O 0 O O O O O O O O O 0 0 O
Ke "}“ i 0o 0l18[F o0 014 0 0o O O O O O O O O O 001 O 002 0.8
L e - 009 0 0 o 0 0o 0 0 0 O 0 O O 0 002 O 003001
Mi Aptop - 0 0 003 0 0 0008 0 0O O 0O O O O O 0 O O
'3"“’"’“ o 0o 0 0 0 o o o 0o 0 0 0O O O 0 O O O
= g“l;""i N o 0 ©0 005 0 OO o o o O O O O O O O O O 0.6
2 Gewi 'I?D X 0 0 0 0 009 0O O o 0o 0 0 0 0O 0O 0O O 0 O
- ewing mFa‘ ne - 0 006012 0 006 0 0O OGP o 0 0o © 0 0 O O O O
8 Mi .;E,Edzer 017 0 0 003 0 O 0 0O O O O [@Eolz o o 0 O 0 O O O
= M b]'?lirtll €013 0 0 o0 ©0 004 O O O 003 O 01S[EEY o o o0 0 O O O O 0.4
oblepho€=n93 0 0o 0o o o o 0o o o o o0 Ol2EEEH o o o 0O O O O
Purifir. 0 001 0 0 0 005 0 0 0 0007 0 O O EEGO O 0 0 0 0
sh réd‘”io.oz 0O 0 0 004007 0 003 0 ©0 004 0 O O 0 0 0 o0 002 0
M A TEI ol 0 0 0 007 0 003 0 O O O 004 0 0 O O 0 003 0 O 02
assage P"‘?C‘a“i 0 005016 0 0 007 0 ©O 0 013 O 002 0 003 0 O O [EE o o0 o0 :
W, ‘"C"f““’r 0O 0 008 0 O 0O O O O 008 0 O O O O O 009 O EH O O
W, ‘“‘:‘i: Canct 501 0 0 0 O 0 005 0 O 002 0 003001 0 O 016 0 O O [XFJ0.08
ater Fountain- "5 405 5 0 003006 0 0 0 O ©0O O O 0 O O O O O 011[EH 00
e T T e T T T T T T R -o.
& & & A o o { L & ¥ oA F ) & A & 6\ & &
F T FECFT S FFS §F TS Sy S8 88
& S £ < JF e F & & F < §F o & ol
) & & & SL £ o ¢ & &L &) &
& o &F s = & ¥ =) v &0
F 8§ < & T F & & &
¥ & = & 57 S
& 2 & =
G
=

Predicted Label

(b) Confusion Matrix of the state of the art model

FIGURE 11. The confusion matrix of the proposed model and the state of the art model on the IDOUC

dataset.
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FIGURE 12. Accuracy of the merged image using Vgg16,2D-CNN-BN and
the two stream network.

with the widely used current and voltage characteristics,
the time-frequency domain features integrated by TSICN
method provide better overall performance in distinguish-
ing electrical equipment. Moreover,we compare the overall
model, by comparing it with the traditional feature fusion
model, which is achieved at the last layer of the network
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FIGURE 13. Loss and accuracy of the merged image using 2D-CNN-BN
and the two stream network.

model using the addition fusion of feature vectors at the
full connection layer, and it can demonstrate that the feature
fusion method used in this article has a higher identification
rate than other traditional fusion approaches and is more
applicable to existing network structures.
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Therefore, it can be concluded from the above experimen-
tal results that this method can effectively identify multi-state
electrical appliances and similar waveform electrical appli-
ances, and performs well in detecting devices that are difficult
to identify by other models.

V. CONCULSION

To address the limitation of using a single appliance feature
for load identification, this article proposes a feature extrac-
tion method based on the time-frequency feature fusion of
current time series signals. To improve the recognition accu-
racy of multistate appliances and similar waveform appli-
ances that occur in NILM, we designed a two-stream convo-
lution network combining with the GRU and 2D-CNN. The
effectiveness of the proposed model is verified on the PLAID
dataset and IDOUC dataset. The identification accuracies of
the model trained on the PLAID and IDOUC datasets of
the acquired model are 99.49% and 99.78%, respectively.
Several comparison results prove that the time-frequency
feature fusion model constructed by this method can convert
one-dimensional time series into two-dimensional images
and retain all the timefrequency domain information of the
original signal. Furthermore, it can be verified that the
two-stream neural network model has a good classification
effect and a faster model training rate while ensuring the
load identification accuracy. This article lays the foundation
for the further separation of power consumption fluctuation
signals in the intelligent monitoring of household power con-
sumption. In the future, we plan to apply the method to event
detection and multilabel classification of complex scenarios
in NILM.
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