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ABSTRACT Currently, the recommendation method on tourist sight and tour route lacks of the mechanism
of tourists’ interests mining and the precise tourist sights recommending, and the planned tour routes
cannot properly and adequately combine with the real world environment. Meanwhile, the research on
the multivariate transportation modes in tour route recommendation is not sufficient. Aim at the problems
of the tourist sight and tour route recommendation in intelligent tourism recommendation system of the
intelligent tourism construction, this paper brings forward a tourism recommendation algorithm based on
text mining and MP nerve cell model of multivariate transportation modes. The research specially focuses
on the optimal tourist sight matching algorithm based on tourists’ interests mining and the optimal tour
route chain algorithm based on the multivariate transportation modes. First, it analyzes the problems on
tourism recommendation, based on which, the tourist sight clustering algorithm on feature attribute label
and the tourist sight text mining algorithm on interest label are developed. The mined tourist sights will
approach tourists’ interests to the maximum extent. Secondly, Considering the critical impact of the selected
transportation mode on motive benefit satisfaction in the tour route chain, the tour route chain algorithm
based on the nerve cell model of multivariate transportation modes is developed. This algorithm combines
with geographic information element and transportation element, and it simulates the bionic principle of
input and output information process on MP nerve cell, then the tour route chain model based on the nerve
cell of multivariate transportation modes is set up. Through the iteration of multiple layer nerve cell motive
weight values and accommodation coefficients, the algorithm finally outputs the signal information flow
motive values, in which the tour route chain with the maximum information flow motive value is generated.
Thirdly, to testify the feasibility and practicalness of the algorithm, an experimental example in real-world
environment is designed and performed. The feasible matched tourist sights and tour route chains are output,
meanwhile, the three commonly used optimal route searching algorithms are set as the control group, and
along with the developed algorithm, they are compared with each other on the aspect of optimal tour route
chain. The experiment testifies that the developed algorithm is feasible and practical, and has advantages
on the tourism recommendation. Through the algorithm design and the experiment, it finds that the mined
tourist sights by the objective function in the algorithm can best match tourists’ interest labels. The algorithm
adequately combines with the real world tourism data of the geographic information, traffic information and
tourist sight information and outputs the tour routes that best match tourists’ interests. Compare with the
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control group algorithms, the tour routes output by the developed algorithm have the highest motive satisfaction,
lowest time complexity and space complexity. The developed algorithm is mainly used as the embedded algorithm
for the intelligent tourism recommendation system, whose direct aim is to provide service for the tourists.
Meanwhile, it can also provide service for the tourism administrations to collect, manage and mine the interest
data as well as discover knowledge, and help the government to optimize the urban transportation system, launch
the public vehicles and optimize the transportation guarantee strategy.

INDEX TERMS Intelligent tourism, text mining, multivariate transportation modes, MP nerve cell model, tour
route chain.

I. INTRODUCTION

In the construction of intelligent tourism, the design and
development of intelligent recommendation system has
strategic importance. Its core functions include tourist sight
recommendation and tour route recommendation. Before
traveling, the tourists should firstly confirm the destination
tourism city, and then plan the tour route and schedule.
In tourism city, urban tourist sights and leisure areas are the
first choices. However, not all tourist sights and leisure areas
conform to tourists’ individual interests. Usually, the tour
route schedule depends on tourists’ knowledge and travel
strategy searching on the Internet, which can hardly obtain
valuable information in mass data, especially the informa-
tion conforming to tourists’ interests. Aim at the construc-
tion of intelligent recommendation system, many researches
on tourist sight recommendation and tour route recommen-
dation have been performed. Most of these researches are
based on the collaborative filtering algorithm, content recom-
mendation, knowledge recommendation, user characteristics
recommendation and association rules, etc [1]. For these
researches, the quantitative studies on tourists’ individual
interests and tourist sight feature attributes are insufficient.
The recommended tourist sights cannot precisely match the
tourists’ interests. On the module of tour route recommen-
dation, the combination of geographic information data and
transportation data in the existing researches is also insuffi-
cient. When tourists traveling in a tourism city, they will be
influenced by city geographic information service and trans-
portation service [2], [3]. Especially when they choose dif-
ferent transportation modes, the same tour route may brings
different motive satisfaction, that is, different transportation
modes may generate different optimal tour routes. In the
research area of tour route planning, there are commonly used
methods such as Dijkstra algorithm, Floyd-Warshall algo-
rithm, Bellman-Ford algorithm [56]–[60], etc. These algo-
rithms mainly solve the TSP problem on the aspect of the
shortest path and the least time consumption. They absorb
and connect all the tourist sights in the city to form the tour
route to find out the optimal one with the shortest path and
the least time consumption.

This research mode is in the means of theoretical study
and simulation study, which has certain difference with the
true tourism activities in the real world environment. Firstly,
the most important criterion to judge whether a tour route is
optimal or not depends on the extent that the tour route could

meet the tourists’ interests. Secondly, tourists cannot visit all
of the tourist sights in a city for one time, in the real world
tourism activity, the tourist sights should be optional. Thirdly,
the factors of geographic information and traffic information
that influence the tourism activity in the travelling process are
not considered, including the tourists’ interests. Thus, the aim
of the developed algorithm is to solve the problems in the tour
route planning, focusing on the research of tourists’ interests
mining, precise tourist sights mining, geographic information
and traffic information integrating, and brings forward the
newmethod on the tour route planning, which can best match
the real world travelling process.

In accordance with the contextualization, this research is
very significant on the aspect of solving the problems on
tourist sight and tour route recommendation, optimizing the
embedded algorithm in the recommendation system and pro-
viding service for the tourists and tourism administration.
On the research of tourists’ interests mining, precise tourist
sights matching and mining and recommending the optimal
tour route based on the multivariate transportation modes,
this research has technological innovation, and it can solve
the problems, including that the over-dependence of tour
route planning on computer simulation, neglecting the real
world environment for tourism activity and specific condi-
tions for tourists’ travelling process, not considering the fac-
tors ofmultivariate transportationmodes, etc. Also, compared
with the experimental algorithms, it has the advantages on
higher motive benefit satisfaction, lower time complexity and
space complexity. The developed algorithm in the research
is mainly used as the embedded algorithm for the intelligent
tourism recommendation system, whose direct aim is to serve
for tourists, and provide service for the tourism administra-
tion to collect, manage and mine the interest data as well as
discover knowledge, and help the government to optimize the
urban transportation system, launch the public vehicles and
optimize the transportation guarantee strategy.

Based on the above analysis, the problems that the pro-
posed method aims to solve include the following three
aspects. First, research on how to obtain the tourists’ individ-
ualized interests and how to mine the precise tourist sights
that best match the interests. Second, the process of rec-
ommending tour route should not only consider the shortest
path in the computer simulation environment, but also should
consider how to combine with the real world environment and
the geographic information data and traffic information data
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that tourism activities rely on. Third, research on the mech-
anism of the intelligent recommendation system on planning
tour route under the condition of multivariate transportation
modes. According to the three aim issues, the interest data
mining, precise tourist sight matching and the multivariate
transportation modes is the critical content on tourism rec-
ommendation, which will directly influence tourists’ motive
satisfaction [15], [16].

Aim at the analyzed problems, this paper brings forward
the tourism recommendation algorithm based on text mining
and MP nerve cell model of the multivariate transportation
modes [4], [5], [7]. First, as to the problem of tourist sight rec-
ommendation, the tourist sight clustering algorithm based on
tourists’ interest label and tourist sight feature attribute label
is set up, and its function is to generate tourist sight clusters
for the research domain. The clusters are the precondition for
the further mining tourist sights to match tourists’ interests.
The matching degree between the tourist sights and interest
label is generated by the text mining algorithm. Combining
with the other quantitative needs of tourists, they are set
as correlation factors to set up tourist sight mining objec-
tive function model. Through the objective function model,
the clusters are mined to output the tourist sights that are
closest to the quantitative needs of tourists. It has relatively
high efficiency and accuracy. The output tourist sights are
arranged from the highest matching degree to the lowest one,
which is convenient for the smart recommendation system to
extract the most suitable tourist sights. Second, to solve the
problem of tour route recommendation, the tour route chain
algorithm based on the multivariate transportation modes is
set up [46], [47]. The algorithm sets the mined optimal tourist
sights as critical nodes, and it simulates the mode of MP
(McCulloch-Pitts) nerve cell to input and output information
stream to design the tour route chain model. It also sets the
tourist sight nerve cell motive weight ω(k) and accommoda-
tion coefficient θ(k) determined by geographic information
and traffic information as upper layer positive factors and
under layer negative factors [6], [13], [14]. The information
stream goes through multiple layers’ iteration, and finally
outputs the maximum information stream motive value of the
tour route chain. The global optimal searching algorithm is
used to output the maximum value. The algorithm is set up
under the precondition of tourists’ multivariate transportation
modes, and combines with multiple true environment fac-
tors to quantify the real-world tour process into mathematics
model and then outputs the tour route chain that can best
meet the tourists’ interests [22], [23]. Finally, an experiment
is designed and performed to do quantitative research on the
developed algorithm. Three commonly used route planning
algorithms are set as the control group to make comparison
with the developed algorithm on basic experimental data,
the generated clusters, the mined tourist sight results, the out-
put tour route chains, etc [30], [31]. The experiment testifies
that the developed algorithm is feasible and practical, it also
has advantages as to the control group algorithms. The pro-
posed algorithm brings forward the new thought and method

on recommending tourist sights and planning tour routes,
and it can solve the problem on the over-dependence of tour
route planning on computer simulation, neglecting the real
world environment for tourism activity and specific condi-
tions for tourists’ travelling process, not considering the fac-
tors ofmultivariate transportationmodes, etc. Also, compared
with the experimental algorithms, it has the advantages on
higher motive benefit satisfaction, lower time complexity and
space complexity. The developed algorithm in the research
is mainly used as the embedded algorithm for the intelli-
gent tourism recommendation system. As one of the most
important contents in tourism GIS development, the intel-
ligent tourism recommendation has the function to provide
tourists with tourist sights and tour routes, meanwhile, it can
provide tourism administration with the reference service on
monitoring and mining interest data, researching on popular
and hot tourist sights and tour routes, and predicting of tourist
volume. The function of recommending tourist sights and
tour routes based on multivariate transportation modes can
obtain the mass data of tourists’ choice on the transportation
methods according to the actual conditions of the tourism city.
Via the big data mining, relative knowledge can be obtained,
and it can be used as the basis for the government to optimize
the public transportation system, launch the public vehicle
and optimize the tourism transportation guarantee strategy.

By analyzing the previous research, the developed algo-
rithm in the research is supported and enlightened by the
former studies. The literature [1] surveys and analyzes the
buildingmethods of the tourism recommendation system, and
discusses the issues on the recommendation function, features
and the problems to be solved. The literature [2] studies the
newmethod and framework for thee tourism plan, which pro-
vides for the theoretical basis for the research. Literature [6]
provides a research method on tourism system based on GIS
and network analysis. It studies on the spatial structure of
the tourist sights. Based on the analysis. Literature [15], [22],
[23], [35] and [39] study on the important factors that influ-
ence the tourism recommendation system. By analyzing these
factors, this research brings forward the thought to set up
the influence factors for the tourist sights mining and tour
route planning algorithm. of the research, the research brings
forward the thought to classify the tourist sights according to
feature attribute labels. Literature [15] analyzes the method to
choose residence combining with low-carbon traveling on the
aspect of tourists’ choice. Literature [22] sets up the tourists’
needs predicting model by the neural network and provides a
method to get tourists’ interests. Literature [23] combines the
neural network with Grey-Markov model, and brings forward
a method to predict tourists’ interests. The two predicting
methods provide reference for this research on the aspect
of tourists’ interest mining. Literature [35] studies the influ-
ence of the geographically weighted regression on the usage
frequency of the city transportation modes. Literature [39]
studies the perception on the transportation mode and the
traveling time on the aspect of socioeconomic characteristics,
trip characteristics and facility usage. The two literature have
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important value for this research’s study on the influence
of multivariate transportation modes on tourism activities.
Literature [7], [13], [14], [18] and [28] study the tourist
sight and tour route recommending methods on the aspect of
specific technique and algorithm developing. By analyzing
these methods, the problems to be solved and optimized on
the tourism recommendation system are concluded, and the
tourist interest data mining, precise tourist sight mining and
the tour route planning algorithm based on the multivariate
transportation modes. Literature [7] studies on the lane-level
road map for intelligent vehicle systems, and analyzes the
factors that influence the city vehicle systems and the key
method to set up the model. Literature [13] studies on the
shortest tour route by the method of genetic algorithm and
the oriented spanning tree. The genetic algorithm is the basic
framework, and combines with certain factors. Literature [14]
studies the influence of the transportationmodes on the aspect
of traveling time and condition. The two factors are the two
important factors to set up the developed algorithm. Liter-
ature [18] studies the condition and method for tourists to
choose vehicle for traveling by tourists’ preference, which
mainly discusses the factors that influence tourists’ decision
on the aspect of interests, and then set up the algorithmmodel.
Literature [28] studies on how to design the individualized
tour route by the heuristic algorithm aiming at different types
of tourist groups, mainly emphasizes on tourists’ interests
and individualized service. And it is also the emphasis of this
research.

It is significant to analyze the previous researches in the
literature that support our research work. Meanwhile, com-
pare the similar researches with our work and find out the
differences. Literature [40] studies the tourism recommen-
dation and tour route planning based on the location social
media, and mainly focuses on the social media big data. The
social media big data is a kind of dynamic data, which is
different from the static text data in our research, also, the
interest miningmethod is different. In literature [40], tourists’
interests are mined from the social media and used to recom-
mend tourist sights and routes. Similarly, the literature [51]
sets up the spatial network for the tourist sights based on geo-
graphic label and social media data. The algorithm method to
recommend the tourist sights and tour routes is different from
our work, which emphasizes the influence of the social media
data and the spatial network, while our work emphasizes
the process of text data mining to match tourists’ interests
and the impact of the multivariate transportation modes on
the tourism recommendation. Literature [41] studies the tour
route planmethod by using real time traffic data, which is also
a dynamic method. In our research work, the used basic data
include geographic information data, traffic information data
and tourist sight information data, and they are all static data,
which is different from the literature [41]. Literature [49] uses
the GPS big data that is generated by tourists’ cellphones in
the tour to set up the model and studies the tourists’ activities
and traces. This is a GPS big data research method. Our
research work emphasizes the study on urban tour route in

the range of the downtown area of a tourism city. The tourists’
activities and traces are both in the city, not considering the
GPS data. The tour route algorithm in the literature [52] is
based on the improved heuristic searching. It judges whether
the searched location conforms to the optimal condition or
not, and it is set as the principle to do further searching.
This core of the algorithm is the confirming the heuristic
searching function and avoiding the unnecessary searching
process. Thus, in this method, the optimal solution will be
obtained by the sub-optimal ones will be neglected. In the rec-
ommendation system, both the optimal ans sub-optimal tour
routes should be provided for tourists, thus, this method has
certain disadvantage. Our research work is different from the
literature [52], and it is a global searching process combining
with geographic information data and traffic information data
to get the globally optimal solution, thus, it is suitable for the
embedded algorithm in the recommendation system.

Compared with the other important methods such as the
methods mentioned in literature [29], [55], the proposed
method has different principle, process and purpose. LSTM
is a long short-term memory network which could be used in
dealing with sequential data, and it is especially useful and
effective to predict the important issues that have long time
interval and delay in time series. The LSTM method is used
in natural language processing such as text mining and pro-
cessing. By training plentiful and abundant data, it sets up the
network model with long short-termmemory function, which
could overcome the problem of traditional RNN on the aspect
of long-term dependencies. Also, it needs relatively com-
plex training process and time. When LSTM is used in text
mining, its main purpose is to obtain the deep semantic, for
example, text sentiment analysis and knowledge acquisition.
The proposed text mining algorithm is based on encyclopedia
text word frequency statistical analyzing algorithm, which
figures out the matching degree between tourists’ interest
words and the tourist sight feature encyclopedia big data. The
matching degree is the critical element on confirming the
tendency degree of the tourists to the tourist sight clusters.
On the aspect of setting up the algorithm model, the pro-
posed method of the research doesn’t need complex training
data to form the neural network model. Based on the sta-
tistical mining, the interest tendency matching degree could
be obtained. On the aspect of the purpose on text mining,
LSTM tends to mine the deep semantics of the text, while the
proposed method faces the general public tourists. To obtain
the direct demands and interest data are the main purpose of
the proposed method, while the deep semantics or emotional
semantics of the text itself are not the target. On the aspect
of setting up the recommender system, the proposed method
has relatively smaller computational cost than the LSTM,
it doesn’t need complex training process to get the matching
degree, which could save the calculating time and space.The
literature [29] sets up the SQL injection attack detection
method based on LSTM neural network. By combining with
the LSTM, it could rise the accuracy of the SQL injection
attack detection while decrease the error rate in the intelligent
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transportation system. It has more advantages than the tradi-
tional learning method. The literature [55] brings forward a
fusion model based on LSTM network and CNN deep learn-
ing methods, and it could greatly improve the precision and
accuracy of text sentiment classification. The literature [29]
and [55] are both based on LSTM neural network, and use
plentiful and abundant training data to set up and train the
model. Different from the two methods, the proposed method
in the research uses the encyclopedia text big data to set up
the statistical model to mine the matching degree between
the tourists’ interest labels and the tourist sight features. The
proposed algorithm is relatively easy to implement, there
is no need for large quantity of training data and adjusting
parameters for the neural network, and it costs smaller calcu-
lating time and space. As the tourism recommender system
should be highly efficient, effective, convenient and easy to
be realized, according to the above analysis, this research did
not consider using the LSTM method.

The structure, main content and the research methods
include the following aspects.

The first section: Introduction. The research background,
the significance of the research, the research questions, the
objectives, the literature review and the paper structure are
discussed. By comparing with the previous researches, the
problems of the current tourist sight and tour route recom-
mendation are analyzed. And the basic thought, principle,
the used technology and the experiment design of the research
are discussed.

The second section: The tourist interest data mining algo-
rithm and the interest tourist sight mining algorithm. The
tourist interest data mining algorithm is brought forward.
By setting up the tourist sight clustering algorithm model,
the clusters of the tourist sights in the research domain are
generated, which provides the basic data for the interest
mining and the precise tourist sight matching. The interest
tourist sight mining algorithm is set up to obtain the tourist
sights that best match tourists’ interests.

The third section: The tour route algorithm based on
the interest tourist sights and the multivariate transportation
modes.

The motive nerve cell model based on the multivariate
transportation mode matching keys is set up. And based on
the nerve cell model, the tour route chain algorithm based on
the tourist sightmotive nerve cell is set up, which could output
tour route chains combing with the geographic information
data and the traffic information data under the condition of
the multivariate transportation modes, and then the optimal
tour route chains are obtained.

The fourth section: The sample experiment and analysis.
Take the tourist sights and the leisure areas in the downtown
area of the tourism city Leshan as the research range and
the objects to get the basic experiment data. The developed
algorithm is used to output the precisely matched tourist
sights and the tour route chains under the multivariate trans-
portation modes. The experiment sets the three commonly
used tour route planning algorithms as the control group,

and under the same experimental conditions, the results of
the developed algorithm and the control group algorithms are
obtained.

The fifth section: The analysis and discussion of the exper-
imental results. The experimental results are discussed on the
aspect of the experimental basic data, the tourist sight clus-
tering results, the tourist sight matching and mining results,
the tour route chain results, the comparison of the algorithms
and the practicalness of the algorithm, and then get the con-
clusion.

The sixth section: The conclusions and the future work.
The research work is concluded. The features and the advan-
tages of the algorithm are analyzed, meanwhile, the limitation
of the algorithm and the future work are brought forward.

II. TOURIST INTEREST TEXT MINING ALGORITHM AND
INTEREST TOURIST SIGHT MINING ALGORITHM
Tourists need to make travel schedule before they visit a
tourism city. The schedule’s contents mainly include the
knowledge and confirmation on interests, the knowledge and
confirmation on the service provided by the tourism city and
tourist sights, the time schedule of the tour, the cost of the
tour, the transportation mode used in the tour,etc [17], [18].
Firstly, the knowledge and confirmation on interests is the
core because tourists should primarily confirm the destination
and the psychological satisfaction tendency and extent, and
this is determined by the objective law that tourists are the
center for tourism activity. The satisfaction extent of tourists
directly reflects their motive satisfaction and will influence
the evaluations of tourists on the tourism city and tourist
sights, and will indirectly influence the decision of visiting
the tourism city of the subsequent tourists. Thus, the tourist
sight and tour route recommendation system should meet
tourists’ interests. Secondly, the provided services and func-
tion attributes of the tourism city and tourist sights should
be quantified, including the geographic location and distri-
bution, feature attributes, function localization, geographic
information service, traffic information service, etc. Tourism
city and tourist sights’ function attributes have direct influ-
ence on tourists’ motive benefits. Different tourist sights have
different function attributes, which will bring discrepancy
on tourists’ satisfaction. Then, the time schedule, travel cost
and the choice of transportation mode will also influence
the tourist sight and tour route recommendation [21]. The
classification and quantity of the recommended tourist sight
are not only determined by tourists’ interests, but also by
tourist sight distribution, time schedule and travel cost. More-
over, the choice of transportation mode will determine the
travel mode. As it will be influenced by geographic infor-
mation service and traffic information service, it will finally
cause discrepancy on the recommendation of the optimal tour
route [10], [19], [20]. According to the analysis, based on
one tourism city’s geographic space environment, the tourist
interest textmining algorithm and interest tourist sightmining
algorithm are set up.
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A. TOURIST INTEREST TEXT MINING ALGORITHM
Tourist interest Text mining is based on the knowledge and
confirmation on interests, the knowledge and confirmation
on the service provided by the tourism city and tourist sights,
the time schedule of the tour, the cost of the tour. The knowl-
edge and confirmation on interests include the tourist sight
function attributes, time schedule of visiting the tourist sight,
the basic cost of visiting the tourist sight and tourist sight
attraction [8], [9], [11]. Since different tourist sights provide
discrepant services, their matching degrees with tourists’
interests are also discrepant. By setting up the matching
degree algorithm of tourists’ interests and tourist sight quan-
titative service, the affinity degree of tourists’ interests and
tourist sight feature attributes could be confirmed.

1) THE FOUNDATION OF THE IMPROVED TOURIST SIGHT
CLUSTERING ALGORITHM
Tourist sights in the tourism city have the features on diversi-
fication, homogeneity and heterogeneity, spatial discreteness,
etc [48]. To cluster the city tourist sights is the basis of setting
up the tourist sight clustering algorithm model.
Def 1.1: Tourist sight domain C . Choose certain quantity

of city tourist sights which are typical and valuable and group
them into one set to be clustered, and this set is called the
tourist sight domain C . The domain C is used to store the
selected typical tourist sights for the research. In order to
confirm that the tourists could get the best travel experience,
the quantity of tourist sights in the tourist sight domain C
should be smaller than the total quantity of all the city’s
tourist sights. Set the quantity of the tourist sights in set C
is n, n > 0, n ∈ Z+. Each tourist sight in set C is noted as
c(i), and then i ∈ (0, n] ∈ Z+.
Def 1.2: Tourist sight cluster C(u) and tourist sight meta

data c(u,v). Cluster n quantity of typical tourist sights c(i) in
the set C according to tourist sights’ feature attributes into
p quantity of clusters C(u). Each cluster is noted as
c(i) ∼ c(u,v). And then, set the quantity of each cluster C(u)
as n(u),and u ∈ (0, p] ∈ Z+, v ∈ (0, n(u)] ∈ Z+.The
tourist sight cluster C(u) represents a sort of tourist sights
gathered and constrained by certain criterion. It is the basis for
the tourist interest data mining to get the precisely matched
tourist sights.

The criterion for setting up the cluster C(u) and the tourist
sight clustering algorithm are as follows.

Step 1 Set up the tourist sight feature attribute label
vector c(i). The label vector that is composed of s quantity of
keywords w(i,t) determined by one tourist sight c(i) text def-
inition representing its feature attributes is called the tourist
sight feature attribute label vector c(i), and t ∈ (0, s] ∈ Z+.
The vector c(i) is used to store the tourist sight text labels. Its
elements are words and phrases. Two elements are different
with each other and they are equal. The elements are used to
describe the tourist sights’ features.

According to the definition, c(i) = (w(i,1),w(i,2), . . .,
w(i,t(i)), . . ., w(i, s)), an it relates to one point of the tourist

sight domain C . The keyword w(i,t) is the No. t element
value in the vector c(i). As to each tourist sight c(i), define
the dimension of label vector c(i) as 1 × s and it is full rank
rank(c(i)) = s. And arbitrary two vectors meet the condition
∀w(i,t) 6= ∀w(i,¬t).

Step 2 Set up the criterion D(c(i), c(j)) for the clustering
on tourist sight feature attribute. Set the feature attribute
matching threshold value as T(c(i),c(j)). Set up the criterion
D(c(i), c(j)) algorithm as follows.
Sub-step 1 Randomly search arbitrary one tourist sight
∀c(i) of n elements in the set C and obtain the tourist
sight feature attribute label vector c(i) = (w(j,1),w(j,2), . . .,
w(j,t(2)), . . ., w(j,s)).
Sub-step 2Randomly search arbitrary one tourist sight∀c(j)

other than the element c(i) of n− 1 elements in the set C and
obtain the tourist sight feature attribute label vector c(j) =
(w(j,1),w(j,2), . . ., w(j,t(2)), . . ., w(j,s)).
Sub-step 3 Set up the extreme matching value δ of label

vector. Define that the maximum quantity of the matching
labels of the feature attribute label vector elements between
the tourist sight ∀c(i) and ∀c(j) as the extreme matching value
δ of the two label vectors. The extreme matching value δ of
label vector reflects the similarity of the two tourist sights,
and it is an important parameter to set up tourist sight clusters.
Here is the process of setting up the extreme matching value
δ algorithm of label vector.

(1) Set the initial value δ(1) = 0. Take the first element
w(i,1) in the label vector c(i) of the tourist sight c(i).

¬ Compare w(i,1) with w(j,1).
i) If w(i,1) = w(j,1), this feature attributes of c(i) and

c(j) are the same, δ(1) = δ(1) + 1, stop searching, jump to
step (2);

ii) If w(i,1) 6= w(j,1), this feature attributes of c(i) and c(j) are
different, δ(1) remain unchanged, jump to step.

 Compare w(i,1) with w(j,2).
i) If w(i,1) = w(j,2), this feature attributes of c(i) and

c(j) are the same, δ(1) = δ(1) + 1, stop searching, jump to
step (2);

ii) If w(i,1) 6= w(j,2), this feature attributes of c(i) and c(j) are
different, δ(1) remain unchanged, jump to step®.

® Compare w(i,1) with w(j,t(2)) by the same method from
step ¬ ∼ until t(2) = s, and t(2) ∼ (0, s] ∈ Z+. And obtain
the related extreme matching value δ(1) for the first element
w(i,1) in tourist sight c(i) label vector c(i).

(2) Set the initial value δ(2) = 0. Take the second element
w(i,2) in the label vector c(i) of the tourist sight c(i). Compare
w(i,2) with w(j,t(2)) by the same method from step ¬∼® until
t(2) = s, and t(2) ∼ (0, s] ∈ Z+. And obtain the related
extreme matching value δ(2) for the second element w(i,2) in
tourist sight c(i) label vector c(i).

(3) Set the initial value δ(t(1)) = 0. Take the No. t(1) element
w(i,t(1)) in the label vector c(i) of the tourist sight c(i). Compare
w(i,t(1)) with w(j,t(2)) by the same method from step ¬ ∼ ®

until t(2) = s, and t(2) ∼ (0, s] ∈ Z+. And obtain the related
extreme matching value δ(t(1)) for the No. t(1) element w(i,t(1))
in tourist sight c(i) label vector c(i).
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(4) Traverse t(1) ∼ (0, s] ∈ Z+ until t(1) = s by the same
method of step(15)∼(3). And obtain all the extremematching
values δ(t(1)) for all the elements in tourist sight c(i) label
vector c(i).
(5) Accumulate and calculate the extremematching value δ

for the tourist sight c(i) label vector c(i), and the value con-
forms to the result δ =

∑s
t(1)=1 δ(t(1)). Set the tourist sight

feature attribute clustering criterion as D(c(i), c(j)) = δ.
Sub-step 4 Set up the tourist sight clustering algorithm

criterion. When arbitrary tourist sight ∀c(i) and ∀c(j) in set
C meet arbitrary one of the following conditions, the tourist
sight c(i) and c(j) could be clustered into one C(u). In order to
set up the algorithm, if the two tourist sights meet arbitrary
one condition, note +c(i)c(j), or note −c(i)c(j).

(1) As to arbitrary tourist sight ∀c(i), c(j) ∈ C(u), there is:
D(c(i),c(j))−1 ≤ T(c(i),c(j));

(2) As to arbitrary tourist sight ∀c(i) ∈ C(u), there is: [(k −
1)−1 ·

∑
jD(c(i), c(j))]

−1
≤ T(c(i),c(j));

(3) As to arbitrary tourist sight ∀c(i), c(j) ∈ C(u), there is:
[k−1(k−1)−1 ·

∑
i
∑

jD(c(i), c(j))]
−1
≤ T(c(i),c(j)), and there

must be D(c(i),c(j))−1 ≤ T(c(i),c(j));
(4) As to arbitrary tourist sight ∀c(i) ∈ C(u), there exists

a sample tourist sight c(j) in the cluster C(u) that meets the
condition D(c(i),c(j))−1 ≤ T(c(i),c(j)).

According to the definition, tourist sight cluster C(u) and
tourist sight c(i) should meet the following
conditions:

(1) Arbitrary cluster is nonempty set: ∀C(u) 6= ∅;
(2) The union set with the p amount of clusters C(u) is C :

C(1) ∪ C(2) ∪ . . . ∪ C(p) = C;

(3) The intersection set of arbitrary two clusters is the null
set: ∀C(u(15)) ∩ ∀C(u(2)) = ∅, 0 < u(15) 6= u(2) ≤
p, u(15), u(2) ∈ Z+;
(4) Arbitrary tourist sight c(i) belongs to and only belongs

to one tourist sight cluster C(u), and it has the exclusive code
c(i) ∼ c(u,v); Set up the subordinate degree function ξ (u, i) =
ξC(u)(c(i)), and it represents the subordinate relationship
between tourist sight c(i) label vector c(i) and tourist sight
cluster C(u), 0 < u ≤ p, and there is the quantitative rela-
tionship between tourist sight and its cluster in Formula (15).
According to the definition, if the subordinate degree of one
tourist sight c(i) to the cluster C(u) is 1, and its subordinate
degree to other clusters ¬C(u) is 0. The subordinate degree
function is used to set up the tourist sight cluster subordinate
degree matrix ξ (p×max n(i)). The subordinate degree represents
whether the single tourist sight c(i) belongs to the cluster C(u)
or not. If the degree is 1, the tourist sight c(i) belongs to the
cluster C(u). If the degree is 0, the tourist sight c(i) doesn’t
belong to the cluster C(u).

ξC(u)(c(i)) = ξ (u, i) =

{
0, c(i) ∈ C(u),

1, c(i) /∈ C(u).
(1)

Def 1.3:Cluster generation point1c(i), homogeneous clus-
ter and heterogeneous cluster. In the process of dividing

tourist sight domain C into p quantity of clusters C(u),
the p quantity of tourist sights which have different feature
attributes and each can represent one cluster are confirmed
by the algorithm, and each of the tourist sight is called the
cluster generation point, noted as1c(i). The generation point
1c(i) is the starting point of the cluster C(u). Starting from
the point 1c(i), the other points ¬1c(i) are judged by the
clustering criterion D(c(i), c(j)) on whether they are in the
same cluster C(u) with the point 1c(i). Start from the point
1c(i) and search another tourist sight c(j) and then make the
following judgment.

(1) If the tourist sight c(i) and the tourist sight c(j) meets
the condition of +c(i)c(j), then the two tourist sights c(i) and
c(j) are defined in the homogeneous cluster, the subordinate
degree of the tourist sight c(j) to the cluster C(u) with the
point 1c(i) is 1;
(2) If the tourist sight c(i) and the tourist sight c(j) meets

the condition of −c(i)c(j), then the two tourist sights c(i) and
c(j) are defined in the heterogeneous cluster, the subordinate
degree of the tourist sight c(j) to the clusterC(u) with the point
1c(i) is 0.
Def 1.4: Subordinate degree matrix ξ (p×max n(i)). Store the

n quantity of tourist sights in domain C into the matrix
C(p×max n(i)), and the storage principle meet the following
conditions.

(1) The dimension of the matrixC(p×max n(i)) is p×max n(i),
that is, the matrix row is p and the matrix column is max n(i);

(2) The quantity of the tourist sight meets the condition that
0 < n ≤ p×max n(i);
(3) The minimum element code of the matrix C(p×max n(i))

is 1, and the maximum element code is p × max n(i). The
code sequence is arranged from the minimum code to the
maximum code of each row and column.

(4) The storage location of the tourist sight c(i) is in the row
[(i−1)/max n(i)]+1 and column [(i−1) mod (max n(i))]+1;

(5) The row and column of the matrix C(p×max n(i)) are all
full rank.

In the process of searching other tourist sights c(j) from
the cluster generation point 1c(i) of cluster C(u), each tourist
sight c(j) subordinate degree to the cluster C(u) in the matrix
C(p×max n(i)) is confirmed, 0 < j 6= i ≤ n, which forms the
matrix with the subordinate degree value and p × max n(i)
dimension. This matrix is called the subordinate degree
matrix, noted as ξ (p×max n(i)). The subordinate degree matrix
reflects the storage and distribution condition for one cluster
of tourist sights, with the basic element 1 and 0. The element
1 represents the distribution for the tourist sights of cluster
C(u) in the matrix C(p×max n(i)), that is, the element location
of 1. Oppositely, the tourist sights of the data 0 element
locations are not in the cluster C(u).
Step 3 Set up the tourist sight clustering algorithm.

Based on tourist sight feature attribute, label vector and
clustering criterion, the tourist sight clustering algorithm
is set up, which is used to form clusters on the n quan-
tity of tourist sights in the domain C . The algorithm is as
follows.
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Sub-step 1 Set up the tourist sight storage matrix
C(p×max n(i)).
Store each tourist sight c(j) into the matrix C(p×max n(i));
Sub-step 2 Confirm the initial generation point 1c(1).

And randomly choose one tourist sight c(i) in the matrix
C(p×max n(i)) as the initial generation point 1c(1), relating to
the cluster C(1);

Sub-step 3 Traverse to search the tourist sight c(j(1)), and
0 < j(1) 6= i ≤ n. The row coordinate of the searched tourist
sight is [(j(1) − 1)/max n(i)] + 1, and the column coordinate
of the searched tourist sight is [(j(1)− 1) mod (max n(i))]+ 1.
The initial searching value meets the condition j(1) 6= i.

(1) Set the initial searching value as j(1) = 1. Calculate the
subordinate degree according to the tourist sight clustering
criterion.

¬ If the tourist sight c(j(1)) and 1c(1) are in the homoge-
neous cluster, then +c(j(1))1c(1). The subordinate degree of
c(j(1)) to the cluster C(1) is 1, jump to the step (2);

 If the tourist sight c(j(1)) and 1c(1) are in the heteroge-
neous cluster, then −c(j(1))1c(1). The subordinate degree of
c(j(1)) to the cluster C(1) is 0, jump to Sub-step 4.
(2) Set j(1) = 2, 3, . . . , i − 1, i + 1, . . . n. Search other

tourist sight c(j(1)) by the same method in step (15). The
homogeneous tourist sight is absorbed into the cluster C(1)
while the heterogeneous tourist sight is used to form a new
cluster.

(3) Generate the subordinate degree matrix ξ1(p×max n(i))
with the initial generation point 1c(1).
Sub-step 4 Define this heterogeneous tourist sight c(j(1))

as the second cluster generation point 1c(2), relating to the
cluster C(2). Set up the new tourist sight matrix C(p×max n(i))
and traverse to search tourist sight c(j(2)). The row coordinate
of the searched tourist sight is [(j(2) − 1)/max n(i)] + 1, and
the column coordinate of the searched tourist sight is [(j(2) −
1) mod (max n(i))]+ 1.
(1) Set the initial searching value as j(2) = 1. Calculate the

subordinate degree according to the tourist sight clustering
criterion. The confirmed generation tourist sights will not be
searched any more.

¬ If the tourist sight c(j(2)) and 1c(2) are in the homoge-
neous cluster, then +c(j(2))1c(2). The subordinate degree of
c(j(2)) to the cluster C(2) is 1, jump to the step (2);

 If the tourist sight c(j(2)) and 1c(2) are in the heteroge-
neous cluster, then −c(j(2))1c(2). The subordinate degree of
c(j(2)) to the cluster C(2) is 0, jump to the Sub-step 5.
(2) Set j(2) = 2, 3, . . . , i − 1, i + 1, . . . n. Search other

tourist sight c(j(2)) by the same method in step (15). The
homogeneous tourist sight is absorbed into the cluster C(2)
while the heterogeneous tourist sight is used to form a new
cluster.

(3) Generate the subordinate degree matrix ξ2(p×max n(i))
with the initial generation point 1c(2).
Sub-step 5 Continue searching. Search other cluster gener-

ation point1c(u), related cluster C(u) and subordinate degree
matrix ξu(p×max n(i)). Traverse the u ∼ (0, p] and confirm
p quantity of clusters and p quantity of subordinate degree

matrix. The quantity of tourist sight in each cluster C(u)
is n(u).
The following pseudo-code is for the tourist sight cluster-

ing algorithm.

Algorithm 1 The Tourist Sight Clustering Algorithm
1: Step 1: Input label vector c(i).
2: Step 2: Calculate the criterion D(c(i), c(j)).
3: Sub-step 1: Search arbitrary ∀c(i) and get its c(i).
4: Sub-step 2: Search another arbitrary ∀c(j) and get its
c(j).
5: Sub-step 3: Calculate δ.
6: For each t(1) ∼ (0, s] ∈ Z+ and t(2) ∼ (0, s] ∈ Z+

until t(1) = s and t(2) = s:
7: For each δ(t(1)) = 0: Compare w(i,2) and w(j,t(2)).
8: Accumulate δ(t(1)) = δ(t(1)) + 1
9: Sub-step 4: Set clustering criterion.
10: Step 3: The clustering process.
11: Sub-step 1: Set up C(p×max n(i)).
12: Sub-step 2∼5: For each 1c(u):

j(u) = 2, 3, . . . , i− 1, i+ 1, . . . n
13: Confirm 1c(u), judge whether c(j(u)) and
1c(u)
are in the same cluster.
14: Confirm ξu(p×max n(i)) and C(u).

2) INTEREST TEXT MINING ALGORITHM
The tourist interest Text mining algorithm is set up based
on tourist sight clusters. The principles for tourists to choose
tourist sights include their interests and the feature attributes
that tourist sights can provide for tourists. Thus, the basis
of the tourist interest Text mining algorithm is to confirm
tourists’ interests and tourist sights’ feature attributes.
Def 2.1: Feature attribute matching factor k(r). The factors

that are determined by the knowledge and cognition on tourist
sight function, tourist sight traveling time schedule, basic
traveling cost and tourist sight attraction index that influence
the matching relationship of tourists’ interests and tourist
sights’ feature attributes are called feature attribute matching
factors k(r), 0 < r ≤ 4, r ∈ Z+. The factor k(r) is the key
factor to mine the tourists’ interests and obtain the precisely
matched tourist sights. Also, it is the critical factor for the
intelligent recommendation system to set the input conditions
for the tourists. By comparing the demand conditions of the
tourists with the conditions that the tourist sights could pro-
vides, the optimal value for thematching function is obtained,
and the tourist sights to be visited are also obtained. And each
factor has its own quantization algorithm.
Def 2.2: Interest feature data vectorW(t). The union that is

composed by s quantity of keywordsw(i,t) representing tourist
sights’ feature attributes in the tourist sight feature attribute
label vector c(i) is called the interest feature data vectorW(t).
Its element is noted asW(t), and thenW(t) = (W(1),W(2), . . .,
W(t), . . ., W(ns)). Since the labels in the different vectors c(i)
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could be repetitive, thus, the capacity of the union set of the
n quantity of the vectors c(i) could be smaller than the total
sum of the n quantity of the vectors c(i) capacities. According
to the clustering algorithm, the union capacity of n quantity
of tourist sight feature attribute label vectors c(i) is far smaller
than the theoretical capacity, that is 0 < t � ns, t, ns ∈ Z+.
Arbitrary element of the interest feature data vector W(t) is
nonzero, that is W(t) 6= 0, and the vector W(t) is full rank.
Set the vector W(t) contains q quantity of elements, that is
rank(W(t)) = q.The vectorW(t) is used to store all the feature
labels of tourist sights contained in the domain C . It is the
basic data set to mine tourists’ interest data and obtain the
precisely matched tourist sights. According to the definition,
the interest feature data vector W(t) meets the Formula (2).
Formula (2) represents the union set of the n quantity of the
vectors c(i), which meets the condition that the arbitrary label
vector c(i) is the non-empty set.{

W(t) = c(1) ∪ c(2) . . . ∪ c(i) ∪ c(n),
s.t. c(i) 6= ∅.

(2)

The generation algorithm of the interest feature data vector
W(t) set up by the definition 2.2 and Formula (2) is as follows.

Step 1 Initialize the empty setW0
(t), and its capacity is ns.

Step 2 Store elements into the feature attribute label
vector c(1). Store the s quantity of labels in vector c(1) into
the first s elements in the empty vector W0

(t) in the sequence
of i element, and form the initial vectorW(t).

Step 3 Search the feature attribute label vector c(2) and
judge the relationship of the vector c(2) elements andW0

(t).
Sub-step 1 Compare the first element w(2,1) of the vector

c(2) with theW(t) element of the vectorW(t).
(1) Compare with the first element of the vectorW(t).
¬ If w(2,1) = W(1), delete the element w(2,1);
 If w(2,1) 6= W(1), jump to the step (2).
(2) Compare with the second element of the vectorW(t).
¬ If w(2,1) = W(2), delete the element w(2,1);
 If w(2,1) 6= W(2), jump to the step (3).
(3) Compare with the No. t element of the vectorW(t), t =

3, 4, . . . , s. Search until t = s:
¬ If w(2,1) = W(s), delete the element w(2,1), and the

element w(2,1) is not the newly added one for the vectorW(t);
 If w(2,1) 6= W(2), store w(2,1) into the No. s+ 1 element

W(s+1) in the vectorW(t), and the element w(2,1) is the newly
added one for the vectorW(t).
Sub-step 2 Compare the second element w(2,2) in the

vector c(2) with the elementW(t) in the vectorW(t), and judge
whether the element w(2,2) is the newly added one for the
vector W(t). If it is not the newly added one for the vec-
tor W(t), delete w(2,2); If it is the newly added one for the
vectorW(t), store the elementw(2,2) into the No. s+2 element
W (s+ 2) in the vectorW(t).
Sub-step 3 Compare the No. t element w(2, t) in the

vector c(2) with the element W(t) in the vector W(t), and
judge whether the element w(2, t) is the newly added one
for the vector W(t). If it is not the newly added one for the

vectorW(t), delete w(2, t); If it is the newly added one for the
vector W(t), then store the element w(2, t) into the No. s + t
element W (s+ t) in the vectorW(t).
Sub-step 4 Traverse t ∼ (1, s] ∈ Z+ until all of the ele-

ments of the vector c(2) are searched and compared. Update
the vectorW(t).

Step 4 Search the feature attribute label vector c(3) via the
Step 3, and then judge the vector c(3) elements with the W0

(t)
elements. And then store the c(3) elements that conform to the
condition into the vector W(t). After the searching process,
update the vectorW(t).

Step 5 Search the feature attribute label vector c(i) via the
Step 3, and judge the vector c(i) elements with W0

(t) ele-
ments. Store the c(i) elements that conform to the condition
into the vector W(t). After the searching process, update the
vectorW(t).

Step 6 Traverse i ∼ (0, n] ∈ Z+ until all the vectors c(i),
and finally obtain the full rank vector W(t) which contains
q elements, rank(W(t)) = q.
Step 7 Traverse to search all elements W(t) of the vector

W(t) and replace its elements. Store elements W(t) in the
sequence of p tourist sight clusters C(u), shown in Figure 1.
Clusters C(u) contain feature attribute labels respectively.
Set that the cluster which has the maximum quantity of
the feature attribute label W(t) contains max p(u) quantity of
labels W(t).
Interest feature data vector W(t) is the basis for tourists

to confirm the travel tendency and for the smart recommen-
dation system to choose the optimal tourist sights. Arbitrary
element ∀W(t) of the vector W(t) is taken as an interest label
stored in the data list in the text format. The interest feature
data vector W(t) is used to set up the interest text mining
algorithm based on tourist sight text knowledge. The feature
attribute matching factor k(1) is confirmed, which represents
the tourists’ knowledge and cognition on the tourist sights’
function. Meanwhile, tourists make requests on the traveling
time k(2), the basic travel cost k(3) and the tourist sight attrac-
tion index k(4), and along with the feature attribute matching
factor k(1), they form the tourist interest vector K(r). This
vectorK(r) is the basis for matching the optimal tourist sights.
Def 3.1: Tourist basic interest matrix W(p×max p(u)).

According to the interest feature data vectorW(t), the tourists
choose certain quantity of feature attribute labelsW(t) in each
cluster C(u) according to their sequence in the vector. And
then, the labelsW(t) are stored in the p×max p(u) dimension
matrix by certain principle. This matrix is called the tourist
basic interest matrix W(p×max p(u)). The tourist basic interest
matrix W(p×max p(u)) is the basis matrix for the interest text
mining and outputting the knowledge and cognition on the
tourist sights’ function. The matrix matches tourist sight fea-
ture attributes and text knowledge and the feature attribute
matching factor k(1) is confirmed. The arbitrary one element
in the matrix W(p×max p(u)) represents tourists’ one interest
point. The same row represents the same cluster’s tourist
sights interest points. From the matrixW(p×max p(u)), the cog-
nition and tendency of the tourists on the tourist sights could

VOLUME 9, 2021 8129



X. Zhou et al.: Intelligent Tourism Recommendation Algorithm

FIGURE 1. The vector W(t) structure and its element distribution.

be concluded on the aspect of feature attributes. According
to the definition, the principle for the matrix W(p×max p(u)) to
store the selected interest labels is as follows.

(1) The matrix W(p×max p(u)) is the nonzero matrix with
p rows and max p(u) columns;

(2) The No. u row is used to store the selected cluster C(u)
labels;

(3) Set the quantity of the selected cluster C(u) labels
as e(u). Thus, from the first element to the No. e(u) one in
the No. u row, the cluster C(u) labels are stored in sequence.
The elements from the No. e(u) + 1 to the No. max p(u) are
set 0;

(4) The row rank and the column rank of the matrix
W(p×max p(u)) may not be full, that is, certain row or column’s
elements may all be 0. Thus, the row rank meets the condition
row ∼ rank(W(p×max p(u))) ≤ p, the column rank meets the
condition column ∼ rank(W(p×max p(u))) ≤ max p(u).
Def 3.2: Tourist basic interest label vectorWu(1×max p(u)) . All

of the nonzero rows u of the matrix W(p×max p(u)) are defined
as the tourist basic interest label vectors Wu(1×max p(u)) . The
nonzero vector Wu(1×max p(u)) represents the tourists’ knowl-
edge and cognition on the tourist sights in the clusterC(u), that
is, the interest labels and interest tendency that tourists wish
to get from the tourist sight cluster C(u). The arbitrary one
element in the vector Wu(1×max p(u)) represents the one interest
point of the tourists on the cluster C(u). It is used to match
the tourist sight feature attribute and obtain the factor k(1)
under the conditions of the cluster. Formula (3) is the matrix
W(p×max p(u)) general expression.

Formula (4) is the confirmed one sort of the basic interest
matrix W(p×max p(u)) according to the labels chosen by the
tourists. In the matrix W(p×max p(u)), arbitrary nonzero row is
the basic interest label vectorWu(1×max p(u)) . As to the Formula
(3), the elementW (u, t) of the matrixW(p×max p(u)) represents
the one interest label selected by the tourists, that is, the one
interest point of the element W (u, t) in the row cluster C(u).
The element could be a text label, or an empty element 0,
in the meantime, the matrix W(p×max p(u)) is the full ranked
matrix in both row and column. The elements of the same
row belong to the same cluster while the elements in different
rows doesn’t belong to the same cluster. Formula (4) is a kind
of random example of the matrix W(p×max p(u)). The element
W(q) represents the last element of the random examplematrix

W(p×max p(u)), the footnote q is a random value. (3) and (4), as
shown at the bottom of the next page.
Def 3.3: Interest label homogeneous vectorW∧(1×m). As to

the related tourist sight cluster C(u) of the No. u row vector
W(1 × max p(u)) in the matrix W(p×max p(u)), the union set
of the interest tendency labels and the feature attribute label
vector c(i) of the tourist sight c(i) ∼ c(u,v) in the cluster C(u)
is called the interest label homogeneous vector W∧(1×m).The
vectorW∧(1×m) represents the choice of tourists on one cluster
C(u) interest points and the matching degree with one certain
tourist sight c(i). The higher the matching degree is, the closer
relationship between the tourist sight c(i) with the selected
interest points on the aspect of feature attributes, the more
easily the tourist sight meets the tourists’ interests. The pro-
cess to get the interest label homogeneous vector W∧(1×m) is
as follows.

Step 1 Set up the empty vectorW0
(1×m), and its dimension

is 1× m.
Step 2 Search the first row vector W1(1×max p(u)) of the

matrixW(p×max p(u)) relating to the cluster C(1) and match the
homogeneous elements.

Sub-step 1 Search the first elementW(11) and the vector c(i)
elements.

(1) CompareW(11) and w(i,1):
¬ IfW(11) = w(i,1), thenW(11) and w(i,1) are homogeneous

labels. Store W(11) into the first element W0
(11) of the vector

W0
(1×m). End the comparison, jump to Sub-step 2;

 IfW(11) 6= w(i,1), thenW(11) andw(i,1) are heterogeneous
labels. Jump to step (2).

(2) CompareW(11) and w(i,2):
¬ If W(11) = w(i,2), then W(11) and w(i,2) are homo-

geneous labels. Store W(11) into the first element W0
(11)

of the vector W0
(1×m). End the comparison, jump to

Sub-step 2;
 IfW(11) 6= w(i,2), thenW(11) andw(i,2) are heterogeneous

labels. Jump to step (3).
(3) Compare W(11) and w(i,t(i)), t(i) = 1, 2, . . . , s. The

method is the same as step (15) and step (2). When t(i) = s,
ifW(11) 6= w(i, s), the labelW(11) and the labels of the vector
c(i) are all heterogeneous labels, jump to Sub-step 2.

Sub-step 2 Search the second element W(12) and
the vector c(i) elements. Traverse w(i,t(i)), and compare
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the label W(12) with w(i,t(i)) with the same method in
Sub-step 1.

(1) If label W(12) and arbitrary element ∀w(i,t(i)) in the
vector c(i) are homogeneous:

¬ If the first element of the vector W0
(1×m) meets the

condition W0
(11) = 0, store the label W(12) into the first

element W0
(11) of the vector W0

(1×m). End the comparison,
jump to Sub-step 3.

 If the first element of the vector W0
(1×m) meets the

condition W0
(11) 6= 0, store the label W(12) into the second

element W0
(12) of the vector W0

(1×m). End the comparison,
jump to Sub-step 3.

(2) If the label W(12) and all of the elements w(i,t(i)) in the
vector c(i) are heterogeneous, jump to Sub-step 3.
Sub-step 3 Search the No. p(u) element W(1,p(u)) and the

vector c(i) elements, p(u) = 3, 4, . . . ,max p(u). Traverse
w(i,t(i)), compare W(1,p(u)) and w(i,t(i)) with the same method
as Sub-step 1. Output the related interest label homogeneous
vectorW1

(1×m) of the cluster C(1).
Step 3 Search the second row vector W2(1×max p(u)) of the

matrixW(p×max p(u)) relating to the cluster C(2) and match the
homogeneous elements. The method is the same as Step 2.
Output the related interest label homogeneous vectorW2

(1×m)
of the cluster C(2).
Step 4 Search the No. u row vector Wu(1×max p(u)) of the

matrixW(p×max p(u)) relating to the cluster C(u) and match the
homogeneous elements. The method is the same as Step 2.
Output the related interest label homogeneous vectorWu

(1×m)
of the cluster C(u), u = 3, 4, . . . , p.
Def 3.4: The tourist interest label word frequency vector

F(Wu(1×max p(u)) ), tourist interest label word frequency matrix
F(W(p×max p(u)))

and tourist sight feature attribute label word
frequency vector F(c(i)(1×s)). As to the interest label vector
Wu(1×max p(u)) inW(p×max p(u)) of one cluster C(u) confirmed by
tourist, the appearance frequency t1(u,p(u)) of arbitrary label
∀W(u,p(u)) in the matrix W(p×max p(u)) is defined as the The
tourist interest label W(u,p(u)) word frequency. Confirm all
the word frequency t1(u,p(u)) of the labels W(u,p(u)) in the vec-
tor Wu(1×max p(u)) and then store the word frequencies into
the 1 × max p(u) dimension vector F(Wu(1×max p(u)) ), and this
vector F(Wu(1×max p(u)) ) is called the tourist interest label word
frequency vector. The matrix that is formed by p word fre-
quency vectors F(Wu(1×max p(u)) ) relating to cluster C(u) stored
in the sequence of matrixW(p×max p(u)) rows is defined as the

tourist interest label word frequency matrix F(W(p×max p(u)))
.

The appearance frequency of the arbitrary label ∀w(i,t(i)) of
the vector c(i) in the tourist sight text encyclopedia knowledge
is defined as the word frequency t2(i, t(i)) for the labelw(i,t(i)).
Confirm the word frequency for all of the labels w(i,t(i))
in the vector c(i) and store them into the 1 × s dimension
vector F(c(i)(1×s)), and this vector F(c(i)(1×s)) is called the
tourist sight feature attribute label word frequency vector. The
vector F(Wu(1×max p(u)) ) and the matrix F(W(p×max p(u)))

represent
the appearance frequency of the interest points relating to the
labels selected by the tourists, that is, the tendency of the
tourists to the feature attribute labels and related tourists
sights. The larger the word frequency value is, the much
closer tendency to the feature attribute will be. The vector
F(c(i)(1×s)) represents the appearance frequency of the feature
attribute label in the tourist sight text knowledge and def-
inition. Therefore, The matrix F(W(p×max p(u)))

and the vector
F(c(i)(1×s)) makes up the basic calculating condition for the
factor k(1).
According to theword frequency definition and the extract-

ing process, the element word frequencies of the interest label
homogeneous vector W∧(1×m) are obtained. The process of
generating interest label matrix, label word frequency matrix
and feature attribute label word frequency matrix is the pro-
cess of mining tourists’ interest data. The following pseudo-
code is for the interest data mining algorithm.

Algorithm 2 The Interest Data Mining Algorithm
Section 1: Set up the vectorW(t).

1: Step 1: Initialize the vectorW0
(t).

2: Step 2: Store c(i) label intoW0
(t) and formW(t).

3: For each element w(i,t) in c(i):
4: For each elementW(t) in W(t):
5: Compare w(i,t) and W(t) until t = s and i ∼
(0, n] ∈ Z+.
6: Get the vectorW(t).

Section 2: Set up the vectorW∧(1×m).
7: For each cluster C(u), u ∼ (0, p] ∈ Z+:
8: For each element W(1,p(u)):
9: Comparew(i,t(i)) andW(1,p(u)), judge if they are in
the same cluster.
10: Get the vectorWu

(1×m) for each C(u).

W(p×max p(u)) =


W(1,1) W(1,2) . . . W(1,max p(u))
W(2,1) . . . W(2,max p(u)−1) W(2,max p(u))
. . . . . . . . . . . .

W(p,1) . . . W(p,max p(u)−1) W(p,max p(u))

 , (3)

W(p×max p(u)) =


W(2) W(4) . . . W(p1)
W(p2) . . . W(10) 0
. . . . . . 0 0

W(p(u1)) . . . W(p(u2)) W(q)

 . (4)

VOLUME 9, 2021 8131



X. Zhou et al.: Intelligent Tourism Recommendation Algorithm

B. INTEREST TOURIST SIGHT MINING ALGORITHM
According to the definitions and the process of interest text
mining, the interest tourist sight mining algorithm based on
interest label matrixW(p×max p(u)), the word frequency matrix
F(W(p×max p(u)))

and the feature attribute word frequency vector
F(c(i)(1×s)) is set up. The basic principle of the algorithm is
as follows. Firstly, the matching model of the tourist interest
and tourist sight feature attribute is set up and the feature
attribute matching factor k(1) is output. Then, combining with
the travel time k(2), basic cost k(3) and tourist sight attraction
index k(4), the interest tourist sight mining function is formed.
This function is the keymodel to confirm the affinity between
tourist interest and tourist sight feature attribute, and it out-
puts the quantified affinity value. Store the affinity values
in the descending order in vector and extract the matched
interest tourist sights according to tourists’ interests. The
algorithm flow is as follows.

Step 1 Set up the interest label matrix W(p×max p(u)) and
word frequency matrix F(W(p×max p(u)))

.
Step 2 Perform the text knowledge mining on all tourist

sights c(i) in the domain C . In this mining process, tourist
sight feature attribute label w(i,t(i)) is obtained. Set up the
tourist sight feature attribute label vector c(i) and obtain the
feature attribute word frequency vector F(c(i)(1×s)).
Step 3 Set up the algorithm of feature attribute matching

factor k(1) between the interest label matrixW(p×max p(u)) and
the tourist sight c(i).
Sub-step 1 As to arbitrary cluster ∀C(u), confirm the tourist

sight interest label vectorWu(1×max p(u)) and the word frequency
vector F(Wu(1×max p(u)) ) relating to the cluster, and obtain the
word frequency t1(u,p(u)) for each interest labelW(u,p(u)).

Sub-step 2 As to arbitrary tourist sight ∀c(i), confirm its
feature attribute label vector c(i) and word frequency vector
F(c(i)(1×s)), and obtain the word frequency t2(i, t(i)) for each
feature attribute label w(i,t(i)).

Sub-step 3 Set up the interest label homogeneous vec-
tor W∧(1×m) between the vector Wu(1×max p(u)) and vector c(i),
including m quantity of homogeneous labels. Meanwhile,
obtain the homogeneous labels’ word frequency t1(u,p(u))
in the vector Wu(1×max p(u)) and the word frequency in
the vector c(i). According to the definition, it meets the
conditions:

(1) t1(u,p(u)) , t2(i, t(i)) ∈ Z+;
(2) t1(u,p(u)) 6= 0 ∨ t2(i, t(i)) 6= 0;
(3) t1(u,p(u)) � t2(i, t(i)), that is, |t1(u,p(u)) − t2(i, t(i))| = 0 is

the small probability event.
For the convenience of setting up the algorithm, of all the

m quantity of homogeneous labels, the label word frequency
belonging to the vector Wu(1×max p(u)) is noted as t1(u, a), and
the label word frequency belonging to the vector c(i) is noted
as t2(i, b). The t1(u, a) and t2(i, b) meet the conditions in the
Sub-step 3, and a, b ∈ (0,m] ⊂ Z+, the counting principle
are a = b, a = a+ 1 and b = b+ 1.
Sub-step 4 Set up the algorithm of the feature attribute

matching factor k(1). Then, if the vector meets the condition
W∧(1×m) 6= 0,that is, there is at least one homogeneous label

of the vector Wu(1×max p(u)) and the vector c(i). It meets the
condition to form the factor k(1) algorithm, the algorithm
is shown as Formula (5). Formula (5) is the improved text
similarity algorithm based on the cosine similarity function,
in which t1(u, a) and t2(i, b) are the word frequencies of
the same labels in the vector Wu(1×max p(u)) and the vector
c(i) respectively. The t1(u,p(u)) and t2(i, t(i)) represent the label
word frequencies of the vectorWu(1×max p(u)) and the vector c(i)
respectively.

Sub-step 5 Set up the tourist interest vector K(r). The
feature attribute matching factor k(1), the expected travel time
k(2), basic travel cost k(3) and tourist sight attraction index k(4)
are combined to set up the tourist interest vectorK(r), it meets
the condition K(r) = [k(1), k(2), k(3), k(4)], r ∈ (0, 4] ⊂ Z+.
The tourist interest vector K(r) is the key to set up interest
tourist sight mining objective function.

k(1)(Wu, c(i))=
m∑

a=1,b=1

t1(u, a)×t2(i, b)×(
max p(u)∑
p(u)=1

t21 (u, p(u))

×

s∑
t(i)=1

t21 (i, t(i)))
−

1
2 , (5)

Step 4 Set up the tourist sight mining objective function
of G(K(r),c(i)). The tourist sight mining objective function is
determined by the tourist interest vector and the function
attributes the tourist sights can provide. It is the function to
judge the extent on how tourist sights could satisfy tourists.
The larger the function G(K(r),c(i)) value is, the much closer
of the tourist sights’ function attributes to tourists’ interests
will be. To make the factors k(1), k(2), k(3) and k(4) all have
the same scale impact on the function results, the disturbing
coefficient ε(r) is introduced for the factor k(r). The function
of each disturbing coefficient ε(r) is to normalize the factors
into the same scale.

Obtain one factor k(1), k(2), k(3) and k(4) respectively and
compare their orders of magnitudes τ(r). Their orders of mag-
nitudes τ(r) are . . ., 100, 10, 1, 0.1, 0.01, 0.001, . . .. And select
the middle one value’s order of magnitudes as the standard
one. Compare the other factors’ orders of magnitudes with
the standard one and get the coefficient ε(r). Take the order
of magnitudes τ(2) for the factor k(2) as the standard one to
confirm the coefficient ε(r).

(1) Compare τ(1) with τ(2).
Calculate τ(1)/τ(2) = p1, then τ(1) = p1τ(2), ε(1) = 1/p1;
(2) Compare τ(3) with τ(2).
Calculate τ(3)/τ(2) = p2, then τ(3) = p2τ(2), ε(3) = 1/p2;
(3) Compare τ(4) with τ(2).
Calculate τ(4)/τ(2) = p3, then τ(4) = p3τ(2), ε (4) = 1/p3.
Inwhich p1, p2, p3 ∈ (. . . , 100, 10, 1, 0.1, 0.01, 0.001 . . .).
G(K(r),c(i)) = ε1k(1) + [

∑n

r=2
εi|k(i)− k(i∗)|d ]

−1/d
,

JG(K(r), c(i)) = max{G(K(r),c(i))},

s.t. i ∈ (1, n] ⊂ Z+, εi ∈ (0, 1] ⊂ R+.

(6)

Set the quantitative values for the function attributes of
the tourist sight c(i) as the best travel time k(2∗), basic travel
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cost k(3∗), attraction index k(4∗). Combining with the feature
attribute matching factor k(1), the interest tourist sight mining
objective function G(K(r),c(i)) is set up as Formula (6), and
n = 4. The Formula (6) is the matching degree function
between the tourists’ interests and the tourist sight feature
attributes based on the improved Minkowski distance func-
tion, whose aim is to search and obtain the minimum differ-
ence value between the tourists’ interests and the tourist sight
feature attributes. According to the definition, the maximum
value of the matching degree is the calculating criterion for
the factor k(1), while the minimum absolute difference values
between the factors k(2), k(3), k(4) and their related quantita-
tive values k(2∗), k(3∗) and k(4∗) for the function attributes of
the tourist sight c(i) are the calculating criterion for the factors
k(2), k(3), k(4).

Thus, the reciprocal on the sum of the difference val-
ues between the factors k(2), k(3), k(4) and k(2∗), k(3∗), k(4∗) is
brought forward, the exponent sign is −1/d . The function of
the exponent sign is tomaximize the function valueG(K(r),c(i)).
The value of the parameter d determines the order of the
Minkowski distance function. When d = 1, the Minkowski
distance is the Manhattan distance, which could represent
the right-angle side distance between two points in the two
dimension space. Its amount of calculation is small. When
d = 2, the Minkowski distance is the Euclidean distance,
which could represent the straight-line distance between two
points in the two dimension space. Its amount of calculation
is relatively large. When the improved algorithm G(K(r),c(i))
represents the degree of approximation between the tourists’
interests and the quantitative values for the function attributes
of the tourist sight, the value of the parameter d should keep
the reciprocal on the sum of the difference values between
the factors k(2), k(3), k(4) and k(2∗), k(3∗), k(4∗) along with the
factor k(1) in the same order of magnitudes, and reduce the
calculating space complexity and time complexity. According
to the definition, the value d = 1 is used to calculate the
function.

Step 5 Set up the descending order vectorV(uv) of the clus-
terC(u) tourist sights’ objective functionG(K(r),c(i)). Calculate
the objective function G(K(r),c(i)) values for the n(u) tourist
sights in the cluster C(u) and form the vector V(uv).
Sub-step 1When u is confirmed, set up the 1×u dimension
vector V(uv).
Sub-step 2 Calculate the objective function of G(K(r),c(u,1))

value between the first tourist sight c(u,1) in cluster C(u)
and the vector K(r), and the objective function G(K(r),c(u,2))
value between the second tourist sight c(u,2) and the
vector K(r).
(1) IfG(K(r),c(u,1)) ≥ G(K(r),c(u,2)), store the valueG(K(r),c(u,1))

into the first element V(u1) of the vector V(uv), and store
the value G(K(r), c(u,2)) into the second element V(u2) of the
vector V(uv);

(2) IfG(K(r),c(u,1)) < G(K(r),c(u,2)), store the valueG(K(r),c(u,2))
into the first element V(u1) of the vector V(uv), and store
the value G(K(r), c(u,2)) into the second element V(u2) of the
vector V(uv).

Sub-step 3 Calculate the objective function of G(K(r),c(u,3))
value between the third tourist sight c(u,3) in cluster C(u) and
the vector K(r).

(1) If G(K(r),c(u,1)) ≥ G(K(r),c(u,2)):
¬ If G(K(r),c(u,3)) > G(K(r),c(u,1)) ≥ G(K(r),c(u,2)): store the

value G(K(r),c(u,3)) into the first element V(u1) of the vector
V(uv), descend to store the value G(K(r),c(u,1)) into the second
element V(u2) of the vector V(uv) and the value G(K(r),c(u,2))
into the third element V(u3) of the vector V(uv).

 If G(K(r),c(u,1)) ≥ G(K(r),c(u,3)) > G(K(r),c(u,2)): keep the
value G(K(r), c(u,1)) element unchanged.

And then store the value G(K(r),c(u,3)) into the second ele-
ment V(u2) of the vector V(uv), and descend to store the value
G(K(r),c(u,2)) into the third element V(u3) of the vector V(uv).

® If G(K(r),c(u,1)) ≥ G(K(r),c(u,2)) ≥ G(K(r),c(u,3)): keep the
two values G(K(r),c(u,1)) and G(K(r),c(u,2)) elements unchanged.
Store the value G(K(r),c(u,3)) into the third element V(u3) of the
vector V(uv).
(2) If G(K(r),c(u,1)) < G(K(r),c(u,2)):
¬ If G(K(r),c(u,1)) < G(K(r),c(u,2)) < G(K(r),c(u,3)), store

the value G(K(r), c(u,3)) into the first element V(u1) of the
vector V(uv), and descend to store the value G(K(r),c(u,2))
into the second element V(u2) of the vector V(uv) and
the value G(K(r),c(u,1)) into the third element V(u3) of the
vector V(uv).

 If G(K(r),c(u,1)) < G(K(r),c(u,3)) < G(K(r),c(u,2)), keep the
value G(K(r),c(u,2)) element unchanged. And then store the
value G(K(r),c(u,3)) into the second element V(u2) of the vector
V(uv), and descend to store the valueG(K(r),c(u,1)) into the third
element V(u3) of the vector V(uv).

® IfG(K(r),c(u,3)) < G(K(r),c(u,1)) < G(K(r),c(u,2)): keep the two
values G(K(r), c(u,1)) and G(K(r),c(u,2)) elements unchanged,
store the value G(K(r),c(u,3)) into the third element V(u3) of the
vector V(uv).
Sub-step 4 Calculate the objective function of

G(K(r), c(u,v)) value between the No. v tourist sight c(u,v) in
cluster C(u) and the vector K(r). According to the method of
Sub-step 2 and Sub-step 3, compare the objective function
values from the first to the No. v−1 tourist sight and descend
to store the v quantity of objective function values of related
tourist sights into the top v quantity of elements in the vector
V(uv). Traverse v = 4, 5, . . . , n(u) and calculate n(u) quantity
of objective function values of related tourist sights into
the vector V(uv). At this time, the vector V(uv) is full rank,
rank(V(uv)) = n(u).
Step 6 Traverse u = 1, 2, . . . , p. Set up all the

vectors V(uv) with the objective function values G(K(r),c(i)) for
all the clusters.

Step 7Mine and obtain the tourist sights that best meet the
tourists’ interests. Take one-day trip as an example. Under
the condition that the basic interest matrix W(p×max p(u)) is
confirmed, tourists consider the time schedule, travel cost,
physical conditions, etc., they choose the x(u) quantity of the
expected tourist sights in each cluster C(u), u ∈ (0, p]. Set up
the 1 × r dimension vector C(i) which is used to store the
tourist sights to be visited, whose quantity of element is r .
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Store related tourist sights into the vectorC(i) in the sequence
of cluster C(1),C(2), . . . ,C(u), . . . ,C(p). The element meets
the condition of Formula (7). In the Formula (7), the total
sum of the tourist sights to be visited r is determined by the
tourists’ interests and the expected tourist sights in each clus-
ter. The interests determine the expected tourist sight cluster,
the quantity of the expected tourist sights in one cluster
determines the tourist sights provided by the recommendation
system.

r =
p∑

u=1

x(u), s.t. x(u) ∼ C(u), u ∈ (0, p]. (7)

Sub-step 1 Extract the top x(1) quantity of elements in the
vector V(1v) of the cluster C(1), they are related to the top x(1)
quantity of tourist sights c(1,v) with objective function values
in the descending order. And then store the x(1) quantity of
tourist sights c(1,v) into the vector C(i) from the first element
to the No. x(1) element.
Sub-step 2 Extract the top x(2) quantity of elements in the

vector V(2v) of cluster C(2), they are related to the top x(2)
quantity of tourist sights c(2,v) with objective function values
in the descending order. Store the x(2) quantity of tourist sights
c(2,v) into the vector C(i) from the No. x(1) + 1 element to the
No. x(1) + x(2) element.

Sub-step 3 Extract the top x(u) quantity of elements in the
vector V(uv) of cluster C(u), they are related to the top x(u)
quantity of tourist sights c(u,v) with objective function values
in the descending order. Store the x(u) quantity of tourist sights
c(u,v) into the vector C(i) from the No.

∑u−1
1 x(u)+ 1 element

to the No.
∑u

1 x(u) element, u = 3, 4, . . . , p.
Sub-step 4 Finish searching the p quantity of clus-

ters and obtain the vector C(i). The r quantity of tourist
sights stored in the vector C(i) match tourists’ inter-
ests, and they are the optimal tourist sights the recom-
mendation system will provide for tourists, meanwhile,
they are also the key nodes to schedule the tour route
chain.

The following pseudo-code is for the interest tourist sight
mining algorithm.

III. THE TOUR ROUTE CHAIN ALGORITHM BASED ON
THE MP NERVE CELL MODEL OF THE MULTIVARIATE
TRANSPORTATION MODES
After all the interest tourist sights are confirmed, they are
used as key nodes to form the tour route chains. Tourists
start from the point P, visit the r quantity of tourist sights,
and return to the point P. This process relates to a whole
trip. Since different tourists may choose the different trans-
portation modes, it may cause different satisfaction degree in
the same tour route. This is determined by city geographic
information service, traffic information service and tourist
sight information [12]. According to the recommended tourist
sights, combining with the city basic data, the tour route chain
algorithm based on tourists’ transportation modes is set up.

Algorithm 3 The Interest Tourist Sight Mining Algorithm
1: Step 1: Set up matrixW(p×max p(u)) and F(W(p×max p(u)))

.
2: Set up the matrix F(c(i)(1×s)) for the vector c(i).
3: Step 2: Set up k(1) algorithm forW(p×max p(u)) and c(i).
4: Sub-step 1: As to ∀C(u), confirmWu(1×max p(u)) and
F(Wu(1×max p(u))).
5: Get t1(u,p(u)) for eachW(u,p(u)).
6: Sub-step 2: As to ∀c(i), confirm c(i) and F(c(i)(1×s)).
7: Get t2(i, t(i)) for each w(i,t(i)).
8: Sub-step 3: Set up the vectorW∧(1×m).
9: Sub-step 4: Get k(1) and vector K(r).
10: Step 3: Set up the function G(K(r),c(i)).
11: Step 4: Set up the vector V(uv).
12: Sub-step 1: Calculate the value G(K(r),c(u,1)) and

G(K(r),c(u,2)).
13: Compare G(K(r),c(u,1)) and G(K(r),c(u,2)), sort in
descending order.
14: Sub-step 2: Calculate the value G(K(r),c(u,3)).

Compare the Three values and sort them in descend-
ing order.
15: Sub-step 3: For each No. v and u = 1, 2, . . . , p:

calculate G(K(r), c(u,v)) and compare the v amount
values, sort them in descending order. Get V(uv).
16: Step 5: For each u = 1, 2, . . . , p: extract x(u) amount
of elements of V(uv).
17: Store x(u) amount of tourist sights c(u,v) into the
elements from No.

∑u−1
1 x(u) + 1 to No.

∑u
1 x(u). Get the

vector C(i).

It outputs the tour routes which conform to tourists’ interests
and travel motive.

A. NERVE CELL MODEL BASED ON MULTIVARIATE
TRANSPORTATION MODE MATCHING KEYS
The MP Nerve cell structure is a typical structure with mul-
tiple inputs and single output. Its input terminals include
n quantity of signal paths xi from the previous nerve cell,
i ∈ (0, n] ∈ Z+. Each signal path will be impacted by
the connecting weight ωi and then will further impact the
current nerve cell. Meanwhile, the nerve cell itself has certain
accommodation coefficients θ . Along with the impact of all
the accommodation coefficients θ , the output signal path y
of the nerve cell is generated, and this output signal path is
one of the next nerve cell’s input signal paths. Figure 2 is
the basic structure of MP nerve cell. Formula (8) is the MP
nerve cell signal input and output model. In the Formula (8),
each input signal xi is iterated by the connecting weight and
added with each other, and then they are regulated by the
coefficients θ and output Generally, the signal y as the input
signal xi+1 for the next nerve cell. The connecting weight ωi
is the positive real number and the coefficient θ is the negative
real number. In the Formula, the symbol f is the expression
for the MP nerve cell iteration function. The improved MP
nerve cell model is set up on the signal processing and
transmitting mode of the MP nerve cell and its basic structure
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FIGURE 2. MP nerve cell structure.

in Figure 2 and the Formula (8).

y = f

(
n∑
i=1

ωixi − θ

)
. (8)

Inspired by the MP nerve cell structure and its signal
transmission mode, each one of the tourist sight in the
tour route could be seen as a nerve cell. The process that
tourists travel from one tourist sight to the next one could
be abstracted to the mode of signal transmission from one
nerve cell to the next one. The signal transmitted in the
tour route relates to tourists motive satisfaction degree. Set
the initial motive satisfaction degree value as xi. Set certain
geographic information factors and traffic information factors
as connecting weight ωi and accommodation coefficients θ .
From the transmission model, the tourist sight nerve cell
output y could be obtained, and it is the next nerve cell’s
input xi.
Def 4.1: Tourist sight nerve cell motive weight ω(k) and

accommodation coefficients θ . When tourists travel among
tourist sights, the geographic information service and traffic
information service will influence tourists’ motive satisfac-
tion. In the process of traveling, the factors that directly influ-
ence tourists’ motive satisfaction are defined as the tourist
sight nerve cell motive weights ω(k), while the factors that
indirectly influence tourists’ motive satisfaction are defined
as the accommodation coefficients θ . According to the real
world environment geographic information data and traffic
information data, each calculating method for each tourist
sight nerve cell motive weight ω(k) and accommodation coef-
ficient θ are as follows [36], [37]. In order to confirm that
each factor’s impact on motive satisfaction is in the same
scale, set the normalization parameter ε(k) and σ(k) for the
weights ω(k) and accommodation coefficients θ [38]. Obtain
one factor ω(15), ω(2), ω(3), ω(4), ω(5) and ω(6) respectively,
and then compare their orders ofmagnitudes τ(r). Their orders
of magnitudes τ(r) are . . ., 100, 10, 1, 0.1, 0.01, 0.001, . . ..
And select the middle one value’s order of magnitudes as the
standard one. Compare the other factors’ orders of magni-
tudes with the standard one and get the coefficient ε(k). Take
the order of magnitudes τ(3) for the factor ω(3) as the standard
one to confirm the coefficient ε(k) [53], [54].

(1) Compare τ(1) with τ(3).
Calculate τ(1)/τ(3) = p1, then τ(1) = p1τ(3),

ε(1) = 1/p1;
(2) Compare τ(2) with τ(3).
Calculate τ(2)/τ(3) = p2, then τ(2) = p2τ(3), ε (2) = 1/p2;
(3) Compare τ(4) with τ(3).
Calculate τ(4)/τ(3) = p3, then τ(4) = p3τ(3), ε (4) = 1/p3;
(4) Compare τ(5) with τ(3).
Calculate τ(5)/τ(3) = p4, then τ(5) = p4τ(3), ε (5) = 1/p4;
(5) Compare τ(6) with τ(3).
Calculate τ(6)/τ(3) = p5, then τ(6) = p5τ(3), ε (6) = 1/p5;
Inwhich p1, p2, p3, p4, p5 ∈(. . .,100,10,1,0.1,0.01,0.001. . .).
The confirmation method for the coefficient σ(k) is the

same as the ε(k). The specific algorithms are as follows.

(1) ω(15): the route distance from one tourist sight to
another one, z1(km), ω(15) = z−11 , z1 ∈ R+, ε1 = 1;

(2) ω(2): the spatial coordinate distance z2, z2 ∈ R+, ε2 =
10, ω(2) = z2 = (B2 + l2)1/2;

(3) ω(3): the quantity of public bus z3, ω(3) = z3, z3 ∈ Z+,
ε3 = 0.1;

(4) ω(4): the average running time of the public bus
z4(h), ω(4) = z−14 , z4 ∈ R+, ε4 = 0.1;

(5) ω(5): the taxi fee z5(¥yuan), ω(5) = z−15 , z5 ∈
R+, ε5 = 1;

(6) ω(6): the average road congestion index z6, ω(6) = 1−
z6, z6 ∈ R+, ε6 = 1;

(7) θ (15): the quantity of traffic light z7, θ(1) = z7, z7 ∈
Z+, σ1 = −0.01;

(8) θ (2): the distance from tourist sight to bus station z8
(km), θ (2) = z8, z8 ∈ R+, σ2 = −0.1;

(9) θ (3): the average waiting time for the taxi z9(h), z9 ∈
R+, θ(3) = z9, z9 > 0, σ3 = −0.1;

(10) θ (4): the average quantity of the congestion road
z10, θ (4) = z10, z10 ∈ Z+, σ4 = −0.01.

Def 4.2: Tourist sight nerve cell motive value X(i). Accord-
ing to the definition of vector C(i), one tour route contains r
tourist sights to be visited. The motive value that is output by
the No. i−1 tourist sight and input to the No. i tourist sight is
defined as the input motive value X(i) of the No. i nerve cell.
According to the definition, the input motive value X(i)

is the output value of the No. i − 1 tourist sight. As to the
tour route mode from point P to the terminal P, the whole
tour route will output r + 1 quantity of nerve cell motive
values X(i). Different from the principle of signal processing
and transmitting of the MP nerve cell in the Figure 2 and
Formula (8), the signal information on the tour route chain
transmits in a single input and single output mode.

In the improved MP model, each influence factor affects
the input signal information X(i) and generate the output
signal information, and then transmit to the next nerve cell.
Thus, the signal informationX(i) changes alongwith the trans-
mitting process. It is also influenced by the tour sequence,
influence factors and the traffic transportation modes.

According to the MP nerve cell structure, the trans-
portation mode, tourist sight nerve cell motive weight ωi,
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FIGURE 3. The nerve cell model based on multivariate transportation mode matching keys.

TABLE 1. The conditions of different factors’ impacts on the multivariate transportation modes.

accommodation coefficient θi and the tourist sight nerve cell
motive values X(i), the motive nerve cell model based on
multivariate transportation mode matching keys is set up,
as Formula (9) shows.

In the Formula (9), the initial value for the output signal
information X

ξ
(i+1) is X

ξ
(i). The initial signal information is

influenced by the weight value ω(k) and coefficient ε(k). The
iteration value is generated. And then, it is affected by the
coefficient θ(k) and the parameter σ(k) to iterate the output
signal X

ξ
(i+1).

X
ξ
(i+1) = X

ξ
(i)+

max k(ξ )∑
k(ξ )=1

X
ξ
(i) ·ε(k(ξ ))ω(k(ξ ))

+

max k(ξ )∑
k(ξ )=1

σ (k(ξ ))θ (k(ξ )),

s.t. i ∈ (0, r] ⊂ Z+. (9)

In this model, parameter ξ represents the transportation
mode tourists choose. When ξ = 1, the tourists choose
walking or cycling. When ξ = 2, the tourists choose public

transportation. When ξ = 3, the tourists choose taxi or self-
driving [32], [33]. When the tourists choose the different
modes of transportation, the trip will be influenced by differ-
ent nerve cells’ motive weights ω(k) and the accommodation
coefficients θ(k).

Thus, when tourists choose different transportation modes,
the recommendation system will provide them different opti-
mal tour routes. Based on the chosen transportation mode
and the MP nerve cell model, the motive nerve cell model
based on multivariate transportation mode matching keys
is set up, shown as Figure 3. Figure 3(15) is an improved
MP nerve cell model with the inputs of multivariate trans-
portation mode matching keys, meanwhile, it has the single
output of tourist sight nerve cell motive value X(i). In a whole
trip, if the transportation modes are different, the identical
tour route will generate different motive satisfaction degrees,
and this is caused by the different impacts of the influence
factors [46], [50].

Table 1 shows the conditions of different factors’ impacts
on the multivariate transportation modes. In the table,
the value 1 means that the transportation mode is influ-
enced by this related factor, while the value 0 means that
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the transportation mode is not influenced by this related
factor. According to the Table 1 data, the nerve cell
model with different matching input keys is set up, shown
in Figure 3(2) and 3(4).

According to Table 1 data and Figure 3 the improved
MP nerve cell model with the inputs of multivariate trans-
portation mode matching keys, the improved motive nerve
cell algorithm based on tourist sight nerve cell motive weights
ω(k) and the accommodation coefficients θ(k) is set up as
Formulas (10)∼(12), representing the tourist sight nerve cell
motive values X(i) algorithm of the modes ξ = 1, ξ = 2 and
ξ = 3 respectively, i ∈ (0, r] ⊂ Z+. As to one tour route,
by the iterating process of Formulas (10)∼(12), each tourist
sight nerve cell motive output value X (i+1) is obtained under
the different transportation modes.

When i = r , the motive value X
ξ
(r+1) of one tour route

under the condition of certain transportation mode is out-
put. Analyze the Formula (10)∼(12). Different transporta-
tion modes are influenced by the different weights ω(k) and
coefficients θ(k). The specific algorithm is generated on the
Formula (9). When the tourists choose one certain kind of
transportation mode, the recommendation systemwill choose
one Formula in (10)∼(12) to calculate the output iteration
value of the tour route chain, and then recommend tour routes
for the tourists.

X1
(i+1) = X1

(i)+

2∑
k(ξ )=1

X1
(i) ·ε(k(ξ ))ω(k(ξ )) + σ(1)θ(1), (10)

X2
(i+1) = X2

(i)+

4∑
k(ξ )=1

X2
(i) ·ε(k(ξ ))ω(k(ξ )) + X2

(i) ·ε(6)ω(6)

+

2∑
k(ξ )=1

σ(k(ξ ))θ(k(ξ )) + σ(4)θ(4), (11)

X3
(i+1) = X3

(i)+

2∑
k(ξ )=1

X3
(i) ·ε(k(ξ ))ω(k(ξ ))

+

6∑
k(ξ )=5

X3
(i) ·ε(k(ξ ))ω(k(ξ )) + σ(1)θ(1)

+

4∑
k(ξ )=3

σ(k(ξ ))θ(k(ξ )). (12)

B. TOUR ROUTE CHAIN ALGORITHM MODEL BASED ON
THE TOURIST SIGHT MOTIVE NERVE CELL
One tourism city’s commercial service will bring certain
influence on tourists’ traveling process. For example, based
on the confirmation of the tourist sights to be visited, tourists
will choose and confirm the temporary accommodation in the
tourism city, that is, reserving the restaurant or hotel to live
in. As to a one-day trip, tourists usually start the trip from
the restaurant or hotel and then visit the confirmed tourist
sights. Usually, after visiting all the tourist sights, they will
return to the restaurant or hotel for rest. On the analysis of

the optimization on the spot geographic distribution, the con-
firmation of the restaurant or hotel is very important. In the
design of the proposed algorithm, the location of the restau-
rant or hotel determines the selection of the tourist sights to be
visited as well as the optimal tour route formed by the tourist
sights, because according to the algorithm, when the location
of the restaurant or hotel changes, the optimal tourist sights
will also change, then the output optimal tour route alongwith
its iteration value will simultaneously change, too. Therefore,
when designing the tour route algorithm, the location of the
restaurant or hotel is set as the starting point P and absorbed
into the tour route critical nodes. Besides the commercial
service of restaurant and hotel, the shopping malls are also
important in tourism recommendation. In the proposed algo-
rithm, the shopping malls are specially clustered into a classi-
fication, which is used as the cluster to match tourists’ interest
labels. If tourists’ interests tend to approach the cluster in
utmost extent, certain amount of shopping malls will be con-
firmed as the tourist sights to be visited according to tourists’
required quantity. In the sample experiment, Wan Da mall,
Wangfujing mall, Zhang gong qiao and Changjiang market
are set as the tourist sight cluster C(2) for the research. For
this cluster, the interest element conditions and labels are also
considered and designed in Algorithm 2 of the interest data
mining algorithm and Algorithm 3 of the interest tourist sight
mining algorithm.

Tourists starts to travel from the point P, visit r quantity of
tourist sights, and finally return to the point P, this process
forms an integrated nerve chain structure. Each tourist sight
motive nerve cell is the node of the nerve chain structure.
According to the definition, there will be r + 2 nodes in
the nerve chain, and the starting point and the terminal point
are both the point P. In the chain, there are r quantity of
nerve cell nodes. Under the analysis of the geographic spatial
distribution, the layout of tourist sights and roads, and the
traffic association degree, arbitrary two urban tourist sights
are connected by city roads [24], [25]. Thus, between the two
tourist sights, the related factors of geographic information
data, traffic information data and tourist sight data are formed,
that is the defined factors of tourist sight nerve cell motive
weights ω(k) and accommodation coefficients θ(k). Therefore,
arbitrary tourist sight C(1) or point P are all connected with
other r quantity of nerve cell nodes, and there exist different
factors between two nodes.

In one chain, the motive satisfaction degree could be con-
sidered as the signal information stream. The initial signal
information of the point P is X(0). In the process of traveling
from the starting point P to the first tourist sight C(1), accord-
ing to the Formula (9), the initial signal information is iterated
by the tourist sight nerve cell motive weights ω(k) and accom-
modation coefficients θ(k). After the iteration of all nerve
cells, the processed signal information X(1) is output. After
visiting the first tourist sight, the tourist will visit the second
tourist sight. Input the initial signal information X(1), the
mode of signal information input, processing and output is
the same as the first section. The iteration process ends with
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FIGURE 4. City tourist sight geographic spatial distribution, nerve cell network model and the dispersed nerve cell connection
interfaces set.

the last tourist sight C(r) and the point P and outputs the
whole trip’s signal informationX(r+1). The signal information
transmission mode on the nerve chain is the same as the
motive satisfaction degree transmission mode in the tour
route, that is, the previous trip process will influence the next
one. The final output signal information value X(r+1) could be
considered as the ability of the tour route to meet the tourists’
interests.When the initial valueX(0) is identical while the tour
route sequence is different, the same transportation mode will
output different motive values on different chains [26], [27].
When the initial value X(0) and the tour route sequence are
identical while the transportation mode is different, the same
chain will output the different motive values. This is the key
issue on tour route recommendation according to the optimal
interest tourist sights [28], [34]. As to the definition process,
The tour route chain composed by r + 2 quantity of nodes
could form multiple sequences. The core thought of the tour
route chain algorithm model is to traverse to search all the
tour route chains and get the globally optimal solution on the
motive satisfaction degree.

1) THE FOUNDATION OF THE TOURIST SIGHT NERVE CELL
NETWORK MODEL AND THE TOUR ROUTE CHAIN MODEL
According to the tourist sights’ geographic spatial distribu-
tion and their connection roads distribution, the tourist sight
nerve cell network based on the point P and r quantity of
nerve cells is set up, shown in Figure 4. Figure 4(1) is the
coordinate distribution of the urban tourist sights, in which
the horizontal axis is the longitude while the vertical axis is
the latitude. The blue area is the city’s urban built-up area.
The internal gray lines are the main roads of the city, and
they divide the built-up area into different blocks. On the
aspect of terrain, a city may include plain, hill land or

mountain region. Thus, in the same city, different tourist
sights or leisure areas may be distributed at different altitudes.
Do orthographic projection of the tourist sights on the dif-
ferent altitudes to the two dimension coordinate system,but
not considering the terrain and elevation. Here are the three
reasons. First, the ferry of the tourists between two tourist
sights is influenced by the geographic factors. The motive
weights ω(k) and coefficients θ(k) which are used to set up
the algorithm model all come from the geographic infor-
mation database and the electronic map. The obtained basic
data have considered and contained the terrain and elevation
factors. For example, the ferry distance between two tourist
sights obtained from the geographic information database and
the electronic map, it is the real world distance under the
condition of the terrain and elevation. Second, the tourism
activities in the downtown area of the city are mainly the
horizontal movement process, that is, the tourist sight trav-
eling presents the two dimension relationship between two
tourist sights, but not the three dimension relationship. Usu-
ally, the three dimension tourism activities mainly include
mountain climbing, paragliding, parachuting, hot-air balloon,
etc. But the research work in the paper mainly focuses on the
downtown two dimension tourist sights, including parks and
greenland, venues, shoppingmalls and amusement parks. The
tourism activities in these places are all in the two dimension
plane.Third, the algorithm modeling process and the appli-
cation area are both for the two dimension plane. The basic
data, influence factors, the thought for the modeling,and the
experiment process, etc, are all in the two dimension plane.
In all, the terrain and elevation could not be considered. Each
tourist sight C(i) is on the fixed coordinates. Figure 4(2) is the
abstract visualized form of the tourist sight nerve cell, and
it is the commonly used layout of points for the shortest path
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searching between the point P and r quantity of tourist sights.
In the layout, the left and right points are both P, in the dotted
circle, all tourist sights C(i) are distributed in accordance with
the longitude and latitude (l,B), the connecting lines among
the tourist sights are the nerve chains. The signal information
on the chains are influenced by the motive weights ω(k) and
accommodation coefficients θ(k). The transmission has the
two-way conductibility feature, that is, the signal information
direction could be forward or backward. Each tourist sight is
the signal information receiving point and the output point.
On the left side and the right side, there is an interface φ1 and
φ2 respectively. The nerve interface φ1 is the starting point
from which the iteration signal information is generated and
input to the nerve network when tourists start the trip from the
point P. The nerve interface φ2 is the terminal point at which
the iterated signal information is output after the tourists visit
all the tourist sights. In the nerve network system, each tourist
sight nerve cell radiates one nerve interconnection line, and
this nerve interconnection line has three conditions:

(1) It is connected to the interface φ1;
(2) It is connected to the interface φ2;
(3) It is not connected to interface but to the nerve cell.
If the nerve interconnection line of one tourist sight C(i) is

under the condition (15) or (2), the tourist sight C(i) must be
the first or the No. r − 1 tourist sight to be visited in one tour
route chain. If the nerve interconnection line of one tourist
sight C(i) is under the condition (3), the tourist sight C(i) must
be the internal tourist sight to be visited in one tour route
chain. In the model, two tourist sights or one tourist and the
point P could only be connected by one nerve interconnection
line. The r quantity of tourist sights are connected in the
single direction way one after one, in which, two tourist sights
C(p) and C(q) are connected to the point P, p, q ∈ (0, r] ∈
Z+, and the other tourist sights are connected with each other.
This connection mode conforms to the process in which the
tourists start from the point P, visit the r quantity of tourist
sights and return to the point P.
Disperse the tourist sight nerve cell model into the

set of single nerve connection interface models, shown
in Figure 4(3). Th set includes r quantity of nerve cells, and
each nerve cell’s code is the tourist sight code C(i). The left
green block stores the input nerve cell’s code x(i) and the right
red block stores the output nerve cell’s code y(i). The left
and right sides of the point P represent the last input tourist
sight code and the first input tourist sight code. The signal
information stream enters the tourist sight nerve cell network
model from the point P and finally come out, and different
tour route chains with different transportation modes will
output different signal information values, that is the motive
values. Each tourist sight connection interface’s input nerve
cell and output nerve cell are all different in each tour route
chain, which generates the different distributions and forms
of the nerve cell network connection interface codes. The
input and output connection interfaces meet the following
conditions:

(1) The input nerve cell C(x(i)) of the tourist sight nerve cell
C(i) is the only input nerve cell of C(i), but not other nerve
cell’s input nerve cell, that is x(i) 6= x(¬i);

(2) The output nerve cell C(y(i)) of the tourist sight nerve cell
C(i) is the only output nerve cell of C(i), but not other nerve
cell’s output nerve cell, that is y(i) 6= y(¬i);

(3) The code of the tourist sight nerve cell C(i), the code
of the input nerve cell C(x(i)) and the code of the output nerve
cell C(y(i)) meet the conditions:

¬ 0 <
∣∣x(i) − i∣∣ < r ;

 0 <
∣∣y(i) − i∣∣ < r ;

® 0 <
∣∣x(i) − y∣∣ < r ;

¯ x(i) 6= i;
° y(i) 6= i;
± x(i) 6= y(i).
The tourist sight nerve cell network model and the dis-

persed nerve cell connection interfaces set are the basis for
setting up the tour route chain model. According to the prin-
ciple of connection interface coding and tourists’ traveling,
the tour route chain model is set up. Considering the quantity
of the tourist sights to be visited, the traveling mode and
process, the signal information transmission direction, etc.,
there are P(r, r) sorts of tour route chains between the pointP.
Define the No. i visited tourist sight in the chain as K(i),

i ∈ (0, r] ∈ Z+. The tourist sight K(i) is the arbitrary tourist
sight C(i) in the interest tourist sight vector C(i), which is
determined by the tour sequence. Design the tour route chain
model with the K(i) nerve cell element. According to the
definition, one chains contains r+2 quantity of nerve cells, in
which the first and the last one are both the point P, with the
internal nerve cells K(i). The initial signal information enters
from the point P and it is influenced by each nerve cell’s
motive weight ω(k) and accommodation coefficients θ(k), and
finally the iterated maximum signal information is output.

Figure 5 shows the universal model of the tour route chain,
in which the nerve cell K(i) is the empty set ∅. According to
the tour route chain algorithm, the specific tourist sight of the
nerve cell in each chain as well as the output signal infor-
mation is output. In the chain, each nerve cell’s input signal
information is influenced by certain motive weights ω(k) and
accommodation coefficients θ(k), and is determined by the
transportation mode, as Table 1 shows. In the figure, the black
bold arrows and blocks form the main chain structure. The
upper layer structure of the main chain is the motive weight
ω(k), and the under layer structure of the main chain is the
accommodation coefficient θ(k).

The motive weights ω(k) and the accommodation coeffi-
cients θ(k) between the nerve cell K(i) and K(i+1) are deter-
mined by the tourist sights C(x) which are absorbed into the
chain and stored in the nerve cells K(i) and K(i+1), that is,
the nerve cellK(i) andK(i+1) relate to the relational data of the
tourist sight C(x1) and C(x2) in the real world environment.
When the tour sequence changes, the stored tourist sight in the
nerve cell K(i) will also change, and then the motive weights
ω(k) and the accommodation coefficients θ(k) will change
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FIGURE 5. The universal model of the tour route chain based on tourist sight nerve cell.

simultaneously. The green block x(i) on the left side of the
nerve cell K(i) is the connected previous nerve cell K (i − 1),
and the red block y(i) on the right side of the nerve cell K(i) is
the connected next nerve cell K(i+1).

2) TOUR ROUTE CHAIN ALGORITHM BASED ON THE
TOURIST SIGHT MOTIVE NERVE CELL
According to the universal model of the tour route chain
and the relationship between the transportation mode and
the motive weights ω(k) and the accommodation coefficients
θ(k), the tour route chain algorithm based on the tourist sight
motive nerve cell is set up. The basic thought of the algorithm
principle is as follows. Under the condition of one transporta-
tion mode, the upper layer connection interfaces ω(k) and
under layer connection interfaces θ(k) are determined by the
Table 1. First, the K(i) storage capacity of the tour route is
empty set ∅. Randomly store the tourist sight C(i) into the
nerve cell K(i) and make the arbitrary ∀K(i) non-empty, and
then an integrated tour route chain is generated. When the
input initial signal information is X(0), the signal information
is iterated by r quantity of nerve cells and their parameters,
and finally the maximum value maxX(i) is obtained at the ter-
minal point P. In the process of signal information iteration,
each nerve cell relates to one input signal information X(i)
and one output signal information X(i+1). Arbitrary nerve cell
∀K(i) and ∀K(¬i) tourist sights change with each other, it will
generate a new tour route chain. Under the condition of the
same signal information, the final output signal information
will change, too. Traverse all P(r, r) quantity of tour route
chains, output each chain’s motive value and finally output
the globally optimal solution. The specific algorithm flow is
as follows.

Step 1 Set up the tour route chain, and set the storage
capacity K(i) is empty set ∅. Shown in Figure 5, the input
nerve cell of arbitrary tourist sight nerve cell ∀K(i) is x(i), and
its output nerve cell is y(i).

Step 2 Confirm the tourist’s selected transportation mode,
and confirm the related upper layer connection interfacesω(k)
and under layer connection interfaces θ(k) in the tour route
chain according to the transportation mode ξ .
Step 3 Randomly store the tourist sight C(i) into the nerve

cell K(i), and ∀K(i) 6= ∅. The tour route chain L(e) is formed.
In the chain, nerve cell K(i) relates to one tourist sight C(i),but

their footnotes may not be the same. When the No. e tour
route chain is iterated, the iteration time on its nerve cells is
noted as κ(e,1). When the iteration process of arbitrary one
chain ∀L(e) is finished, the quantity of the iterated chains is
noted as κ(2).
According to the definition and the real world travel pro-

cess, the time of κ(e,1) and κ(2) meet the condition 0 < κ(e,1) ≤

r + 1, 0 < κ(2) ≤ P(r, r). The starting point P is noted as
K(0), the terminal point P is noted as K(r+1). The tour route
chain L(e) meets the condition 1 < i ≤ j < r, i, j, r ∈ Z+,
L(e) = P,K(1),K(2), . . ., K(i), . . ., K(j), . . ., K(r),P.
Sub-step 1 Iterate the first tour route chain L(1) and out-

put the maximum signal information’s related motive value
X
ξ
(r+1). The initial iteration value is κ(2) = 0, the counting

method is κ(2) = κ(2) + 1.
(1) Set the initial signal information is X

ξ
(0), the initial

iteration time is κ(1,1) = 0. The counting method is κ(e,1) =
κ(e,1) + 1, e = 0;
(2) Confirm all the related tourist sights C(i) of the nerve

cells K(i) in the first chain L(1) and their input nerve cells
and output nerve cells. Note the related tourist sight of the
nerve cell K(i) as C(s(i)). For example, if the tourist sight C(6)
is stored in K(3), then i = 3, s(3) = 6. According to the
definition, the input nerve cell of K(i) is K (i − 1), and the
input tourist sight is x(i) = C(s(i−1)). The output nerve cell of
K(i) is K(i+1), and the output tourist sight is y(i) = C(s(i+1)).
(3) Iterate the tour route chain L(1):
¬ Iterate the interval L(e∼1) = P,K(1). Input the initial

signal information X
ξ
(0), embed the upper layer connection

interfaces ω(k) and under layer connection interfaces θ(k) of
the point P and the tourist sight C(s(1)). Output the signal
information X

ξ
(1) at the tourist sight nerve cell K(1), noted as

κ(1,1) = 1;
i) If r = 1, the point K(2) is P, jump to the step ¯;
ii) If r > 1, jump to the step , continue iterating.
 Iterate the interval L(e ∼ 2) = K(1),K(2). Input the

signal information X
ξ
(1), embed the upper layer connection

interfaces ω(k) and under layer connection interfaces θ(k) of
the tourist sight C(s(1)) and C(s(2)). Output the signal infor-
mation X

ξ
(2) at the tourist sight nerve cell K(2), noted as

κ(1,1) = 2;
i) If r = 2, the point K(3) is P, jump to the step ¯;
ii) If r > 2, jump to the step ®, continue iterating.
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® Iterate the interval L(e ∼ i + 1) = K(i),K(i+1), i ∈
(2, r − 1]. Input the signal information X

ξ
(i), embed the upper

layer connection interfaces ω(k) and under layer connection
interfaces θ(k) of the tourist sight C(s(i)) and C(s(i+1)). Out-
put the signal information X

ξ
(i+1) at the tourist sight nerve

cell K(i+1), noted as κ(1,1) = i+ 1;
i) If r = i+ 1, the point K(i+2) is P, jump to the step ¯;
ii) If r > i+ 1, continue iterating until the step ¯.
¯ Iterate the interval L(e∼r+1) = K(r),P. Input the sig-

nal information X
ξ
(r), and embed the upper layer connec-

tion interfaces ω(k) and under layer connection interfaces
θ(k) of the tourist sight C(s(r)) and the point P. Output the
signal information X

ξ
(r+1) at the terminal point P, noted as

κ(1,1) = r + 1. Finish the iteration and output the maxi-
mum motive value X

ξ
(r+1) of the tour route chain L(1), noted

as X
ξ
L(1)

.

(4) Set up the motive value storage vectorX
ξ
L(e)

for the tour
route chainwith the dimension 1×P(r, r). Initialize the vector
X
ξ
L(e)

as the zero set. Store X
ξ
L(1)

into the first element X
ξ
1 of

the vector X
ξ
L(e)

.
Sub-step 2 Iterate the second tour route chain L(2) and out-

put the maximum signal information’s related motive value
X
ξ
(r+1). The initial iteration value is κ(2) = 1, the counting

method is κ(2) = κ(2) + 1.
(1) Randomly choose arbitrary tourist sight nerve cell
∀K(i) in the chain L(1), 0 < i < r, i ∈ Z+. The tourist
sight, the input and the output connection interfaces are
C(s(i)), x(i) = C(s(i−1)), y(i) = C(s(i+1));
(2) Randomly choose the arbitrary tourist sight nerve cell
∀K(j) in the chain L(1), 0 < j < r, j ∈ Z+ and i 6= j. The
tourist sight, the input and output connection interfaces are
C(s(j)), x(j) = C(s(j−1)), y(j) = C(s(j+1)), and then:

¬ If |i− j| = 1:
the related tourist sights C(s(i)) and C(s(j)) of the nerve cells

K(i) and K(j) are connected in the chain, and they are the input
or output nerve cells respectively.

 If |i− j| > 1:
the related tourist sights C(s(i)) and C(s(j)) of the nerve cells

K(i) and K(j) are not connected in the chain, and they are not
the input or output nerve cells respectively.

(3) Exchange the storage location of the tourist sights of
the nerve cells K(i) and K(j). Make the nerve cell K(i) store
the tourist sight C(s(j)), and the nerve cell K(j) store the tourist
sight C(s(i)). And the input and output connection interfaces
which have changed are y(i−1) = C(s(j)), x(j+1) = C(s(i)).

Then:
¬ If i− j = 1, then x(i) = C(s(i)), y(j) = C(s(j));
 If j− i = 1, then x(j) = C(s(j)), y(i) = C(s(i)).
(4) Exchange the tourist sights of the nerve cells K(i) and

K(j) and form the new chain L(2). Use the same method in the
Sub-step 1 and output the maximum motive value X

ξ
(r+1) of

the chain L(2), noted as X
ξ
L(2)

.

(5) Compare the value X
ξ
L(1)

with X
ξ
L(2)

:

¬ If X
ξ
L(1)
≥ X

ξ
L(2)

, keep the storage of X
ξ
L(1)

in the first

elementX
ξ
1 of the vectorX

ξ
L(e)

unchanged, and store X
ξ
L(2)

into

the second element X
ξ
2 of the vector X

ξ
L(e)

;

 If X
ξ
L(1)

< X
ξ
L(2)

, descend to store X
ξ
L(1)

into the second

element X
ξ
2 of the vector X

ξ
L(e)

, and store X
ξ
L(2)

into the first

element X
ξ
1 of the vector X

ξ
L(e)

.
Sub-step 3 According to the method of the random

exchanging nerve cell tourist sights, delete the repeated
chains and store the new one. Iterate the No. e tour route chain
L(e), e ∈ (3,P(r, r)] ⊂ Z+. Output the related maximum
motive value X

ξ
(r+1) of the signal information. The initial

iteration value is κ(2) = e − 1, and the counting principle
is κ(2) = κ(2) + 1.
(1) Output e quantity of motive values X

ξ
L(1),X

ξ
L(2), . . .,

X
ξ
L(e). According to the method of Sub-step 2, step (5),

descend to store the motive values X
ξ
L(1)
,X

ξ
L(2)

, . . ., X
ξ
L(e)

into

the top e quantity of elements in the vector X
ξ
L(e)

.
¬ If e < P(r, r), and then continue iterating and store the

value X
ξ
L(e)
, κ(2) = κ(2) + 1;

 If e = P(r, r), and then jump to the step (2).
(2) Output the value κ(2) = P(r, r), and obtain the

vector X
ξ
L(e)

with descending order elements. Its rank is

rank(XξL(e) ) = P(r, r).
Step 4 Output the priority sequence of the tour route

chains. According to the full rank vector X
ξ
L(e)

, output the
priority sequence of the tour route chains by themotive values
X
ξ
L(e)

. And then, the motive value X
ξ
L(e)

of the first element X
ξ
1

in the vector X
ξ
L(e)

relates to the maximum motive value of all
the tour route chains, and it has the strongest ability to match
tourists’ motive. It is the globally optimal solution while other
chains are the sub-optimal ones.
The following pseudo-code is for the optimal tour route

chain algorithm.

IV. EXPERIMENT AND THE RESULT ANALYSIS
In order to testify the algorithm’s feasibility and practicalness
in the real world environment, an experiment is carried out
and the result is output based on tourists’ interests and the
real world tourism geographic spatial environment [44], [45].
Meanwhile, the commonly used shortest path searching algo-
rithms are set as the control group to compare with the
developed algorithm. In this research, the Leshan city is taken
as the experimental city. As an international tourism city,
Leshan have multiple and abundant tourism resources. Its
urban tourist sights are discretely distributed. All the tourist
sights are connected by city roads and avenues. Since Leshan
city’s built-up area is much smaller than other first-tier cities,
the tourists could choose any one of the three transportation
modes to travel in the city, including walking (or cycling),
taking public bus, taking taxi (or self-driving) [29], [31].
In this research, Leshan city’s urban tourist sights are taken
as the experimental subjects. Based on the tourists’ interests,
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Algorithm 4 The Optimal Tour Route Chain Algorithm
1: Step 1: Set up the empty ∅ tour route chain model.
2: As to ∀K(i), the input nerve is x(i), the output nerve
is y(i).
3: Step 2: Confirm mode ξ, ω(k) and θ(k).
4: Step 3: Iterate the tour route chain.
5: For each e ∈ (0,P(r, r)] ⊂ Z+, κ(2) = κ(2) + 1:
6: For each interval L(e∼i+1) = K(i−1),K(i), i ∈
(0, r + 2]:
7: Set the initial value X

ξ
(0).

8: Confirm x(i) and y(i) for each node nerve cell.
9: Output each nerve cell’s value X

ξ
(i).

10: κ(e,1) = κ(e,1) + 1.
11: If κ(2) = P(r, r), stop the iteration.
12: Sort X

ξ
L(1)
,X

ξ
L(2)

, . . ., X
ξ
L(e)

in descending order.

13: Get the vector X
ξ
L(e)

.

14: Step 4: Get the optimal tour route chain by X
ξ
L(e)

.

the optimal tour route under each transportation mode is
obtained in the experiment. The experiment’s basic principle
is as follows. First, the urban tourist sights are clustered
and analyzed according to their feature attributes, and obtain
the tourist sight clusters and the subordinate degree matrix.
Then, the tourist interest matrix is set up, and each interest
vector of the cluster is obtained, which is used to mine the
matched tourist sights and output the tourist sight vector.
Take the mined tourist sights as nodes in the tour route chain,
and the tour route chains’ signal information under the three
transportation modes are studied respectively to obtain the
globally optimal solution. Compare with the control group
algorithms and analyze the results. Set the evaluation factors
for the evaluation of the proposed method as follows.

(1) Feature attribute matching factor k(1);
(2) Tourist sight mining objective function G(K(r),c(i));
(3) Motive weight ω(k);
(4) Coefficient factor θ(k);
(5) The signal information motive value of each nerve

cell X
ξ
(i);

(6) The signal information motive value of the tour route
chain X

ξ
(r+1);

(7) The increased signal information motive value between
two nerve cells 1X ξ(i);
(8) The signal information motive difference value

between the experimental group algorithm and the control
group algorithm;

(9) The space complexity of the algorithm;
(10) The time complexity of the algorithm.

A. DATA COLLECTION
According to the basic thought of the experiment design,
the collected data for the experiment include Leshan city’s
map data, urban tourist sights, longitude and latitude data,
traffic information data and tourist sight knowledge text

data, etc. Take the interest data provided by tourists as
the primary data to obtain the tourist sight clusters, tourist
sight objective function values, tourist sight vector and
the globally optimal solution under the three transportation
modes [42], [43].

1) THE TOURIST SIGHT DATA
Take the 15 quantity of typical tourist sights c(i) in Leshan
city’s urban area as the experimental subjects, and they form
the tourist sight domain C, n = 15, 0 < i ≤ 15, i ∈
Z+. C ={c(1): Leshan Giant Buddha; c(2): Wan Da mall;
c(3): the cultural center; c(4): Wangfujing mall; c(5): the chil-
dren amusement park; c(6): Tian gong kai wu; c(7): LvXin
park; c(8): Leshan museum; c(9): Zhang gong qiao; c(10):
Jia zhou chang juan; c(11): Leshan amusement park; c(12):
Hai tang park; c(13): Leshan art museum; c(14): Changjiang
market; c(15): Yuancheng amusement park}. Take Leshan
city’s urban main roads and avenues as the basic structure
to confirm the geographic location of the tourist sights c(i),
shown in Figure 6. Figure 6(1) shows the tourist sight c(i)
distribution on the map. Figure 6(2) shows the abstract nerve
cell distribution of the tourist sight nerve cell network model.

2) TOURIST SIGHT BASIC INFORMATION DATA
According to the developed tourist sight clustering algorithm,
tourist sight mining algorithm and the tour route chain algo-
rithm, the tourist sight basic information data include feature
attribute keyword label, travel time schedule, travel cost,
attraction index, longitude and latitude, etc. The knowledge
text data for each tourist sight c(i) is crawled from the Inter-
net, and the feature attribute keyword labels are extracted
from the text data to calculate feature attribute matching
factors k(1). From the tourism website, the best travel time
schedule k(2) (hour), travel cost k(3) (yuan) and attraction
index k(4) are obtained. The longitude and latitude (l,B) data
are obtained from the website GPSspg. The Table 2 shows the
basic tourist sight c(i) information of the domain r .

3) THE GENERATION OF THE TOURIST SIGHT CLUSTERS
According to the clustering algorithm, the feature attribute
label vector c(i) for each tourist sight c(i) in the domain C
is confirmed. Set the feature attribute threshold value as
T(c(i),c(j)) = 0.200. The label vector maximum matching
value δ and the feature attribute clustering correlation degree
D(c(i),c(j))−1 between the tourist sight c(i) and c(j) are calculated,
shown in the Table 3. Compare the Table 3 data with the
feature attribute threshold value T(c(i),c(j)), and the closeness
between two tourist sights could be obtained. A p×max n(i)
dimension matrix C(p×max n(i)) is set up to store tourist sights
c(i) of the domain C , shown in Formula(13). According to
the Table 3 data and the algorithm flow, the selected seed
points are c(1) ∼ 1c(1): Leshan giant Buddha; c(2) ∼ 1c(2):
Wan Da mark; c(3) ∼ 1c(3): the cultural center; c(5) ∼
1c(5): the children amusement park. Starting from each seed
point 1c(i), search the subordinate degree of other tourist
sights to the point 1c(i) and set up the subordinate degree
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FIGURE 6. The distribution of the tourist sights and the abstract nerve cell nodes distribution extracted from the
network model.

TABLE 2. Tourist sight c(i ) basic information data of the domain C .

TABLE 3. Feature attribute correlation degree D(c(i ),c(j ))
−1 of the tourist sight c(i ) and c(j ).

matrix ξ(p×max n(i)), shown in Formula (14). In the matrix,
the black bold value 1 represents the seed point location. The

abstract four clusters are shown in Figure 7, and the four
clusters are as follows.
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FIGURE 7. The output tourist sight clusters from the clustering algorithm.

C(1) ={c(1): Leshan Giant Buddha; c(7): LvXin park; c(10):
Jia zhou chang juan; c(12): Hai tang park};
C(2) ={c(2): Wan Da mall; c(4): Wangfujing mall; c(9):

Zhang gong qiao; c(14): Changjiang market};
C(3) ={c(3):the cultural center; c(6): Tian gong kai wu; c(8):

Leshan museum; c(13): Leshan art museum};
C(4) ={c(5): the children amusement park; c(11): Leshan

amusement park; c(15): Yuancheng amusement park}. (13)
and (14), as shown at the bottom of the page.

B. THE RESULT OF THE MINED TOURIST SIGHTS
MATCHING THE TOURISTS’ INTERESTS
Based on the tourist sight basic information data and the
tourist sight clusters, the tourist sights that match tourists’
interests are mined and obtained. In the experiment, the inter-
est feature attribute data vector W(t) is obtained by the fea-
ture attribute label vector c(i). The confirmed vector W(t) is
W(t) = {W(11): park; W(12): greenland; W(13): sightseeing;
W(14): flower; W(1): scenery; W(21): leisure; W(22): shop-
ping; W(23): synthesis; W(24): entertainment; W(25): cater-
ing; W(31):venue; W(32): memorial; W(33): history; W(34):
science; W(35) knowledge; W(36): nature; W(41): amusement;
W(42): theme park; W(43): swimming; W(44): athletics; W(45):

cartoon;}. From the vectorW(t), tourists choose certain quan-
tity of labels and they are composed of the interest matrix
W(p×max p(u)), in which each row represents the interest label
vector Wu(1×max p(u)) , shown in Formula (15). The matrix
W(p×max p(u)) is the basis for the tourists to get the tourist
sights to be visited, and it is used for text mining to get the
feature attributematching factor k(1). Meanwhile, considering
the self conditions and time schedule, the tourist provides
the requirements in which the expected travel time k(2∗) ≤
1.5(hour), the travel cost k(3∗) = 0(yuan), and the tourist
sight attraction index k(4∗) ≥ 0.700. According to the basic
interest matrixW(p×max p(u)) data, the experiment sets that this
tourist expects to visit two tourist sights of the C(1) cluster,
one C(2) cluster tourist sight and one C(3) cluster tourist sight.
The feature attribute matching factor k(1) is obtained by the
tourist sight text mining, combing with the Table 2 tourist
sight feature attributes k(2), k(3) and k(4), the tourist sight
mining objective function G(K(r),c(i)) is obtained. According
to the definition, set the disturbance parameters as ε(1) =
1, ε(2) = 1, ε(3) = 0.1, ε(4) = 1. Through the tourist
sight mining algorithm, the feature attribute matching fac-
tors k(1) values and objective function G(K(r),c(i)) values of
the interest label vector Wu(1×4) are calculated and obtained,

C(4×4) =


c(1) c(2) c(3) c(4)
c(5) c(6) c(7) c(8)
c(9) c(10) c(11) c(12)
c(13) c(14) c(15) 0

 (13)

ξ1(4× 4) =


1 0 0 0
0 0 1 0
0 1 0 1
0 0 0 0

 , ξ2(4× 4) =


0 1 0 1
0 0 0 0
1 0 0 0
0 1 0 0

 , ξ3(4× 4) =


0 0 1 0
0 1 0 1
0 0 0 0
1 0 0 0

 ,

ξ4(4× 4) =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

 (14)
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TABLE 4. The feature attribute matching factors k(1) values and the objective function G(K(r ),c(1)) values.

FIGURE 8. The distribution figure of the k(1) values and objective function G(K(r ),c(1)) values of the label vector.

shown in the Table 4. From the data, the distribution figure of
the k(1) values and objective function G(K(r),c(i)) values is
obtained, shown in Figure 8. The Figure 8(1)∼(3) represent
the k(1) values and G(K(r),c(i)) values of the vector W1,W2
andW3, in which the blue data bars represent the k(1) values,
the orange data bars represent the G(K(r),c(i)) values. In the
Figure 8(1), the blue lines relate to the k(1) values on the W1
of the tourist sights c(1) ∼ c(15), and the orange lines relate
to the G(K(r),c(i)) values on theW1 of the tourist sights c(1) ∼
c(1). In the Figure 8(2), the blue lines relate to the k(1) values
on the W2 of the tourist sights c(1) ∼ c(1), and the orange
lines relate to the G(K(r),c(i)) values on the W2 of the tourist
sights c(1) ∼ c(1). In the Figure 8(3), the blue lines relate to
the k(1) values on the W3 of the tourist sights c(1) ∼ c(1),
and the orange lines relate to the G(K(r),c(i)) values on the
W3 of the tourist sights c(1) ∼ c(1). According to the tourist
sight descending order vector V(uv), combining with tourists’
interests, the Table 4 data and Figure 8 data distribution,
the tourist sight vector C(i) is obtain, C(i) = {c(7), c(12),
c(2), c(3)}.

W(4×4) =


W(11) W(14) W(1) 0

W(21) W(22) W(24) W(25)

W(32) W(35) 0 0

0 0 0 0

 . (15)

C. THE OUTPUT RESULT OF THE TOUR ROUTE CHAIN
ALGORITHM BASED ON MULTIVARIATE
TRANSPORTATION MODES
Based on the tourist sight mining, the tour route chains and
signal informationmotive values under the conditions of mul-
tivariate transportation modes and the nerve nodes of vector
C(i) tourist sights are output. According to the longitude and
latitude of the point P, the starting and terminal point of
the chain are confirmed. The internal nerve cell nodes are
the longitude and latitude of the vector C(i) tourist sights.
When tourists choose different transportation modes, the tour
route chain will be influenced by the travel sequence and
the different factors, which results in different motive values.
The tour route chain’s motive value will change if any one
of the factors on tourists’ interests, the point P coordinate,
the vector C(i) tourist sights and the traffic transportation
mode changes. It is also influenced by the geographic infor-
mation data and traffic information data. In the experiment,
the motive weights ω(k) and the accommodation coefficients
θ(k) are obtained under the condition that the tourists’ inter-
ests, the point P coordinate and the vector C(i) tourist sights
are confirmed. Considering the Table 1 data, the signal infor-
mationmotive value descending order vectorX

ξ
L(e)

under each
transportation mode is output. To testify the algorithm’s fea-
sibility and advantages, the experiment chooses three shortest
path searching algorithms as the control group, and each
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TABLE 5. The motive weights ω(k) and accommodation coefficients θ(k).

TABLE 6. The output of nerve cell’s signal information motive values X ξ(i ), the tour route chains’ signal information motive values X ξ(r+1) and the

increased signal information motive values 1X ξ(i ).

algorithm outputs the tour route chain with the shortest path
under each transportation mode. Since the maximum motive
value of the tour route is determined by the quantity of the
vector C(i) tourist sights, the experiment chooses the top five
tour route chains in the vector X

ξ
L(e)

output by the developed
algorithm, and the top three tour route chains output by the
control group algorithms. Analyze the comparison results and
conclude the algorithm’s advantages.

1) THE GENERATION OF THE TOURIST SIGHT NERVE CELL’S
MOTIVE WEIGHTS AND ACCOMMODATION COEFFICIENTS
According to the definition of the motive weight ω(k) and
accommodation coefficient θ(k), the Leshan city’s geographic
information data and traffic information data are obtained
from the Baidu map and Leshan city’s basic geographic
information database, including the route distance from one
tourist sight to another one z1(km),the spatial coordinate dis-
tance z2, the quantity of public bus z3, the average running
time of public bus z4(h), the taxi fee z5(¥yuan), the average

road congestion index z6, the quantity of traffic light z7, the
distance from tourist sight to bus station z8(km), the average
waiting time for the taxi z9(h), the average quantity of conges-
tion road z10. The motive weights ω(k) and accommodation
coefficients θ(k) are shown in the Table 5. The parameter ξ
will influence the ω(k) and θ(k) values. In the experiment, the
starting point P is set as the Leshan railway station, whose
coordinate is l = 103.712,B = 29.602.

2) THE RESULT OF TOUR ROUTE CHAINS BASED ON
MULTIVARIATE TRANSPORTATION MODES
According to the quantity of the vector C(i) tourist sights
C(i), r = 4, there will be P(r, r) = 24 sorts of tour rou-
te chains that meet tourists’ interests. Set the initial signal
informationmotive value asX

ξ
(0) = 1.000. Substitute themot-

ive weights ω(k) and the accommodation coefficients θ(k)
under the condition of the tourists’ different transporta-
tion modes ξ into the nerve cell iteration model Formulas
(10)∼(12). The iteration results are shown in the Table 6.
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FIGURE 9. The increasing tendency of the nerve cell signal information motive values and the nerve cell signal information increased values.

The top five tour route chains of the vector X
ξ
L(e)

for each
transportation mode are displayed in the table. The data
of the column K(i) represent the signal information motive
values X

ξ
(i) of the nerve cell nodes K(i). The columns of

K(i)K(i+1)(or PK(1),K(4)P) represent the increased signal
information motive values 1X ξ(i) of the next nerve cell node
to the previous one. Figure 9 shows the tendency of nerve
cell signal information motive values X

ξ
(i) and the increased

signal information motive values 1X ξ(i) of the top five tour
route chains under the condition of transportation mode ξ .
The Figure 9(1)∼(5) represents the transportation mode ξ =
1, The Figure 9(6)∼(10) represents the transportation mode
ξ = 2, The Figure 9(11)∼(15) represents the transportation
mode ξ = 3. The blue curves represent the increasing
tendency of the nerve cell signal information motive values
X
ξ
(i) for the tour route chains. The nodes relate to the start-

ing point P, the points K(1),K(2),K(3),K(4) and the terminal
point P. The orange curves represent the tendency of the
nerve cell signal information increased values 1X ξ(i) for the
chains’ node intervals, relating to the interval between the two
points.

3) THE CONTROL GROUP ALGORITHMS AND THE OUTPUT
RESULTS

In tour route planning, the shortest path searching algorithms
are usually used as the basic method, whose principle is
searching for the smallest distance between two points with
certain quantity of internal nodes. Its purpose is to optimize
the travel schedule, travel time and the travel cost. The short-
est path searching algorithm only considers the distance in
the whole process of tourists’ traveling among the tourist
sights, not considering the tourist sights’ geographic spa-
tial distribution, specific coordinates, geographic information
data and traffic information data, etc., and the algorithms
all have different searching modes and features. When the
quantity of the tourist sight is relatively small, the usually
used shortest path searching algorithms includeDijkstra algo-
rithm, Floyd-Warshall algorithm, Bellman-Ford algorithm,
etc. The experiment chooses the three algorithms as the
control group. According to the three algorithms’ iteration
method in searching shortest path, the shortest paths under the
three algorithms are output, which are the optimal tour route
chains for the three algorithms. Since the three algorithms
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TABLE 7. Each algorithm’s optimal tour route chain and the motive different values on the tourist sight nerve cell modes of the control group algorithms
to the developed algorithm.

FIGURE 10. The motive different values on the tourist sight nerve cell nodes of the control group algorithms to the developed algorithm.

do not consider the factor of the transportation mode, as to
the different transportation modes, the shortest paths are the
same one, and they relate to the certain tour route chains
with the signal information motive values generated by the
developed algorithm, and have the difference values as to the
optimal tour routes of the developed algorithm. In order to
ensure the comparison between the proposed method and the
comparative methods is fair, the research sets the identical
experimental environment for the algorithms. First, the pro-
posed algorithm and the control group algorithms all have
the same starting point and the terminal point, also, all the
experimental tourist sights are the same, which are used in
all of the algorithms. Second, the real world experimental
environment of the algorithms are identical, that is, each
algorithm combines with the same geographic information
data, traffic information data and the tourist sight data. Third,
the modeling, calculating and running environment of the
algorithms are all identical, which ensures the fairness on
the aspect of space complexity and time complexity. In the
left part of the Table 7, the optimal tour route chains of the
control group algorithms and the developed algorithms are
displayed. In the right part of the Table 7, the motive different
values on the tourist sight nerve cell nodes of the control
group algorithms to the developed algorithm are displayed,
the condition is the transportation mode ξ . Figure 10 shows
the distribution of the motive different values on the tourist
sight nerve cell nodes of the control group algorithms to

the developed algorithm, in which the Figure 10(1)∼(3)
represent the transportation modes of ξ = 1, ξ = 2 and
ξ = 3.
The blue data lines represent the signal information differ-

ence values X
ξ
(i) of the developed algorithm to the Dijkstra

algorithm on the nodes P,K(1),K(2),K(3),K(4). The orange
data lines represent the signal information difference values
X
ξ
(i) of the developed algorithm to the Floyd-Warshall algo-

rithm on the nodes P,K(1),K(2),K(3), K(4). The gray data
lines represent the signal information difference values X

ξ
(i)

of the developed algorithm to the Bellman-Ford algorithm on
the nodes P,K(1),K(2),K(3), K(4). By comparing the differ-
ence values of each algorithm on the nodes, the algorithms’
capacities on generating motive values could be compared
and analyzed. Since the modeling method and mechanism
are different among the proposed algorithm and the control
group algorithms, the space complexity and time complex-
ity in the running process will be different, too. When the
starting point and the nodes on the tour route are identi-
cal, all the algorithms’ running efficiency on outputting the
signal information motive values are different. According to
the experimental conditions, the starting point is the point
P, the nodes are K(1),K(2),K(3) and K(4), and the terminal
point is also the point P. Thus, the quantity of the node
on one tour route chain is n = 6. The space complexity
and time complexity for all the algorithms are shown in the
Table 8.
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TABLE 8. The comparison on the time complexity and space complexity among the proposed algorithm and the control group algorithms.

4) THE ANALYSIS OF THE EXPERIMENTAL RESULTS
The statistical method is used to make statistics and analyze
the experimental results and compare each tour route’s perfor-
mance under different transportationmodes, and finally judge
about the significance of the method. Firstly, the statistical
characteristics of the experimental results are discussed and
analyzed.

(1) The experimental data results are not random. In the
research, the nerve cell signal information motive values X

ξ
(i)

and the increased values1X ξ(i) are calculated by the proposed
algorithm, which simulates the signal processing and trans-
mitting mode of the nerve cells and combines with the motive
weights ω(k) and coefficients θ(k). The data results are not the
randomly generated observation data, thus, they do not have
the random characteristics.

(2) The experimental data results are not independent with
each other. According to the algorithm design, on the same
tour route chain, the previous one nerve cell’s motive value is
the precondition for the next one nerve cell. Thus, the adjacent
two tourist sights have the direct close dependence relation-
ship. And all the tourist sight nodes have the dependence
relationship. According to the analysis, all the experimental
data results are not the independent data.

(3) The experimental data results do not obey normal dis-
tribution. The signal information motive values on the tour
route chains have the monotone increasing characteristics.
Thus, the data generated by algorithms do not obey normal
distribution.

(4) The evaluation analysis on the experimental data
results. The evaluation on the experimental data does not pre-
set certain criterion, that is, there is no certain tour route that is
selected as the reference to evaluate other tour routes. The sig-
nal information motive difference values generated by each
tour route are aroused by the differences on tourists’ interests,
tourist sights, motive weights ω(k) and coefficients θ(k), tour
sequence, etc.

According to the analysis of the experimental data results
on the statistical characteristics, the commonly used statis-
tical test methods such as T test, F test, chi-square test,
and Z test are not suitable for the experimental data results.
According to the characteristics of the experimental data
results, the single point analysis could be done to test the
performance of the algorithms and the results. In order to
test the stability and discreteness of each tour route under

the different transportation modes on outputting the signal
information motive values, in the experiment, the variance
analysis and standard deviation analysis are used to compare
and analyze the variance values and the standard deviation
values on each nodes of the tour routes. By calculating and
analyzing the values, the quantitative method could be used to
test the stability of the algorithm when generating the signal
information motive values. The statistical data are the calcu-
lated and output data in the Table 6. The equation of variance
S2 =

∑
(X − X )/(n − 1) is used to calculate the variance

values, and the standard deviation equation S =
√
S2 is used

to calculate the standard deviation values, and get the Table 9.
In the Table 9, the left side represents the statistical variance
values, the average variance values, the statistical standard
deviation values and the average standard deviation values
of each node’s signal information motive values X

ξ
(i) in the

tour routes. For example, the first row data of the X
ξ
(i) are the

statistical variance values of the signal information motive
values on the nodes of K(1),K(2),K(3),K(4) and P : K(5) for
all the tour routes under the transportation mode of ξ = 1,
and the second row data are the related average variance
values, the third row data are the statistical standard deviation
values, and the fourth row data are the average standard
deviation values. Other modes of ξ = 2 and ξ = 3 are
the same. The right side represents the statistical variance
values, the average variance values, the statistical standard
deviation values and the average standard deviation values of
each node’s signal information increased motive values1X ξ(i)
in the tour routes. For example, the first row data of the1X ξ(i)
are the statistical variance values of the signal information
increased motive values on the nodes of K(1),K(2),K(3),K(4)
and P : K(5) for all the tour routes under the transportation
mode of ξ = 1, and the second row data are the related
average variance values, the third row data are the statistical
standard deviation values, and the fourth row data are the
average standard deviation values. Other modes of ξ = 2
and ξ = 3 are the same. The Figure 11 shows the distribu-
tion of the statistical variance values, the average variance
values, the statistical standard deviation values, the average
standard deviation values of the signal information motive
values and increased motive values on each node of the tour
routes under the different transportation modes. In Figure 11,
the Figure 11(1)∼(3) are the distributions of the statistical
variance values and the average variance values of the signal
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TABLE 9. The statistical variance values, average variance values, statistical standard deviation values and average standard deviation values of each
node in the tour routes under different transportation modes.

FIGURE 11. The distribution of the statistical variance values, the average variance values, the statistical standard deviation values, the average standard
deviation values of the signal information motive values and increased motive values on each node of the tour routes under the different transportation
modes.

information motive values under the transportation modes of
ξ = 1, ξ = 2 and ξ = 3. The Figure 11(4)∼(6) are the
distributions of the statistical variance values and the average
variance values of the signal information increased motive
values under the transportation modes of ξ = 1, ξ = 2
and ξ = 3. The Figure 11(7)∼(9) are the distributions
of the statistical standard deviation values and the average
standard deviation values of the signal information motive
values under the transportation modes of ξ = 1, ξ = 2 and
ξ = 3. The Figure 11(10)∼(12) are the distributions of the
statistical standard deviation values and the average standard
deviation values of the signal information increased motive

values under the transportation modes of ξ = 1, ξ = 2 and
ξ = 3.

V. THE EXPERIMENTAL RESULTS ANALYSIS
According to the experiment and the output results, analyze
and discuss the results on the experiment basic data, the gen-
erated clusters, the mined tourist sights, the output tour route
chains and the comparison with the control group algorithms.

A. THE EXPERIMENT BASIC DATA ANALYSIS
Analyze the collected tourist sights’ basic data, they have the
following features. First, the classification and quantity of
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the tourist sights are abundant. All the tourist sights are the
typical ones in the Leshan city, which have relatively high
popularity and the best tourist source evaluation. Second,
the geographic distributions of the tourist sights re relatively
discrete. Third, arbitrary two tourist sights are connected
by city roads and avenues, they are accessible in different
transportation modes. Fourth, all the tourist sights have self
feature attributes. Analyze the Table 2 data, arbitrary tourist
sight has the quantitative feature attribute on the longitude
and latitude, feature attribute matching factor k(1), the optimal
travel time k(2), the basic travel cost k(3) and attraction index
k(4), in which the factor k(1) is obtained by tourist sight knowl-
edge text mining. It is the key factor to match the tourists’
interests and it reflects the correlation degree on the aspect
of the text definition and function. As to the tourist sight
clustering algorithm and text mining algorithm, the feature
attributes are influenced by the disturbance factors and are
normalized on the impact to tourists’ interests, and this is the
basis for the algorithm.

B. THE TOURIST SIGHT CLUSTERING RESULT ANALYSIS
Analyze the Table 3 data, the correlation of arbitrary two
tourist sights is mainly influenced by the keyword label. The
higher the correlation degree is, the larger the label vector
matching value δ will be, the smaller the feature attribute
cluster correlation degree D(c(i),c(j))−1 will be. When the value
of two tourist sights is smaller than the threshold value
T(c(i),c(j)) = 0.500, the two tourist sights are the homogeneous
cluster ones. In the process of generating clusters, the tourist
sights c(1) ∼ 1c(1): Leshan giant Buddha, c(2) ∼ 1c(2):
Wan Da mall, c(3) ∼ 1c(3): the cultural center, c(5) ∼
1c(5):the children amusement park are chosen as the seed
points, from which the subordinate degree matrix ξ(p×max n(i))
is generated. Analyze the four subordinate degree matrix
of Formula (14), the black bold value 1 represents each
cluster’s seed point, and the other elements are not the seed
points. Of all the other non seed points, the correlation degree
D(c(i),c(j))−1 of the tourist sights with the value 1 is smaller
than or equal to the threshold value T(c(i),c(j)), they are the
homogeneous cluster tourist sights. The correlation degree
D(c(i),c(j))−1 of the tourist sights with the value 0 is larger
than the threshold value T(c(i),c(j)), they are the heterogeneous
cluster tourist sights. From the element values of the matrix
ξ (p × max n(i)), the homogeneous cluster and the heteroge-
neous cluster tourist sights are randomly distributed, which
is determined by the tourist sights’ feature attributes, the
label vector, the text mining, etc. And from the subordinate
degree matrix, the clusters C(1), C(2),C(3) and C(4). From the
distribution of the clusters, different clusters are discrete, and
they are also interlaced. The tourists ferry between two tourist
sights, it may also be the ferry between two clusters.

C. THE TOURIST SIGHT MINING RESULT ANALYSIS
The confirmed interest matrix W(4×4) is shown as For-
mula (15). Analyze the basic interest matrix, the arbitrary
one row ∀Wu(1×4) of the matrix represents the expected label

on the related cluster’s tourist sights. The feature attribute
matching factors k(1) are confirmed by text mining, and it is
the result of interest matrix row’s label elements matching
the tourist sights’ text data. Combining with tourists’ specific
needs on the factors k(2), k(3) and k(4), the objective function
G(K(r),c(i)) values are obtained. The values k(1) and G(K(r),c(i))
are shown in the Table 4, data distribution is shown in Fig-
ure 8.

Analyze the Table 4 data and the Figure 8, the matching
values k(1) and G(K(r),c(i)) of the matrixW(4×4) row’s interest
label vectorWu(1×4) to the related clusterC(u) tourist sights are
all different. In the descending order of the G(K(r),c(i)) values,
store the cluster tourist sights into the vector V(uv), and the
interest tourist sights are extracted from the vector.

From the Figure 8, the k(1) and G(K(r),c(i)) values have
different distributions at each cluster’s tourist sights. The
higher the data bar is, the higher the matching degree value
of the tourist sight to the interest label vectorWu(1×4) will be.
The Figure 8 shows which tourist sights mostly match the
tourists’ interests.

D. THE OUTPUT RESULT OF THE TOUR ROUTE CHAINS
Analyze the Table 5 data, the tourist sight nerve cell motive
weights ω(k) and accommodation coefficients θ(k) among
different tourist sights calculated by the Leshan city’s geo-
graphic information data and traffic information data are
discrepant in some extent, and the output signal informa-
tion motive values at the nerve cells iterated by the factors
ω(k) and θ(k) are also discrepant. This is determined by the
discrepancy of the tourist sights’ distribution, geographic
information data and traffic information data. The factors
ω(k) and θ(k) are adjusted by the disturbance coefficients to
ensure that they are in the same order on the influence of
the signal information motive value. In the same tour route
chain, the signal informationwill not be influenced by the two
tourists’motiveweightsω(k) and accommodation coefficients
θ(k), they have the same impact in the forward direction and
the reverse direction. Analyze the Table 6 data, the output
top five tour route chains are different under the condition
of multivariate transportation modes, and also, in each tour
route chain, the output signal informationmotive values at the
nerve cells are different, and this is determined by the cluster
of the tourist sight, the travel sequence, weight values ω(k)
and accommodation coefficients θ(k). For each transporta-
tion mode, the first ranked tour route has the highest signal
information motive value, which could provide tourists with
the best satisfaction. The other tour route chains are the sub-
optimal ones. Analyze the variation tendency of the tour route
chains’ nerve cells signal information motive values and the
variation tendency of the increased signal information motive
values in the Figure 9, the signal information motive value
of each tour route chain increases with the travel time and
tourists’ traveling distance along the tourist sights’ sequence.
At the terminal point P, the signal information motive value
gets to the maximum one, and it the whole chain’s maximum
motive value. Meanwhile, the increased signal information
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motive value of each interval between two nerve cells also
increase with the travel time and tourists’ traveling distance
along the tourist sights’ sequence, and it also gets to the
maximum value at the terminal point P. This phenomenon
illustrates that the signal information motive value of each
interval between two nerve cells is monotone increasing.
Of all the tour route chains under the same transportation
mode, the higher the signal information motive value of the
tour route chain is, the increasing curve slope will be larger,
the increasing speed will be higher, too.

Compare the results of the control group algorithms and
the developed algorithm on the optimal tour route chains in
the Table 7 and Figure 9. The searched shortest paths of the
control group algorithms are the globally optimal solutions,
which are different from the results of the developed algo-
rithm. Table 7 shows the signal information motive value
differences at the nerve cells and the whole chains’ signal
information motive difference values of the output optimal
tour route chains of the control group algorithms and the
developed algorithm under the condition of different trans-
portation modes. Analyze the data, the signal information
motive values of the control group algorithms and the devel-
oped algorithm have positive or negative difference, that is,
the difference values at the different nerve cells are fluctuant,
this is determined by the input initial signal information value
and the impacted weight values ω(k) and accommodation
coefficients θ(k). Its volatility reflects the algorithms’ discrep-
ancies and characteristics on the iterated signal information
motive values when they output the optimal tour routes. Fig-
ure 10 shows the signal information motive value differences
distribution of the output tour route chain nerve cells of the
control group algorithms and the developed algorithm under
the condition of different transportation modes. Analyze the
distribution figures, the output shortest paths of the control
group algorithms and the developed algorithm have differ-
ence on the signal information motive value at each nerve cell
and each interval of two nerve cells.

(1) When ξ = 1, the difference values on the optimal
tour route chains of the developed algorithm to the Dijkstra
algorithm firstly increase and then decrease in the iteration
process, and the difference values on the optimal tour route
chains of the developed algorithm to the Floyd-Warshall algo-
rithm and the Bellman-Ford algorithm gradually increase in
the iteration process.

(2) When ξ = 2, the difference values on the opti-
mal tour route chains of the developed algorithm to the
Bellman-Ford algorithm gradually increase in the iteration
process, the difference values on the optimal tour route chains
of the developed algorithm to the Floyd-Warshall algorithm
firstly decrease and then increase in the iteration process, and
the difference value of the developed algorithm to the Dijkstra
algorithm gets to the maximum value only at the terminal
point while little difference at other nerve cells.

(3) When ξ = 3, the difference values on the optimal tour
route chains of the developed algorithm to the Bellman-Ford
algorithm firstly increase and then decrease in the iteration

process, and the difference values on the optimal tour route
chains of the developed algorithm to the Floyd-Warshall
algorithm and the Dijkstra algorithm firstly decrease and the
increase in the iteration process.

By comparing the differences between the algorithms,
under the three transportation modes, the output signal infor-
mation motive values of the proposed algorithm on most
of the nodes are larger than the same nodes of the control
group algorithms, while few amount of nodes are smaller.
But in all, the maximum signal information motive values of
the tour route chains output by the control group algorithms
are smaller than the developed algorithm, which illustrates
that the developed algorithm has advantages on its algorithm
design principle and performance to satisfy tourists’ interests.
Compare the algorithms’ time complexity and space com-
plexity. The proposed algorithm’s time complexity and space
complexity are both lower than the control group algorithms,
thus, the proposed algorithm runs fastest and takes up the
lowest memory storage space in the computer, followed by
the Dijkstra algorithm, the Bellman-Ford algorithm and the
Floyd-Warshall algorithm. Thus, it has advantages on the
aspect of algorithm operating.

Take the nerve cell nodes as the control points and analyze
the Table 9 and the Figure 11. Under the different trans-
portation modes, the statistical variance values and standard
deviation values of the signal information motive values on
each node in the tour routes have the maximum value and
the minimum value, and the values all fluctuate up and down
above or under the average line. The fluctuate range is small.
The statistical variance value and the standard deviation value
of the same node are all small. Of all the statistical variance
values and standard deviation values, there is no exceptional
value, which illustrates that the performance of the pro-
posed algorithm is stable on outputting the signal information
motive values. Meanwhile, the statistical variance values and
standard deviation values of the signal information increased
motive values on each node in the tour routes have the
maximum value and the minimum value, and the values all
fluctuate up and down above or under the average line. The
fluctuate range is small. The statistical variance value and the
standard deviation value of the same node are all small. Of all
the statistical variance values and standard deviation values,
there is no exceptional value, which illustrates that the perfor-
mance of the proposed algorithm is stable on iterating signal
information motive values between two tourist sights and in
the whole tour route. By analyzing the statistical variance val-
ues and standard deviation values, it testifies that the proposed
algorithm is stable. When the tour sequence, motive weights
ω(k) and coefficients θ(k), transportation modes change, the
performance of the proposed algorithm is good.

E. THE PRACTICALNESS OF THE ALGORITHM AND THE
EXPERIMENT
The proposed algorithm is set up on the real world tourism
environment and the practical data, and it is mainly used to
develop the intelligent recommendation system. The tourist
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interest data mining, the precise tourist sight mining and the
optimal tour route chain algorithm in the proposed algorithm
are all set up on the practical experimental data, and the
output results are all practical and feasible in the real world
environment. Thus, the proposed algorithm could be used as
the embedded algorithm for the intelligent recommendation
system, and the output results could be directly provided for
tourists for reference. The experiment is not a simulation
one, but a real world environmental experiment. The basic
tourist sight data, geographic information data and traffic
information data are all collected from the practical experi-
mental data of the tourism city Leshan, also, the evaluation
factors and data are based on the true geographic data and
tourism data. Thus, the recommendation results could be used
directly, but not the computer simulation results. The control
group algorithms that generate the tour routes are also based
on the same real world environment, geographic data and
tourism data. The proposed algorithm and the control group
algorithms all have the same starting point and nodes on the
tour routes, and they have the same running and operating
environment, that is, the geographic information data, traffic
information data and the tourist sight data are identical for the
algorithms.

Compare the signal informationmotive values on the nodes
K(1),K(2),K(3),K(4) and P, and the data results come from
the real world environment, which reflects the satisfaction
difference on the tour routes that the tourists will obtain
under the circumstance of the Leshan basic tourism data.
On this aspect, the proposed algorithm has advantages than
the control group algorithms, it is practical and feasible.

F. THE ANALYSIS OF THE ALGORITHM MEETING
TOURISTS’ INTERESTS
The aim of the proposed algorithm is to output the optimal
tourist sights and tour routes to match tourists’ interests.

First, analyze the results of tourist sights matching tourists’
interests. The algorithm uses interest labels to quantify the
tourists’ interests and the feature attributes that the tourist
sights could provide. Through setting up the objective func-
tion G(K(r),c(i)), the approach values between the tourists’
interest labels and the tourist sight feature attributes are cal-
culated, of which the tourist sights with the best approached
values are the matched tourist sights. In the experimental
results, the function values of the Table 4 reflect the approach
extent between tourists’ interests and the tourist sights’ fea-
ture attributes. The best matching tourist sights could meet all
the requirements of the tourists. On this aspect, the con-
firmed four tourist sights in the experiment could meet all
the tourists’ requirements, that is, each tourist sight’s visiting
time k(2∗) ≤ 1.5 (Unit: hour), the cost k(3∗) = 0 (Unit:¥yuan),
tourist sight attraction index k(4∗) ≥ 0.700. The tourist
expects to visit two cluster C(1) tourist sights, one cluster C(2)
tourist sight and one cluster C(3) tourist sight, and should be
the optimal one to match the interests.

Second, on the basis of the matched tourist sights, the tour
routes are output under the three transportation modes via the

proposed algorithm. The algorithm combines with the real
world geographic information data and traffic information
data, it is close to the actual tourism activities and reflects
tourists’ traveling process. Since each of the tourist sight in
the tour routes matches tourists’ interests, the tour routes all
could meet the interests, too. Of all the tour routes, the algo-
rithm outputs the optimal ones and provides for the tourists.
The experiment testifies that the proposed algorithm canmeet
the needs of tourists, the recommended tourist sights and tour
routes are all the best ones for the traveling activities.

Third, the proposed algorithm’s modeling thought, mod-
eling method, parameter selecting and algorithm processing
are not based on a certain city. The parameters used in the
algorithm modeling are the geographic information data and
the traffic information data that could be provided by any
tourism city. When the research range changes, the only oper-
ation for the algorithm is to alter the basic data of the studied
tourism city. Thus, the proposed algorithm is a universal
algorithm, which has the universality and portability. This
is the significant purpose of the proposed algorithm, that is,
to make the algorithm as the embedded algorithm for the
intelligent recommendation system to support the software or
Internet platform. The system demand data are all stored in
the database, which can be used to recommend tourist sight
and tour routes under the condition of different cities’ tourism
environment.

VI. CONCLUSION AND THE FUTURE WORK
Conclude the research thought and the key research con-
tent, the developed tour route chain recommendation algo-
rithm based on interest mining andmultivariate transportation
modes mainly researches on the tourist sights that match
tourists’ interests on the aspect of interest mining and the
condition of multivariate transportation modes, which out-
puts the tour route chains in the city’s transportation modes.
Of these two aspects, one is the precondition to generate the
travel motive, and the other one is the indispensable condition
for traveling. The tourists’ interests determine the optimal
tourist sights provided by the recommendation system before
they visit the tourism city, that is, the matching degree with
the tourist sights’ feature attributes, and then influence the
specific tourist sights in the nerve cells, finally influence the
tour route chains’ capacity on satisfying tourists’ interests.
Another factor, the traffic transportation modes directly influ-
ence the output results of the signal information motive val-
ues. When the tourists choose different transportation modes,
and other factors are identical, the same tour route chain will
output different signal information motive values. The tour
route chain is the optimal one under one certain transportation
mode, but may not be the optimal one for another transporta-
tion mode. This is the emphasis and key point of the research.

A. ANALYSIS OF PROBLEM SOLVING PROCESS AND
RESULTS
The research process has the characteristics of waterfall
model, the research content and result of the previous step
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is the precondition for the next research content. The process
from the algorithm design to the results generation mainly
includes three steps.

The first step: the city tourist sight domain is set up. The
tourist sight cluster algorithm is set up to obtain the urban
tourist sight clusters, and this is the precondition for mining
the tourist sights to match tourists’ interests. In the cluster
algorithm, the text mining method is used to calculate the
similarity of the tourist sights’ feature attributes, and the
tourist sights with the similar feature attributes are in the same
cluster. On the basis of clusters, by matching the tourists’
interests, the optimal and the best matched tourist sights are
obtained.

The second step: simulate the nerve cell mode in receiving
and transmitting the signal information, and design the tourist
sight nerve cell model and the tour route chain model. The
tourist sight nerve cell motive weight ω(k) and coefficient θ(k)
are set as the factors that influence the signal information
motive value, and the signal information transmitting mode
simulates the nerve cell chain. Set up the tour route chain
model based on the tourist sight nodes, through the model,
the signal information motive values of the tour route chains
under the different transportation modes could be calculated,
and the optimal tour routes could be obtained.

The third step: carry out the experiment and analyze the
results. The basic data are collected to perform the experi-
ment. The proposed algorithm is used to output the precise
tourist sights and the optimal tour routes. And then the com-
parison experiment is carried out, under the same experimen-
tal conditions, the control group algorithms also output the
tour routes, and the results are compared with the proposed
algorithm’s results. The comparison experiment testifies that
the proposed algorithm has advantages in generating the opti-
mal tour routes than the control group algorithms.

In conclusion, the mined tourist sights by the objective
function of the proposed algorithm could best match the
tourists’ interests and combine with the real world tourism
data such as the geographic information data and the traffic
information data, and the output the optimal tour routes.
Compared with the control group algorithms, the proposed
algorithm has higher motive benefits satisfaction, lower time
complexity and space complexity.

B. ACADEMIC IMPLICATIONS
The research has some academic implications. Firstly, this
research brings forward new thought and method for the
development of the intelligent tourism recommendation sys-
tem. The study of the intelligent recommendation system
should not be limited on the collaborative filtering algorithm,
content recommendation algorithm, knowledge recommen-
dation algorithm, association rules algorithm, user character-
istics recommendation algorithm. Thus, the proposed method
in the paper provides new thought and method for the recom-
mendation system research. The recommendation method in
the research is based on the tourists’ interests, combiningwith
data mining algorithm, so it is more accurate and precise. The

recommendation process takes the matched tourist sights as
the nodes, which ensures that each node tourist sight could
match tourists’ interests. The geographic information data
and the traffic information data are brought in the algorithm,
also, the mode of nerve cell transmitting signal information
is simulated to output the optimal tour routes. Therefore,
the research method in the work is a comprehensive method.

Secondly, the proposed algorithm has relatively strong uni-
versality, feasibility and portability. The proposed algorithm
in the paper has strong universality. The tourism city Leshan
is taken as the research range and object. The basic data
come from the Leshan geographic information and traffic
information. When the basic data is replaced by the data of
other tourism cities, the algorithm and the method are also
usable and applicable. Thus, this proposed algorithm could
be used as the embedded algorithm for the intelligent tourism
recommendation system, and has strong portability.

Thirdly, the research has the characters of broadening
the research thoughts and expanding the system functions.
In the process of recommending tourist sights and tour routes,
this algorithm combines with the tourists’ interests mining,
the tourist sights and tour routes searching, the transportation
mode selecting, the geographic information data and traf-
fic information data collecting, etc. It makes the research
work have characters of broadening the research thoughts
on tourism recommendation. Aim at the research points of
interest data mining, algorithm optimizing andmultiple influ-
ence factors, more research work could be done in future.
Moreover, the algorithm refers to large amount of interme-
diate data, thus, these data could be used to do deep mining
and obtain relative knowledge, which could be used by the
tourism administration department to manage and mine the
interest data, research on the hot popular tourist sights and
tour routes, predict the tourist traveling volume, and it is
also the reference for the government to optimize the public
transportation system, launch the public vehicle and optimize
the tourism transportation guarantee.

C. LIMITATION OF THE PAPER AND FUTURE WORK
The research in the paper focuses on tourists’ interests min-
ing, optimal tourist sights and tour routes searching under
the multivariate transportation modes. The research range
is the downtown area. The research range and object is the
downtown area and its tourist sights. The tourist sights in the
outskirts and the subordinate counties are not in the research
range. Thus, the proposed method could not be used to plan
the tour routes which include the outskirts tourist sights.
Meanwhile, the transportation mode between the downtown
area and the outskirts tourist sights are not considered as
the transportation modes of the research only refer to the
inner downtown area. The accessibility of the outskirts tourist
sights is not studied. Also, the matching degree between
the outskirts tourist sights and the tourists’ interests are not
studied, therefore, the proposed method could neither meet
the needs of the recommendation system to match tourists’
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interests with the outskirts tourist sights, nor plan the tour
routes containing the outskirts tourist sights.

Aim at the limitation of the research work, our research
team will do more further work on this issue in future,
including two aspects. Firstly, expand the research range
and absorb the outskirts and counties tourist sights into the
research range, meanwhile, the transportationmodes between
the downtown area and the outskirts should also be studied.
The accessibility of the outskirts tourist sights would also
be studied. Secondly, the relationship model between the
outskirts tourist sights and the tourists’ interests would be
studied. The transportation modes in the outskirt counties
are different from the transportation modes in the downtown
area, thus, they should be further studied. Thirdly, the further
studies could be done on the aspects of interest data mining,
algorithm optimizing and multiple influence factors.

ABBREVIATIONS AND NOTATIONS
MP McCulloch-Pitts
GIS Geographic Information System
GPS Global Positioning System
CNN Convolutional Neural Network
RNN Recurrent Neural Network
LSTM Long-Short Term Memory
SQL Structured Query Language
C Tourist sight domain
C(u) Tourist sight cluster
c(u,v) Tourist sight meta data
c(i) Tourist sight feature attribute label vec-

tor
D(c(i), c(j)) The clustering criterion
1c(i) Cluster generation point
ξ(p×max n(i)) Subordinate degree matrix
C(p×max n(i)) Tourist sight storage matrix
W(t) Interest feature data vector
k(r) Feature attribute matching factor
W(p×max p(u)) Tourist basic interest matrix
Wu(1×max p(u)) Tourist basic interest label vector
W∧(1×m) Interest label homogeneous vector
F(W(p×max p(u))) Word frequency matrix
F(c(i)(1×s)) Feature attribute word frequency vector
G(K(r),c(i) ) Interest tourist sight mining

objective function
ω(k) Tourist sight nerve cell motive weight
θ accommodation coefficients
ε(k) normalization parameter for ω(k)
σ(k) normalization parameter for θ
X(i) Tourist sight nerve cell motive value
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