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ABSTRACT In Wireless Sensor Networks (WSN), the energy problem plays the critical role in network
performance and lifetime, because of the limited battery capacities of sensor nodes. Recently, emerging
wireless charging technologies provide a promising approach to address the energy problem in WSN.
Researchers construct Wireless Rechargeable Sensor Networks (WRSN), which introduce mobile chargers
with high capacity batteries to charge sensor nodes. Most studies in WRSN have paid attention to charging
static nodes or mobile nodes with deterministic trajectories. In this work, we explore how to charge nodes
with non-deterministic mobility. We propose a novel approach, named Predicting-Scheduling-Tracking
(PST), to perform charging tasks in this case. In the proposed scheme, different from the existing work,
we guide themobile charger to chase the sensor and recharge it. In our work, the base station runs an improved
LSTM to predict the future locations of nodes periodically. Then, themobile charger can select an appropriate
node as the charging target by a charging scheduling algorithm. During the energy transferring, a Kalman-
filter-based tracking algorithm is used to ensure the charging-required distance between the mobile charger
and the target node. The simulation results show that the proposed charging scheme can fulfil the charging
tasks in WRSN of nodes with non-deterministic mobility.

INDEX TERMS Wireless rechargeable sensor networks (WRSN), non-deterministic mobility, trajectory
prediction, charging scheduling.

I. INTRODUCTION
Wireless sensor networks (WSN) comprise one or more base
stations and many sensor nodes placed in a large area to
monitor a physical environment cooperatively [1]. For its
features of good self-organization and low cost, WSN have
various application scenarios like environment surveying [2],
[3], Smart City [4], Wildlife Tracking [5] and so on. The
capacity of node battery often limits the working time of
nodes, thus affecting the lifetime and performance of WSN,
which has become a central issue restricting the development
of WSN.

In recent years, there has beenmany researches on address-
ing the energy problem in WSN. We can divide most of
the prior literature into three methods: energy conservation
schemes [6], energy harvesting methods [7] and wireless
charge approaches [8]. The energy conservation schemes can
only improve the energy efficiency while not compensating
for the energy consumed by nodes. Thus, the energy conser-
vation schemes can only ease the energy problem in WSN
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but not address it. The energy harvesting methods prolong
the lifetime of sensor nodes by converting nature energy into
electricity with converters, such as solar panels [9]. Unfor-
tunately, the efficiency of energy converting depends on the
conditions of environment tightly in practice. In the past two
decades, studies on wireless power transfer make it possible
to recharge sensor nodes in a wireless approach. Specially,
Magnetic Resonance Coupling [10] has attracted wide atten-
tion from researchers because of its long energy transmission
distance and high transmission efficiency. As an applica-
tion of wireless power transfer, researchers construct a new
network architecture in which introduce chargers with high
capacity batteries to charge sensor nodes wirelessly, namely
Wireless Rechargeable Sensor Networks (WRSN).

Most of the researchers on WRSN pay particular attention
to mobile charger (MC) scheduling algorithms that optimize
the charging order of static sensors. Recently, some studies
investigate the WRSN with mobile sensor nodes. To charge
the mission-critical robots, He et al. [11] presented a tree-
based schedule, which reduces the MC’s travel distance with-
out causing robot energy depletion. Cheng and Wang al. [12]
explored the problem of static charging piles deployment so
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thatmobile sensor nodes can get close to the piles for charging
when their energy exhausts. These researches above generally
assumed that the trajectories of sensor nodes are determinis-
tic or the movements of nodes are controlled. However, this
assumption is not always supported by theWSN applications.
Awell-known example isWildlife Tracking [5], where sensor
nodes are attached on each tracked animal. Thus, the nodal
movement is out of control and non-deterministic, even the
mobility model itself is the target of the network.

For this case, [13] proposed an interesting solution by
exacting some fixed locations in the application area, called
hotspots which are frequently visited by sensors and then
scheduling the MC to wait and charge sensors at these
hotspots based on a Reinforcement Learning (RL)-based
algorithm. However, this approach can’t adapt the changes
of nodal mobility pattern, since the hotspots never change
once they are selected. In addition, in this approach, the BS
controls the MC to visit the hotspots, which means the MC
has to wait for a certain time at a given hotspot even all the
sensors that may access this hotspot have been charged.

In this work, we study how to charge nodes with non-
deterministic mobility. Instead of making the MC wait for
sensors at somefixed locations in [13], we try to guide theMC
to chase the sensor directly in every charging task, to adapt
the possible changes of nodal mobility patterns. To provide
charging service in this case, we must address the following
three problems.

1) Node Discovery Problem (NDP): Where are the sensor
nodes? Before charging nodes, the MC has to find
them first. Because of the non-deterministic mobility
of sensors, the MC does not know the current location
of each sensor. In addition, due to the limited resources
in WRSN, the mobility management architecture [14]
used in cellular networks can not be introduced in our
work. The locations reported may lose efficacy in a
short time, because sensor nodes may leave the loca-
tions when data packets transmit and the MC moves to
the reported locations. No information on locations of
nodes is the major challenge of our case. We have to
find an approach to find the future locations of nodes
so that theMC canmeet nodes and charge them at these
locations.

2) Node Selection Problem (NSP): Which node should
be the current charging target? After obtaining the
locations of sensor nodes, the MC has to select an
appropriate node to charge under the limitation of resid-
ual capacity of batteries. NSP is like the scheduling
problem in static WRSN. However, because of the
non-deterministic movements of nodes, the MC only
chooses one node to charge at a time for NSP in our
case, while the BS controls the MC to access a batch
of nodes at a time in static WRSN. In this way, the MC
can begin a new charging task right after completing
the current charging task.

3) Node Escort Problem (NEP): How does the MC track
the moving node during the charging process? Accord-

ing to the studies on wireless power transfer, there
are two fundamental requirements for wireless energy
transferring: one is that the distance between the MC
and the target node must be limited in some range,
the other is that the energy transferring lasts for some
time. To satisfy these two requirements, the MC has
to escort the target node during the energy transfer-
ring. However, because of the non-deterministic mobil-
ity of nodes, the locations of nodes are dynamic and
unknown. the MC has to track the moving node.

The problems above make to charge nodes with non-
deterministic mobility become a very challenging task. NDP
asks for a prediction approach to forecast the future locations
of nodes, while NSP requires scheduling the MC to the
optimal sensor for charging based on the prediction results.
Furthermore, MC has to track the target node during the
whole energy transferring. Therefore, the task to charge nodes
with non-deterministic mobility has to be performed in a
manner of ‘‘predicting-scheduling-tracking’’.

Based on the above analysis, we propose a charg-
ing scheme named Predicting-Scheduling-Tracking (PST)
including three algorithms to address the three problems
above, respectively. To the best of our knowledge, our work
is the first approach to charge nodes with non-deterministic
mobility by a chase method. To be specific, the main contri-
butions of our work are as follows.

• We deduce and formalize the problems for charging
nodes with non-deterministic mobility.

• To obtain the specific locations of sensor nodes, we first
propose an improved LSTM algorithm to predict the
future locations of each sensor node based on the pre-
vious trajectory. In addition to mining exclusive motion
patterns from the unique trajectories of each sensor
node, proposed algorithm corrects predicting result for
each sensor node referring to the similar trajectory seg-
ments of other nodes in the same area.

• Tomaximize the performance of the network, we present
a node selection scheme to select an appropriate node as
the target node according to the predicting results and
the energy status of each node.

• Finally, we introduce a Kalman filter based tracking
algorithm to satisfy the requirements of wireless charg-
ing, which guides the MC to track the moving target
nodes during the energy transferring.

The rest of this article is organized as follows. Section II
reviews related work. Section III introduces the systemmodel
and formalizes the three problems in our case. Section IV
demonstrates the proposed charging scheme. Section V
shows the performance of our algorithm in the simulation,
and Section VI concludes this article.

II. RELATED WORKS
According to sensor nodes’ motion states in WRSN, we can
divide existing charging schemes into two categories, one is
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the WRSN of static sensor nodes, and the other is the WRSN
of mobile sensor nodes.

Over the past decade, researchers have proposed a vari-
ety of charging schemes for WRSN of static sensor nodes,
which try to find out the optimum sequence of the sensor
nodes for MCs to recharge. For instance, [15] proposed a
periodic scheme in scenarios where sensor nodes are uni-
formly or non-uniformly deployed. The MC calculates a
shortest round path which links all the sensor nodes and
then the MC patrols along the path and charges the sensor
node whose energy is critical. Considering the deployment
and status of sensor nodes, the authors in [16] modeled the
charging problem as a TSP problem, a shortest Hamiltonian
cycle could be constructed to be the solution. In another
major study [17], Weifa Liang et al. presented a method of
dispatching multiple MCs to maintain large-scale WRSN of
life-critical sensor nodes. Liu et al. [18] introduced a novel
concept called ‘‘shuttling’’ and an optimal charging algo-
rithm, which achieved the minimum number of chargers and
expanded the charging range by cooperation among chargers.
In further work, aiming at maximizing the charging utility
and minimizing the travel distance of MCs, [19] proposed
a solution to charge multiple sensor nodes within the same
energy transferring range simultaneously in a partial charging
manner. Compared with traditional methods, this approach
improves the charging efficiency and system performance of
WRSNs. Guo et al. [20] studied the placement of wireless
chargers to concurrently charge a given WSN and compared
the charging efficiency of unique-frequency chargers and
diverse-frequency chargers. According to [21], Tomar Abhi-
nav et al. took the residual energy, distance to MC, and
critical node density into consideration and proposed a fuzzy-
logic-based algorithm to make an efficient charging schedule
for on-demand charging in a dense WRSN. As the succeed
study of [21], [22] introduced multiple MCs for on-demand
WRSNs by partitioning the network in a load- balanced
manner and calculating the adaptive recharging thresholds for
sensor nodes.

Up to now, little attention has been paid to the research
in WRSN of mobile sensor nodes. What’s more, most of
the existing studies assumed that the trajectories of sensor
nodes are deterministic. For instance, [23] proposed a scheme
to adapt the working power of the static charging pile to
charge the sensor nodes moving nearby. The authors in [12]
presented an approach to schedule mobile nodes with criti-
cal energy to the static charging piles for recharging, while
redundant nodes take over the monitoring tasks of recharg-
ing nodes automatically. To maintain the performance of
WRSN, [11] presented a tree-based schedule to charge the
mission-critical robots, which arranges the MCwaiting in the
trajectory of exhausted sensor nodes without causing robot
energy depletion. More recently, [13] was published as the
first work to study the use of an energy-limited MC to charge
mobile sensors with non-deterministic mobility. This work
tried to exact some fixed locations that are frequently visited
by sensors and then send the MC to wait and charge sensors

at these locations. However, this approach requires a large
quantity of history trajectory data to find out these locations
and can not adapt to the changes of the nodal mobility model.

III. PRELIMINARIES
In this section, we first introduce the system model and then
present the formulation of problems for charging nodes with
non-deterministic mobility.

A. SYSTEM MODEL
We consider a WRSN with N mobile sensor nodes, a base
station (BS), and a MC. Let S denote the set of N sensor
nodes. The sensor node si ∈ S is powered by a rechargeable
battery with energy capacity Esensor . The MC is also powered
by a rechargeable battery with high capacity Emc.
The sensor node si is equipped with GPS to record its

location li(t) at time t and sends this location data including
current coordinate and timestamp and its residual energy to
the BS every1T via a long distance communication tech like
LPWAN.We call1T as the time unit in our case. The energy
consumption of sensors consists of the following parts: the
energy consumed by travelling, the energy consumed by
sensing, and the energy consumed by data transferring and
receiving. To be simplified, we use the static average energy
consumption rate pi to depict the energy consumption of
node si. Each sensor node may perform a different task in
the network. Thus, they have different pi. Let ri denote the
residual energy of si. Then ri can be expressed as:

ri = Esensor − pi ∗ t ilapse (1)

where t ilapse denotes the time lapse since the sensor si was
charged. Once its residual energy falls below a threshold θ ∗
Esensor , si will send a charging request REQi to the BS. If a
sensor node runs out of energy, we consider it is a dead node
and cannot work anymore. In addition, sensor nodes can only
get charged by the MC.

The BS, as the control center ofWRSN, receives the trajec-
tory data and charging requests sent by sensors and predicts
the future locations of each sensor (see Section IV.A). The
BS also transfers the prediction results, the residual energy
of sensors and charging requests to the MC.

The MC buffers the data transferred from the BS. Before
beginning a charging task, the MC selects one node as the
target node based on the buffered data (see Section IV.B) and
then moves to the predicted location of this node to encounter
and charge it. When the MCmoves into the range Rcom of the
target node, they can communicate with each other directly
by unicast transmission. The target node advises its current
location at every time elapse of 1, where 1 � 1T . In this
way, the MC can track the target node during the rest of
charging task. After fully charging the target node, the MC
can select another target node and begin a new charging
task. As for energy transferring, we assume the point-to-
point charging pattern is used, namely only the target sensor
can be fully charged when the MC moves to its range of R.
The MC does not charge any other nodes during its travel.
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The efficiency of wireless charging is η. During the charging
process, the energy got by the target sensor ei will be:

ei = Esensor − ri = η∗mci (2)

where mci is the energy costed by the MC for charging si.
The MC moves around the area at max speed Vmc, while it

can adjust its speed during the charging task. Let pmc denote
the energy consumption speed of the MC for every distance
unit. the MC departs from the BS with full energy for its very
first charging task. Obviously, the MC has to get recharging
before its energy runs off. Therefore, before each charging
task, the MC will check if its residual energy is enough to
support the new charging task and return to the BS. If not,
the MC has to abort current charging task and return to BS.
We call the duration between theMCdeparts from and returns
to the BS as one charging cycle. The energy consumption of
the MC contains two parts, namely the energy consumed by
travelling and the energy consumed by charging. The residual
energy of the MC r is formulated as below:

r = Emc − p∗mcL −
∑
si∈C

mci (3)

where L is the total distance theMC has travelled andC is the
set of sensors that have been charged in the current charging
cycle.

B. PROBLEM DEFINITION
In aWRSNwith static nodes or mobility deterministic nodes,
the charging scheduling problem is essentially to find an opti-
mized charging sequence so that the MC can access the loca-
tions of static nodes or the junctions on the future trajectories
of mobile nodes based on this sequence. However, to charge
nodes with mobility non-deterministic, the BS and the MC
know neither the locations of nodes nor the future trajectories
of nodes. The historical trajectory data and charging request
messages are the only knowledge that the BS gets.

The charging problem for WRSN of nodes with non-
deterministic mobility differs itself from other charging
problems in there is no information on future locations
of nodes. As a result, the MC does not know where to
encounter mobile nodes and charge them. Therefore, to
charge nodes, this problem has to be addressed first. In section
I, we induce this problem as Node Discover Problem (NDP).
Recent studies [24]–[26] on mobility pattern showed the non-
deterministic movements have a high degree of temporal and
spatial regularity and can be predicted. Therefore, NDP is
essentially a problem to find a time series forecasting model
to predict the future trajectories of nodes. The definition of
NDP is given as follows:

NDP: Given the historical trajectory of si at time t , NDP
is to find a time series forecasting model H that predicts the
location of the sensor node si at time t+1T . The formulation
of NDP is depicted as below

l̂i(t +1T ) = H (li(0), li(1T ), . . . li(t −1T ), li(t)) (4)

where l̂i(t +1T ) is the prediction result.

To ensure the MC can find the target node, the error of
prediction should be less than R.∣∣∣li(t +1T )− l̂i(t +1T )∣∣∣ ≤ R (5)

After getting the future locations of nodes, the MC will
select a proper node as the target node for charging.We repre-
sent this problem as Node Selection Problem (NSP). Similar
to other scheduling problems in WRSN, the goal of NSP is
to improve the charging performance. The charging perfor-
mance is reflected in two aspects. The first is to minimize
the number of nodes whose energy exhaust, which is the
original goal to introduce charging schemes into the network.
The other is to maximize the energy obtained by sensors
from the MC with limited energy capacity. Since the energy
consumption of the MC comprises two parts, namely the
energy for travelling and the energy for charging, tomaximize
the energy obtained by sensors essentially is to minimize the
travel distance of the MC. Clearly, to minimize the number of
dead nodes has priority over to minimize the travel distance.
Based on this consideration, we take the NSP as a hierarchical
multi-objective optimization problem and give its definition
as follows:

NSP: Given all the future locations and residual energy of
mobile nodes, the objective of NSP is to find the sensor si,
which minimizes the number of dead nodes firstly and then
minimizes the travel distance of the MC, under the constraint
of the residual energy of the MC, i.e.

argmin(Ndn(si)) (6)

argmin(Tr(si)) (7)

subject to
Tr(si) ≈ dis(l(t), l̂i(t +1T ))
mci + p∗mc(Tr(si)+ dis(l̂i(t +1T ), l(BS)))

+margin ≤ r

(8)

whereNdn(si) and Tr(si) are the number of dead nodes and the
MC’s travel distance, respectively, if the node si is selected
as the target node, l(t) is the current location of the MC,
dis(l(t), l̂i(t + 1T )) is the distance between l(t) and the
predicted location of si. In practice, we can use dis(l(t), l̂i(t+
1T )) to approximate Tr(si). l(BS) is the location of the BS
and dis(l̂i(t +1T ), l(BS)) is the distance between l̂i(t +1T )
and l(BS). The margin is a constant for safety since the MC
may move away from l̂i(t + 1T ) during charging si. Thus,
p∗mcdis(l̂i(t + 1T ), l(BS)) + margin can ensure that the MC
has enough energy to return to the BS after charging si.

When MC meets the target node si at l̂i(t + 1T ), the MC
has to track the movement of si, since the mobility of si
is non-deterministic and the energy transferring takes some
time. Fortunately, the MC and si can communicate with each
other directly. During the energy transferring, si will send
its location periodically and the MC has to track si based
on these locations advised. We name this problem as Node
Escort Problem (NEP). In NEP, the MC still can’t use the
advised locations directly, because of the GPS error and the
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TABLE 1. List of notations.

very small energy transmission range, which is 1m in our
case. Thus, we have to employ a target trackingmodel to trace
the target node. The definition of NEP is given as follows:

NEP: Given a series of historical trajectory of si at time t ,
NEP is to find a target tracking model F to predict li(t +1).
the MC moves to the prediction result. The formulation of
NEP is depicted as below

l(t +1) = l̂i(t +1)

= F(li(t0), li(t0 +1), . . . , li(t −1), li(t)) (9)

where t0 denotes the beginning time of this charging process.
To ensure the charging process not to be interrupted,

the distance of the MC and si can’t be less than the charging
range R during the whole charging task.

dis(l(t), li(t)) < R (10)

We notice that NEP is similar to NDP in the goal of either
problem is to find an approach to predict the future locations
of nodes. However, NEP differs from NDP in its real-time
requirement. The goal of NEP is to track the recent movement
of the target node. Thus, the distance between theMC and the
target node can fulfil the charging requirements. If NEP uses
the same approach as NDP, the significant transmission delay
between the BS and the MC is unacceptable. We need a new
node tracking algorithm for NEP.

Themajor notations used in this article are listed in Table 1.
In the next section, we present our algorithms to solve these

three problems, respectively.

IV. PROPOSED CHARGING SCHEME
We have analyzed and formularized the three problems of
charging nodes with non-deterministic mobility so far. In this
section, we present our charging scheme to solve the three
problems one by one. The proposed charging scheme com-
prises three algorithms, namely Trajectory Prediction Algo-
rithm (TPA), MC Scheduling Algorithm (MSA), and Target
Tracking Algorithm (TTA), to address these problems respec-
tively. In the proposed scheme, at every time unit, the BS runs
TPA to forecast the future locations of sensors and transfers
the prediction results to the MC. The MC buffers the data
from the BS. When departing from the BS or completing
a charging task, the MC runs MSA based on the buffered
data to determine the next charging target or to return to the
BS. Once the target node is determined, the MC moves to
the prediction location of the target node. When meeting the
target node, the MC runs TTA to keep tracing the target node
during the energy transferring. Tomake it easier to understand
how the proposed scheme works, Fig. 1 presents the finite
state machine (FSM) definitions for the BS, sensor nodes,
and the MC, respectively. The FSM in Fig. 1a defines the
operations of sensor nodes, while the FSM in Fig. 1b and
the FSM in Fig. 1c define the operations of the BS and the
MC, respectively. The arrows in the FSM descriptions show
the transitions of the devices from one state to another. The
event causing the transition is shown above the horizontal line
labeling the transition, and the actions taken when the event
occurs are shown below the horizontal line.When no action is
taken on an event, we use the symbol3 below the horizontal
to explicitly denote the lack of an action.

In the rest of this section, we depict the details of three
algorithms one by one.

A. TRAJECTORY PREDICTION ALGORITHM (TPA)
To address NDP, we have to find a time series forecasting
model of nodes’ trajectory.

Up to date, there are many studies for time series pre-
diction, like Moving Average (MA), Exponential Smoothing
(ES) and Auto-regressive Integrated Moving Average Model
(ARIMA). Unfortunately, these approaches may not work
well in our case because of the complexity of node mobility.
Thus, we turn to neural network methods.

In the next, we present the data preprocessing first and then
present the proposed neural network model to solve NDP.

1) DATA PREPROCESSING
The basic task of TPA is to address NDP problem in charg-
ing to nodes with non-deterministic mobility. This trajectory
predicting algorithm has two characteristics that distinguish
itself from the common time series forecasting approaches.
First, there are inherent errors fromGPS in the input historical
trajectory data. Second, the goal of prediction is to let the MC
find the target node and can be achieved when the MCmoves
into the communication range of the target node. Therefore,
the prediction error is acceptable if it is less than Rcom. Based
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FIGURE 1. Finite state machine.

on analysis above, we preprocess the trajectory by dividing
the whole sensing area into non-overlapping cells sized in
L∗gridLgrid andmapping the locations into corresponding cells,
respectively. Without loss of generality, we have Lgrid <
√
2
3 Rcom, which means the MC can communicate with the
node directly if they are in the eight neighbor cells or in the
same cell. In this way, after preprocessing, we ignore the GPS
error and simplify the computation.

2) IMPROVED LSTM PREDICTING MODEL
In TPA, the LSTMmodel is introduced in light of its excellent
performance in processing series data to achieve the predic-
tion [26]. In more detail, owing to various nodes following
different mobility patterns, it will be extremely huge calcu-
lation to figure out a unified mobility model for all sensor
nodes. To this point, we try to find themobilitymodel for each
sensor node individually. On the other hand, because all the
sensor nodes move in the same monitoring area, there must
be some common temporal and spatial regularity shared by

them. If this kind of regularity is used, the convergence of the
forecasting model will be accelerated.

Based on the above analysis, we design an end-to-end
neural network to predict every sensor’s trajectory based on
its own previous trajectory and the most similar trajectory
segment from the historical trajectories of all the other nodes.
The model of the proposed network comprises two parts
of input: the most similar segment and the most short-time
segment. The short-time segment is the recent K locations
of the predicted node. And the most similar segment is the
same size segment from the previous trajectories of the other
nodes estimated to have the most similarity to the short-time
segment. Clearly, the most similar segment represents the
common temporal and spatial regularity shared by the other
nodes, while the short-time segment represents the mobile
features of the predicted node.

The proposed network mainly comprises the LSTM block
mining the mobility pattern from the short-time segment and
the fully connected block used to extract the features about
the possible movement from the most similar segment. The
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FIGURE 2. Model of the LSTM based predicting algorithm.

LSTM block consists of an autoencoder layer and four LSTM
layers with 32 LSTM cells in each LSTM layer, and the
fully connected block consists of an autoencoder layer and
four fully connected layers with 32 neurons in each layer.
A pooling layer is used to mix the output from the LSTM
block and the fully connected block in proper proportions.
The output of the pooling layer is passed on to a decoder
layer for prediction. The architecture of the neural network
is depicted in Fig. 2.

First, we extract the most similar segment. As is aforemen-
tioned that most similar segment from the previous trajecto-
ries of the other nodes can accelerate the convergence of the
forecasting model, we first extract the most similar segments
from the segments of previous trajectories. Let Ti denote
the short-time segment of the predicted node si. At time t ,
we have:

Ti = [li(t − (K − 1)1T )), . . . , li(t −1T ), l ti (t)] (11)

The possible candidate of the similar segment from node
sj at time t ′ can be defined as:

T t
′

j = [lj(t ′ − (K − 1)1T )), . . . , lj(t ′ −1T ), lj(t ′)] (12)

where j 6= i.
We select the Spearman’s coefficient to be the metric of

the similarity between Ti and the similar segment. Thus,
the task of exacting the most similar segment becomes to
find Tj ∈ {T t

′

j } that has the max Spearman’s coefficient with
Ti. To simplify the calculation, we use a simple approach
to find the candidates of the similar segment. We first find
the smallest rectangle Rcti which contains all the locations
in Ti. For each sensor sj(j 6= i), we use all the historical
locations lj(t0) which are in Rcti, as the lj(t ′ − (K − 1)1t) in
equation (11) to generate T t

′

j . Then, for all the T
t ′
j , we find the

smallest rectangle Rct t
′

j which contains all the location in T t
′

j .

We calculate the Spearman’s coefficient only if Rcti = Rct t
′

j .

We can find the most similar segment of sensor sj according
to the calculated Spearman’s coefficient. In this way, we can
find the most similar segment and its calculated Spearman’s
coefficient θt from the previous trajectories of the other nodes
after traversaling all the nodes other than si. The detailed
algorithm is depicted in Algorithm 1.

Algorithm 1 Select the Most Similar Segment
1: Tj← Ti and θt ← 0
2: Find the smallest rectangle Rcti which contains all the

locations in Ti
3: for each node sj ∈ S − {si} do
4: for (t0 = 0; t0 < t − K + 1; t0 = t0 +1t ) do
5: if lj(t0) in Rcti then
6: Find the smallest rectangle which contains

all locations in T t0j beginning with lj(t0) of
length K

7: if Rcti = Rct t0j then
8: Calculate the Spearman’s coefficient

θSpearman between Ti and T
t0
j

9: if θSpearman > θt then
10: Tj← T t0j and θt ← θSpearman
11: end if
12: end if
13: end if
14: end for
15: end for
16: Output: Tj and θt

In order to efficiently mine the mobility patterns of sensor
nodes, we employ an autoencoder layer [27] which has been
proved useful in mining process to encode both the segment
T ti and the segment T

′t
i .

et = WeT ti + be (13)

e′t = WeT
′t
i + be (14)

where We and be are the parameters in this fully connected
layer. Segments are converted to T ∗Nencode matrix through
the autoencoder layer, where Nencode denotes the number of
the dimensions of the matrix.

In order to mine the long-term respective features of each
sensor node’s movement, we adopt four fully connected the
LSTM layers to process the matrix et , which have been
proved successful in sequence learning [28]. LSTM is a type
of RNN with memory units, so it is widely used in long-
term sequence modeling without suffering from ‘‘Vanishing
gradients’’.

In the proposed LSTM, we take the first LSTM layer as an
example to introduce the specific update process of thematrix
et to the final prediction result:

At the beginning, we calculate the output of the input gate
it :

it = g(Wziznt +Whihnt−1 +Wsist−1 + bi) (15)
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where Wzi,Whi,Wsi are the parameters of the connection
weight for the input from the upper layer, bi is the bias of
the input gate, and the activation function g is Sigmoid .
Then we update the value of the forget gate ft :

ft = g(Wzf znt +Whf hnt−1 +Wsf st−1 + bf ) (16)

where Wzi,Whi,Wsi are the parameters of the connection
weight for the input from the upper layer, bf is the bias of
the forget gate, and the activation function g is Sigmoid . The
function of the forget gate is to control the memory of the
previous moving pattern.

In the next step, the state of the memory units si is changed
to:

st = it � tanh(Wzsznt +Whchnt−1 + bc)+ ft � st−1 (17)

where Wzi,Whi,Wsi are the parameters of the connection
weight for the input from the upper layer, bc is the bias of
the memory units.

Last but not the least, we calculate the value of the output
gate ot :

ot = g(Wzoznt +Whohnt−1 +Wsost−1 + bo) (18)

where,Wzi,Whi,Wsi denote the parameters of the connection
weight for the input from the upper layer, bc is the bias of the
output gate, and the activation function g is Sigmoid .
Finally, we get the output of this LSTM layer hnt :

hnt = ot tanh(ct ) (19)

We acquire the information about the future locations
of predicted node from its own trajectory through the four
LSTM layers.

3) FULLY CONNECTED NETWORK
We adopt the most similar segment to gain more information
to correct and improve the predicting of future locations.
Different from the segment of the sensor node which need
predicting, what we want to extract from the most similar
segment is the information about the future locations just
depending on the state in the same area, without considering
the long-term effect. Hence, we adopt four fully connected
layers to process the matrix e′t :

h′t = We′t + b (20)

where W , b represent the connection weight between fully
connected layers and the bias.

More information about the future locations is acquired
from the most similar segment through fully connected lay-
ers.

4) DECODE THE INFORMATION TO FIGURE OUT THE
FUTURE LOCATIONS
For the purpose to gain the future locations, we pool the
output from the LSTM layers and the fully connected layers

based on θt , whileµ is set to limit the influence from the most
similar segment:

dt = ϕ(Wd × (µθtht + (1− µθt )h′t )+ bd ) (21)

whereWd is the parameter of the decoder layer and bd is the
bias of the decoder layer. Finally, we get the future cell where
the target sensor will access from dt . Then, the BS can use
the center point of the cell as the future location of the target
sensor.

B. MC SCHEDULING ALGORITHM (MSA)
Since NSP is a hierarchical multi-objective optimization
problem and minimizing the number of the dead nodes is the
first goal, MSA aims at minimizing the number of the dead
nodes first and then minimizing the charging travel distance.
Therefore, the node selection algorithm works the following
way:

First, MSA checks the request messages received, because
REQi means si is in the state of energy emergency. The MC
chooses the sensor si with the lowest energy in the buffered
REQi. Then, the MC verifies the constraint (Eq. 7). If the
constraint is satisfied, the MC starts the charging task for
the sensor si. Otherwise, the MC chooses the other node
whose energy is the second lowest in the buffered request
messages. The selection repeats until all the request messages
are checked or a node is selected.

If there is no qualified node selected based on the request
messages, MSA tries to select the target node with minimiz-
ing the charging travel distance. The MC broadcasts beacons
to discover the sensor node nearby and selects the sensor node
with the lowest residual energy from nodes responding to the
MC. To void charging the sensors nearby repeatedly, a queue
is used to log the sensors charged by the MC recently. As a
result, the MC can ignore the responses from these sensor
nodes in the queue.

With no sensors need charging nearby, MSA guides the
MC to charge the sensors in the sub-area of the largest energy
requirement. For this purpose, we define the set S ′i as the
neighbor sensor nodes of si. Each sensor node sj ∈ S ′i , (j 6= i)
means l̂j(t+1t) belongs to the same cell or the eight neighbor
cells of l̂i(t + 1t). Then, we can use the metric Egain(i) as
below to indicate the energy requirements of sub-area of node
si :

Egain(i) = (Esensor − ri)+ λ
∑
sj∈S ′i

(Esensor − rj) (22)

where 0 ≤ λ ≤ 1 is a coefficient.
The sensor node with the max energy requirement in its

proximity will be selected as the target of the next charging
task. Once the target node is selected, the MC checks the
constraint in Eq. 7. If its residual energy can’t meet the
constraint, the MC has to abandon this charging task and
return to the BS for recharging.

The details of the proposed MC scheduling algorithm are
described in Algorithm 2.
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Algorithm 2 Select the Target Sensor for Charging
1: while the MC’s buffer for REQ is not empty do
2: Find the sensor sm’s REQ in theMC’s buffer with

the lowest energy level and delete sm’s REQ,
sk ← sm

3: if sk satisfies Eq. 7 then
4: Return sk
5: end if
6: end while
7: The MC sends beacons
8: if sensor sj responds to the MC and not in the queue

for recent charged sensors then
9: sk ← sj
10: else:
11: Find the sensor node si with max energy

requirement Egain(i) in its proximity
12: sk ← si
13: end if
14: if sk can’t satisfy Eq. 7 then

sk ← BS
15: Output: sk

If the target node is a node nearby, the MC tracks and
charges it by the target tracking algorithm (see Section IV.C).
Otherwise, the MC leaves for the prediction location of the
target sensor node at the max speed V . The target location
may be updated if the new prediction location of the target
node is received before theMC arrives. After arriving, theMC
starts to send out beacons right away to get connected with
the target sensor. Once the direct connection is made, the MC
can track and charge the target node via the target tracking
algorithm. If failing to meet the target node, the MC has to
abandon this charging task and start a new one.

C. TARGET TRACKING ALGORITHM
Once connected to the target node, the MC can communicate
with the target node for the recent movement information.
To achieve the energy transferring, the MC has to escort the
target node during the whole transferring process. The target
tracking algorithm is proposed to achieve this goal.

We normally regard the mobility of the target node as
a linear trace, because the prediction step 1 is small. The
GPS error of locations can be treated as the Gaussian noise
approximately. Therefore, the Kalman filter is introduced to
predict the location of the target node, which has excellent
performance in short-time prediction. The details of the target
tracking algorithm are as follows.

According to the Kalman filter, the location l̂i(t + 1) of
the target sensor si at time t +1 relates to the location l+i (t)
estimated by the Kalman filter at previous time t , which can
be denoted as

l̂i(t +1) = Ft l
+

i (t)+ εt+1 (23)

εt+1 ∼ N (0,Qt+1) (24)

where F is the matrix of the mobility model of the target
node, εt+1 is the noise of our mobility model andQt+1 is the
covariance matrix of the mobility model. Also, the observed
location li(t + 1) of the target node si is related to the
observation location, which can be denoted as:

li(t +1) = Gl̂i(t +1)+ ωt+1 (25)

ωt+1 ∼ N (0,Rt+1) (26)

where G is the matrix of the observation model, ωt is the
noise of the observation model and Rt+1 is the covariance
matrix of the observation model. In this work, we treat the
error caused by observation as the Gaussian noise because of
the use of GPS application.

The Kalman filter mainly consists of two steps. The first
step in this process is to predict the current location on the
previous location:

l̂i(t +1) = Fl+i (t) (27)

Then the predicted location can be denoted as:

P−t+1 = FP+FT + Qt+1 (28)

where P−t+1 is the predicted covariance matrix of the location
vector and P+t+1 is the updated covariance matrix of the
location vector.

For the second step, we update the location based on the
observation model:

l+i (t +1)= l̂i(t +1)+ Kt+1(li(t+1)− Gt+1 l̂i(t +1))

(29)

and update the covariance of the updated location:

P+t+1 = (I − Kt+1Gt+1)TP
−

t+1(I − Kt+1Gt+1)

+KT
t+1Rt+1Kt+1 (30)

where Kt is the Kalman gain matrix, which is estimated as:

Kt+1 = P−t+1G
T
t+1(Gt+1P

−

t+1G
T
t+1 + Rt+1)

−1 (31)

During the whole process of the wireless charging, we use
the location l̂i(t + 1) as the prediction result of the target
nodes at time t +1.

Then the MC adjusts its speed of travelling to track the
target node:

Vt = dt/1 (32)

where dt is the distance between the MC and the location
l̂i(t +1), if Vt > V , we modify the speed Vt to V .
After completing the energy transferring, the MC runs

MSA to start a new charging task.

V. EXPERIMENTAL EVALUATION
In this section, we evaluate the performance of the proposed
recharging scheme. We carried out three groups of simula-
tions. The first group of simulations is used to validate the
LPA algorithm, which is the fundamental of the proposed
scheme. The second group of simulations aims at verifying
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the effectiveness of the three proposed algorithms. Finally,
we compare the performance of the proposed schemewith the
RL-based charging algorithm (RLC) [13]. To the best of our
knowledge, RLC and our proposed scheme are the only two
charging schemes for nodes with non-deterministic mobility.

In the next part, we first introduce the simulation setup, and
then depict the three groups of simulations respectively.

A. SIMULATION SETUP
To evaluate the performance of the proposed scheme under
the real environment, we have carried out the simulation by
replaying mobility from the CRAWDAD data set [29]. The
data set used in our simulation records the human mobility
trace of 36 students in NCSU. Each trajectory is represented
by a sequence of timestamped points and each point gives the
information of the latitude and longitude. In our simulation,
we choose 17 students as the mobile nodes, whose trajectory
is over 30000 seconds.

In our simulation, to simplify the calculation, we convert
the latitudes and longitudes in trajectories into 2D coordi-
nates. According to the maximum and the minimum values of
each dimension for all the locations in 2D coordinates, we can
figure out a 2D rectangle as the network area. Actually,
the network area is set as 2021.00m × 1990.93m. The BS
is placed in the center of the rectangle. The time interval
between two location advisements to the BS is 30 seconds,
while the time elapse between two location advisements to
the MC directly is 1 second.

The communication range between the node and the MC
is 45m, and the Lgrid is 20m, which ensures Lgrid <

√
2
3 Rcom

Each node is equipped with a 3.6V575mAH rechargeable
battery, namely the capacity is 7500J . The static energy
consumption rate for each node is uniformly set in the range
of [40× 19.5/1000W , 120× 19.5/1000W ]. Each node will
send the request message to the BS when its energy level is
below 0.2 × 7500J. As for the MC, we assume the MC’s
capacity of batteries is 250kJ , which is used for both trav-
elling and recharging. The maximum speed of the MC is
set to 4m/s and the travelling costs at the speed of 25J/m.
According to [10], the charging range of the MC is 1m and
the efficiency of wireless charging is 0.9.

Since the 1t is set as 30 seconds, there are 1000 locations
for each trajectory. Since TPA needs the first 750 locations to
learn the mobility patterns of sensors, we start the simulation
from 750∗30s = 22500s. The simulation lasts for 250×30s =
7500s. Moreover, we set the residual power of each sensor
is uniformly range from 2600J to 5200J at the beginning of
simulation, which reflects the energy of the sensor closer to
actual. It is noticed that the minimum energy consumption
rate of sensors is 40 × 19.5/1000W and the time simulation
is 7500s. At end of the simulation, each sensor consumes at
least 40×19.5/1000W×7500s = 5850J . At the beginning of
simulation, the maximum residual power of sensors is 5200J .
Therefore, each sensor runs out of energy if it does not get
charged during the simulation.

TABLE 2. Simulation parameters.

Following similar settings in [13], [30], the main parame-
ters are listed in Table 2.

B. VALIDATION OF TPA
In the experiment, the proposed predicting model is con-
structed in TensorFlow and evaluated on the platform of an
NVIDIA GeForce GTX 1080Ti.

We cut the first 750 locations as the training set and the rest
250 locations as the testing set for TPA.

The mean square error (MSE) is used as the loss function
and the optimization method is RMSprop [31] with a learning
rate of 0.001 and the decay of 0.9. For initialization, we use
the random values as the initial parameters of the network.
For each sensor node, the network is trained for more than
200 epochs.

Since the goal of TPA is to guide the MC to find the target
sensor and to make direct communication with it, we can
accept the prediction results which are close to the actual
locations of the predicted sensor. Thus, the performance of
the prediction results can be observed through the deviations
which are the distance between the prediction results and their
actual locations, and the accuracy rate, which is the ratio of
acceptable prediction results and all prediction results. The
deviation d is defined as:

d = max(
∣∣x̂t − xt ∣∣ , ∣∣ŷt − yt ∣∣) (33)

where (xt , yt ) is the cell the target sensor accessed at time t
and (x̂t , ŷt ) is the prediction result.

The accuracy rate A is defined in below:

A =
P(d < ε)

P
(34)

where P is the number of prediction results and P(d < ε) is
the number of prediction results whose deviation less than the
constant ε. Notice that the deviation is the distance of cells,
since we mapped the locations into cells in data preprocess-
ing. Therefore, according to Eq. 33, the d < 1 means the
prediction is correct only if the prediction cell is exactly the
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FIGURE 3. Accuracy of trajectory prediction.

FIGURE 4. Impact of the speed of MC.

real cell, and the d < 2 means the prediction is correct if the
prediction cell is the real cell or one of the eight neighbor cells
of the real cell.

To evaluate the performance of the proposed algorithm,
we compare it with a single LSTM model which use short-
time segment as the network input and the LSTM block
consisting of an autoencoder layer, four LSTM layers and
a decoder layer as the same size as the proposed improved
model. Fig. 3 shows our simulation results.

As is shown in Fig. 3a with deviation d = 1, compared
with the single LSTM model, the proposed predicting model
shows significant improvement in the prediction for most
nodes like 1,2 and 14, meaning the similar trajectory segment
of the other sensors is helpful. Contrary to expectations, there
is some little performance degradation in some nodes like
the node 8 and 10 on which the single LSTM predicting
algorithm performs extremely well, an explanation for this

might be that some temporal and spatial regularity from the
similar trajectories of different nodes brings unexpected error
to the prediction.

As shown in Fig. 3b, when the acceptable deviation is
expanded from 1 to 2, the performance is much better, the pre-
diction accuracy rate of 16 nodes exceeds 80% with the
proposed algorithm.

C. EFFECTIVENESS OF THE THREE PROPOSED
ALGORITHMS
We further carry out some extensive simulations to verify the
effectiveness of the three proposed algorithms. To illuminate
the effectiveness of our proposed algorithms, we compare our
PST scheme with the three simplified versions in conditions
with various speeds of the MC. These three simplified charg-
ing schemes are described as below;
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FIGURE 5. Impact of the battery capacity of MC.

FIGURE 6. Impact of the energy consumption speed of sensors.

The first simplified version named best-effort charging,
in which the MC always selects the sensor with the lowest
energy as the target and thenmoves to the location reported by
the target node for the energy transferring. During the energy
transferring, the MC always moves to the location advised by
the target node. Clearly, none of three proposed algorithm is
used in this approach.

The second simplified charging scheme is called TPA-
only charging, in which the MC still tries to charge the
node with the lowest energy. Differing from the best-effort
charging approach, the TPA-only charging approach intro-
duces the TPA to find the target node. During the energy
transferring, the MC acts in the same way as the best-effort
charging.

The last simplified charging scheme, called TTA-free
charging, employs the TPA and the MSA. The difference
between the TTA-free charging and the proposed scheme is

TTA-free charging does not use the TTA instead of acting
as the best-effort charging or TPA-only charging during the
energy transferring.

Therefore, the comparison between the best-effort
charging and the TPA-only charging illuminates the effec-
tiveness of the TPA, while the comparison between the TPA-
only charging and the TTA-free charging demonstrates the
effectiveness of the MSA. The effectiveness of the TTA can
be depicted by comparing the TTA-free charging and our
proposed scheme.

We vary some important parameters to observe their
impacts on the number of the dead nodes and the average
residual energy. Fig. 4 compares the performance of these
four schemes on the impact of various maximum moving
speeds of the MC. In Fig. 4a, as expected, the proposed
scheme always has a smaller number of the dead nodes than
other approaches. Especially when the maximal speed of the
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FIGURE 7. Impact of the speed of MC.

FIGURE 8. Impact of the battery capacity of MC.

MC is higher than 4.6m/s, there is no dead node for our
proposed scheme. We also notice that the TPA-only scheme
only slightly outperforms the best-effort scheme, while the
TTA-free scheme has a much better performance. One reason
is that the MSA algorithm guides the MC to the nodes with
the least travel distance while there is no request message.
Meanwhile, the best-effort scheme or the TPA-only scheme
always drives the MC to charge the node with the lowest
energy. Therefore, in the two schemes with MSA, the MC
has more opportunities to charge sensors than in the two
schemes without MSA. Although with TPA the TPA-only
scheme has more chances to find the target node than the
best-effort scheme, it may not perform the energy transferring
successfully because of the lack of MSA. Thus, the TPA-
only scheme only has a minor improvement on the best-effort
scheme.

We can conclude the similar conclusion from Fig. 4b,
where the average residual energy ratio is used as the com-
paring metric. As presented in Fig. 4b, the proposed scheme
always achieves the higher average residual energy than
the other schemes. We also notice that the average residual
energy of the PST scheme increases sharply with the max-
imum moving speed, while the same metrics of the other
schemes have a limited increase. This is because, although
TTA is used in PST, the MC can’t chase the target node
successfully and fail the energy transferring when having
a low moving velocity. With a high moving velocity, TTA
can ensure to track the charged node successfully during the
energy transferring.

We also vary the MC’s battery capacity in our simulations,
with results presented in Fig. 5. As the battery capacity
increases, the numbers of dead nodes of all schemes decrease,
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FIGURE 9. Impact of the energy consumption speed of sensors.

while the nodal average residual energy of all schemes rises.
This is because the MC with a larger battery capacity needs
fewer times to return to the BS for recharging and can charge
more nodes during one charge cycle. As expected, the scheme
that uses more algorithms we proposed achieves the better
performance.

Fig. 6 shows the impact of the sensors’ energy consumption
speed. We carry out simulations where the static average
energy consumption rate of each sensor is multiplied by 0.7,
0.8, 0.9, 1.0, 1.1 and set the expectations as the vertical
coordinates of Fig. 6a and Fig. 6b. With the energy con-
sumption speed increase, the number of dead nodes of all
schemes rise, while the sensors’ average residual energy of all
schemes decreases. When the sensors’ energy consumption
speed increase, only one MC cannot serve all the sensors
with critical energy state. As a result, the number of dead
nodes rises and the sensors’ residual energy decreases. It is
also noticed in Fig. 6a the best-effort scheme has a close
performance to the TPA-only scheme, while the TTA-free
scheme has a close performance to the PST scheme. The
reason, which is the same as in Fig. 4a, TPA only ensure the
MC can find more target nodes than the best-effort scheme,
but MSA optimizes the charging performance. On the other
hand, TTA is not sensitive to the sensor’s status.

As a result, the TTA-free scheme has more similar perfor-
mance to the PST scheme in Fig. 6 than in Fig. 4.

D. PERFORMANCE COMPARISON
Finally, we evaluate the performance of the proposed charg-
ing scheme by comparing it with RL-based Charging Algo-
rithm (RLC) [13]. As mentioned in section I, RLC is a
reinforcement learning based charging scheduling algorithm.
After mining some fixed locations, which are frequently
visited by sensors, as the charging places in the application
area, RLC uses reinforcement learning method to construct a
charging scheme, which directs theMC to visit these hotspots

at an off-line sequence and stay at each charging place for
different time units to provide charging service.

Fig. 7 compares the performance on the impact of the
maximum speed of the MC. As the maximum speed of the
MC rises, the numbers of the dead nodes of both schemes
decrease, while the average residual energy of both schemes
rises. In particular, there is no sensor running out of its energy
during the simulation when the maximum speed of the MC is
4.6m/s, while there are over 25% sensors (5 dead nodes in 17
nodes) exhaust. We also notice that PST has a better perfor-
mance than RLC. The simulation results can be explained as
follows. Essentially, themain idea of our algorithm is to chase
the target node for providing charging service. Therefore, for
PST, the increase of the MC’s maximum speed shortens the
cost of time for chasing the target node in each task, and
then PST can achieve more charging tasks in the simulation.
On the other hand, RLC chooses to stay at each hotspot
for a certain time to wait for the target node’s access. As a
result, faster speed only shortens the time cost on the travel
of the MC and visits more hotspots. Therefore, our algorithm
benefits more than RLC when the MC’s speed rises.

Fig. 8 shows the performance on the impact of the MC’s
battery capacity. With the MC’s battery capacity increasing,
the number of dead nodes decreases and the average residual
energy rise in both schemes. This result can be explained as
for both PST and RLC, the increase on the MC’s capacity
makes the MC can provide more charging service during one
charging cycle. Still, PST achieves a better performance than
RLCwith the varying of MC’s battery capacity. One reason is
that PST can start a new charging task right after completing
the current task while RLC has to wait for a certain time at
hotspots no matter the charging is completed.

We also vary the energy consumption speed of sensors in
our simulation. We carry out simulations where the static
average energy consumption rate of each sensor is multiplied
by 0.7, 0.8, 0.9, 1.0, 1.1 and set the expectations as the vertical
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coordinates of Fig. 9a and Fig. 9b. As the energy consumption
speeds of sensors rise, the number of dead nodes rises and
the average residual energy decreases in both schemes. These
results can be attributed to the shortening of sensors’ lifetime.
As a result, only one MC has no enough time to serve all the
sensors. More detailed, when the energy consumption speeds
of sensors are high, PST shows better performance than RLC
because PST chooses to chase the target node for charging in
the nearest time, as for RLC, waiting at hotspots may cause
the target node energy depletion before it visits the hotspots.
As the simulations in Fig. 7 and Fig. 8, PST outperforms RLC
in all the conditions.

In a word, PST uses the idea of chasing the target node
rather than the idea of waiting at hotspots for a certain time to
charge the target node to achieve more flexibility and better
performance.

VI. CONCLUSION
In this article, we have studied how to charge nodes with
non-deterministic mobility with an energy-limited MC. We
deduced three major problems for providing charging ser-
vice in this case, namely NDP, NSP and NEP. We proposed
the charging scheme named Predicting-Scheduling-Tracking
(PST), which comprises the trajectory prediction algorithm,
the MC scheduling algorithm, and the target tracking algo-
rithm, to address these three problems, respectively. Finally,
we evaluated the performance of the proposed PST charg-
ing scheme against the RLC and some simplified charging
schemes through simulations. The proposed PST charging
scheme outperforms the others and maintains the WRSN
system in a good state. However, due to the trajectory pre-
diction algorithm is based on a neural network approach,
the training process for learning the mobility patterns of each
sensor node is a heavy load and needs a very long period
of time. As a result, the proposed approach may not well
work for a network with a large number of nodes. Therefore,
we will further improve the trajectory prediction algorithm
and extend this work to multiple MCs in the future.
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