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ABSTRACT Visual object tracking is urgent yet challenging work since it requires the simultaneous
and effective classification and estimation of a target. Thus, research on tracking has been attracting a
considerable amount of attention despite the limitations of existing trackers owing to deformation, occlusion
and motion. For most current tracking methods, researchers have proposed various ways to adopt a
multi-scale search or anchors for estimation, but these methods always need prior knowledge and too many
hyperparameters. To address these issues, we proposed a novel Siamese Attentional Cascade Keypoints
Tracking Network named SiamACN to exactly track the object by using keypoints prediction instead of
anchors. Compared to complex target prediction, the anchor-free method is performed to avoid plaguy
hyperparameters, and a simplified hourglass network with global attention is considered the backbone to
improve the tracking efficiency. Further, our framework uses keypoints prediction around the target with
cascade corner pooling to simplify the model. To certificate the superiority of our framework, extensive
tests are conducted on five tracking benchmarks, including OTB-2015, VOT-2016, VOT-2018, LaSOT and
UAV123. Our method achieves the leading performance with an accuracy of 61.2% on VOT2016 and
favorably runs at 32 FPS against other competing algorithms, which confirms its effectiveness in real-time
applications.

INDEX TERMS Visual object tracking, siamese network, hourglass network, global attention, cascade

corner pooling.

I. INTRODUCTION

Visual object tracking (VOT) is a foundational and critical
challenge that has received considerable attention as it is
widely applied in unmanned driving, intelligent surveillance
and video editing [1]. Given the initial target size or posi-
tion, the tracking task needs to predict an object in each
subsequent frame. Although substantial breakthroughs have
been achieved in VOT algorithms [2], VOT remains a diffi-
cult topic due to unconstrained conditions and suffers from
scale and position variation, complex background and heavy
occlusion [3], [4]. Based on the estimated initial bounding
boxes, the training samples for model updating could be
accurate, which would gradually cause model degradation
over time [5].
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Many traditional visual tracking methods utilize discrimi-
native correlation filter (DCF) [6]—[8] frameworks. Consider-
ing the lack of computational cost and capacity, a DCF-based
framework is chosen for its highly effective calculation in the
Fourier domain. The main reason for this choice is that man-
ually produced features can represent targets and target mod-
eling is rigid [9]. However, these features are less effective
in complex environments. Deep learning-based tracking [5],
[10]-[15] has been widely employed due to its strong capacity
of learning powerful deep features. Subsequently, inspired by
deep learning breakthroughs, a substantial amount of work in
object detection [16]-[18] and Visual Object Tracking (VOT)
has been conducted [19], [20]. Deep learning-based meth-
ods can dominate online learning [21]-[25] and one-shot
learning [26] in the short-term tracking field. Online learning
trackers [21], [23] are training with less data while becoming
more accurate with the help of new incoming data. Some
of them (e.g., ECO [21], TFCR [25]) use improved DCF
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frameworks for online training. One-shot learning, such as
SiamFC [10] and SiamRPN [27], may serve the VOT as a
target matching problem and attempt to learn the similarity
valuation between the search region and the target.

Focusing on offline tracking, Siamese network-based
trackers [10], [11], [27]-[31] are trained by collecting pairs of
frames, and there are some difficulties in accurately tracking
the targets with fast motion, large-scale variation or occlu-
sions [32]. To address these problems, SiamFC [10] estimated
the bounding box using a multi-scale search mechanism.
To handle aspect ratio changes, SiamRPN [27] introduced the
region proposal networks [33] into the tracking process and
obtained higher precision on bounding box estimation. How-
ever, the design of anchors is crucial to tracking performance
in the region proposal. To cope with changes to the shape and
scale of the target, the anchors need to be designed in advance
for quantity, different sizes, and aspect ratios. The anchors
need prior knowledge to define, which introduces too many
hyperparameters. There are a large number of anchors, but
only a small number of fractions actually have a high over-
lap with the ground truth, which introduces computational
complexity.

In this paper, we design an efficient anchor-free Siamese
network-based visual tracking framework to address the chal-
lenge of state estimation and achieve excellent performance.
First, an hourglass network is involved in the feature exaction
process, so that we can obtain the multiscale features to help
in the subsequent tracking process. Second, global attention is
used to predict the rough target position as well as improve the
efficiency and accuracy of the tracking framework. Inspired
by the related anchor-free detectors method, our framework
applies the anchors and adopts corner detection to accurately
predict the bounding box. We can use only O(wh) keypoints to
present the possible anchor boxes that correspond to O(w?h?)
in a feature map of size w x h.

Our main contributions can be summarized as follows:

(1) The global attention hourglass network is designed
for feature extraction. The hourglass network can obtain the
multiscale information for the initial target, which can help
to obtain detailed and comprehensive features. The attention
mechanism is performed to obtain the global information and
compressed integration information, so that the method can
effectively obtain important feature information and increase
the processing efficiency.

(2) We introduced the advance corner detection network
to improve the subsequent tracking process, so that it can
improve the tracking speed and properly identify the miss-
ing target. Anchor-free detection is employed to predict the
bounding box. To accelerate the prediction step, the top-left
and bottom-right corner information are obtained to confirm
the bounding box. Using cascade corner pooling, we can
construct the heatmaps, embeddings and offset corners of the
tracking target.

(3) Numerous tracking experiments are carried out on sev-
eral classical datasets, including OTB-2015 [34], VOT-2016
[19], VOT-2018 [20], LaSOT [35] and UAV123 [36]. By the
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quantitative and qualitative analysis, our proposed tracking
framework outperforms other outstanding methods in a cer-
tain area. Further, related ablation studies have been applied
to verify the reasonable parts and parameters in the proposed
framework.

Il. RELATED WORK

Various frameworks have been investigated to increase the
tracking process. In this section, we summarize the most
related two aspects: Siamese network based visual trackers
and corner detection-based detectors.

A. SIAMESE NETWORK BASED VISUAL TRACKERS
Generally, visual object tracking involves several aspects,
such as feature extraction [7], [37], classifier design [38] and
bounding box regression [23]. We assume that the template
patch is z, the search patch is x, and f(e) is a function to
measure similarity. We denote ¢(x) and ¢(z) as the output fea-
ture maps of the Siamese subnetwork and their similarity as
f(@(x), 9(z)). In online tracking, the initial frame is employed
as a template, and the target is search in following video
sequences. Current studies indicate that the Siamese-based
tracking framework have achieved success due to its strong
training capabilities and high accuracy [10], [12], [27], [29],
[39], [40]. SiamFC [10] first employed the Siamese network
to extract feature information and combined feature maps
with the correlation layer. Owing to its success in tracking, the
researchers design some advanced models and obtain better
tracking results. By using the correlation filter, the CFNet
[11] improved the Siamese network in the feature exac-
tion layer to increase the tracking accuracy. In [12], DSiam
investigated feature transformation to modify the Siamese
branches and improve the accuracy by suppressing the back-
ground. The varied attention mechanisms are involved in the
RASNet [39], so that the tracking model can adapt to the
target. To obtain a more precise bounding box, SiamRPN [27]
introduced the RPN [33] in the SiamFC, so that it can avoid
complex multiscale computations. Inspired by the SiamRPN,
DaSiamRPN [31] improved the discrimination of the tracker
by adding hard negative data in the training process. RAR
[41] uses LSTM to integrate the DCF framework as a cor-
relation layer into the Siamese network. Advanced Siamese
networks, such as the SiamRPN-++ [29], SiamMask [42] and
SiamDW [40], optimized the architecture by using modern
deep networks. SPM-Tracker [32] combined coarse and fine
matching to improve the robustness and power of discrim-
ination. The designs of the anchors in these trackers avoid
time-consuming multiscale feature extraction.

B. OBJECT DETECTORS FRAMEWORK

Due to similar characteristics, visual object tracking may
follow the tracking-by-detection paradigm [27], [43]-[45].
Many recent approaches have improved the efficiency of
tracking since the introduction of the detector, which may
consider tracking as a whole or parts in detection prob-
lems [27], [46]. Inheriting from Faster-RCNN [33], the RPN
structure achieves excellent accuracy in the SiamRPN [27].
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FIGURE 1. Framework of SiamACN: left side shows the Siamese subnetwork for feature extraction. We adopt three third-order hourglass
modules as the backbone network. In the middle, the green box is the corner detection module, which has two branches: one branch on the top
left and another branch on the bottom right. The “cls’ "embeddings’, and ‘offsets’ denote that in each branch, we predict the heatmap of

classification, embeddings and offsets of the keypoints.

SATIN [47] introduces CornerNet [48] and spatiotempo-
ral attention mechanisms to directly track target corners.
DCF-based tracking methods [7], [44] detect the targets
via matching a search for the highest score on similarity
score maps. To obtain similarity score maps, some methods
[6], [7] obtain results by transferring the candidate feature
maps into a trained correlation filter and other trackers [21],
[22] directly calculate the correlation between the example
and candidate feature maps. The anchor-based detectors are
extensively employed in the tracking methods, which classify
the anchors as negative or positive [33], [49], [50]. These
detectors set the anchor to obtain an extra offset regression
to refine the bounding box prediction. Although anchors can
help in the tracking or detection process, the hyperparame-
ters of an anchor can have a substantial effect on the final
accuracy [51], [52]. Thus, the anchor-free detectors attract
the attention of tracking researchers, who predict bounding
boxes at certain points [53], [54] or detect and classify a pair
of corners in the proper way [48]. CornerNet [48] is an effec-
tive anchor-free detection method that abandons the design
of the anchors and directly detects an object by detecting

VOLUME 9, 2021

a couple of corners. Simplifying the hourglass network in
CornerNet from 104 layers to 54 layers, CornerNet-Saccade
[55] improves the speed of detection and adds a saccade
mechanism to maintain the detection accuracy. CenterNet
[56] adds center prediction and proposes cascading corner
pooling to improve the accuracy and perform better tracking.

lll. METHODS

In this section, we introduce the proposed SiamACN frame-
work. Fig. 1 shows that our SiamACN uses the global
attention hourglass network instead of the former backbone
Siamese network for feature extraction. Followed by the cor-
ner detection modules, cascade corner pooling is employed
for bounding box prediction. Thus, the corner detection net-
work can produce classification, regression and embedding
information for the tracking process.

A. SIAMESE FEATURE NETWORK

The Siamese network [59] has been proven to be effective in
the tracking process. Here, we adopt a fully convolution net-
work without padding to extract the features. In the tracking
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FIGURE 2. First-order global attention hourglass module.

process, an hourglass network is applied to the feature extrac-
tion network, which will be detailed in the next section. The
Siamese network generally consists of two equal branches:
the first branch is a template branch and the second branch
is the search branch. These two branches share parameters to
ensure a similar transformation to each branch. To reduce the
computational cost, we add the convolution stages to reduce
the image feature resolution. The details of each branch are
discussed in the next part.

B. HOURGLASS BASED SIAMESE TRACKING

The hourglass network [58] is introduced as the backbone
of the Siamese tracking process. This network contains at
least one hourglass module, which can preserve low- and
high-level information across different resolutions by using a
series of down-sample and up-sample processes. We further
modify the architecture of the hourglass module inspired by
the PAN [59], which is the global attention hourglass module
shown in Fig. 2. Instead of using a single residual module,
we employ the improved global attention module in each
skip connection for upsampling. We use a residual module
with stride 2 to downsample the input feature maps and
another residual module to change the channels of the fea-
ture maps. Our global attention hourglass module performs
global pooling on the high-level features after downsampling
to provide global context. The skip layer is composed by
the global context, which is obtained via a 1 x 1 convo-
lution, and then multiplied by the processed input feature.
We apply Nearest Neighbor (NN) Interpolation for high-level
feature maps to upsample the features across scales. This
module can refine the comprehensive information of the
category and provide more precise resolution details. Our
hourglass network consists of 3 third-order hourglass mod-
ules. We apply a convolution layer with stride 2 and a
residual module to downsample the image feature resolution
4 times.

We utilize 3 attention maps at different scales to predict
large-, medium- and small-sized objects in the upsampling
layers of the last hourglass module. As shown in Fig. 1,
we separately correlate the last three upsampling layers of
the template and detection branch and then employ a 3 x 3
Conv-ReLU module and a 1 x 1 Conv-Sigmoid module to
obtain the attention maps. The attention maps are employed
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FIGURE 4. Structure of cascade top-left corner pooling.

to obtain a suitable size for the foreground area as the next
stage of the fine inspection search frame.

C. CORNER DETECTION

1) CASCADE CORNER POOLING

Two corner prediction modules follow the backbone network.
There are often no local appearance features for the corners,
which are located outside the object. CornerNet [48] uses cor-
ner pooling to solve this problem. However, corner pooling
can easily render the corner features affected by the edges
and lacks object information. To address these problems,
we introduce cascade corner pooling from CenterNet [56].
As shown in Fig. 3, first, the cascade corner pooling scans
from the boundary for a boundary max-pooling. Second,
it scans inside the location of the boundary maximum value
for the internal max-pooling. Last, it combines two maximum
values.

We combine the corner pooling in different directions
to achieve cascade top-left corner pooling and cascade
bottom-right corner pooling. The structure of the cascade
top-left corner pooling module is shown in Fig. 4. For top
pooling, we add a left pooling layer before the origin bound-
ary top pooling in corner pooling; for left pooling, we add
a top pooling layer before the origin boundary left pooling
in corner pooling. We combine top pooling and left pooling
together to obtain cascade top-left corner pooling. The same
process is performed for bottom-right corner pooling. For
bottom pooling, we add a right pooling layer before the
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origin boundary bottom pooling in corner pooling; for right
pooling, we add a bottom pooling layer before the origin
boundary right pooling in corner pooling. We combine bot-
tom pooling and right pooling to obtain cascade bottom-right
corner pooling. In this way, the corners can learn richer object
information.

For the feature map of the output of the cascade corner
pooling layer, we compute the correlation on both the top-left
branch and the bottom-right branch, As shown in Fig. 1,
we predict the heatmaps as ‘cls’ for each branch to represent
the locations of the corner keypoints that contain targets. The
heatmap in each branch has only one channel for foreground
background classification. We simultaneously predict two
embedding vectors as ‘embeddings’ for the top-left branch
and the bottom-right branch to group corner keypoints.
In each branch, an embedding vector is used to separate
the background and shorten the distance between the target
corner pairs. Specifically, if a pair of top-left and bottom-
right corner keypoints originate from the same bounding box,
then the distance between their embedding vectors must be
small. Offsets have two channels for each branch to fine-
tune the horizontal and vertical locations of the corners.
We adopt simple post-processing to locate the final bounding
box.

2) TRAINING LOSS
During training, we adopt the focal loss L. to detect the
classification of keypoints for heatmaps. The smooth L1 loss
Lo is applied to predict the offsets between the prediction
corners and the ground truth corner locations. We apply the
“pull” loss Ly, to group the corners that belong to an object
and the “push” loss Ly, to detach the corners between the
foreground and the background. We take the template frame
and detection frame via the three up-sampling layers of the
last hourglass module of the backbone network and obtain
three attention maps after the correlation operation to pre-
detect the possible object position. We also utilize the focal
loss Ly to predict the attention maps.

We optimize the full training loss function that is obtained
by combining the introduced loss functions to train our
network end-to-end:

L =aLa + yLeis + Aemp + nLoﬁ’ (D

where Loy = 0Ly + @ Lyys denotes the loss of embedding,
o, B, A and n denote the weights to balance the full training
loss.

D. TRACKING DETAILS

The SiamACN uses attention maps to obtain the possible
object locations. Different object sizes determine different
zoom ratios in these possible locations. We set S; = 4 for
the ratio of a small-sized object, S,, = 2 for the ratio of a
medium-sized object and S; = 1 for the ratio of a large-sized
object. We enlarge the image by regulating S;, and then detect
the object at the possible object detections by cascade corner
pooling.
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During the tracking process, we add global searching for
a lost target when an object is not in the cropped search
frame. Instead of using the cropped search frame, we track
by searching from the original size of an image. We set the
threshold ¢+ = 0.2. If the score of the final bounding box is less
than the threshold, we will preserve the bounding box and use
global search re-track. After corners prediction, we adopt the
Soft-NMS [60] to remove redundant locations and improve
the accuracy.

IV. EXPERIMENTS

In this section, we perform a detailed implementation and
comprehensively compare our results with the state-of-the-art
methods on five benchmark datasets: OTB-2015 [34],
VOT-2016 [19], VOT-2018 [20], LaSOT [35] and UAV123
[36]. Necessary ablation studies have not been carried out to
prove the effectiveness of the designed components.

A. IMPLEMENTATION DETAILS

Our SiamACN is implemented using PyTorch [61] in python
3.7 and runs on one NVIDIA Tesla V100 GPU with 16 GB
of VRAM. We apply the modified hourglass network as
the backbone network with no pretraining on any datasets,
and the sample image pairs are picked from YouTube-BB
[62], VID [63], DET [63] and COCO [64] datasets to train
the whole network. Adaptive moment estimation (Adam) is
carried out to train the network with 20 epochs. According
to the SiamRPN [27], the parameter is set to a warmup
learning rate that increases from 0.001 to 0.005 in the first
5 epochs, and a learning rate decays exponentially from
0.005 to 0.00005 for the last 15 epochs. We set the input
size of the template patches to 127 x 127 and the size of the
search patches to 255 x 255. The code will be released on the
GitHub.

B. COMPARISONS WITH THE STATE-OF-THE-ART

The network is initialized with its default setting without
any pretraining on other external datasets. Here, we evaluate
the tracking methods on the five benchmark datasets. The
detailed results are presented as follows:

1) OTB2015

OTB2015 is one of the most widely employed VOT
benchmark datasets, which are composed of approximately
100 challenging videos. One-pass evaluation (OPE) is an
important evaluation index that has two metrics: precision
score (PS) and area under curve (AUC). The PS is the percent-
age of frames whose tracking results lie in a 20-pixel distance
to ground truth centers. The AUC of a success plot is the
area under the plot that contains ratios of successfully tracked
frames at the thresholds that range from 0 to 1. We compare
our tacker with 9 state-of-the-art trackers, including ATOM
[23], Da-SiamRPN [31], SiamRPN [27], CREST [15], SINT
[65], CFNet [11], SiamFC [10], Staple [66], and HCF [67].
The PS and AUC results are shown in Fig. 5. From the figure,
we obtain the third-best precision of 87.5% and an AUC
of 64.5%. Although these results are not optimal, they are
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Precision plots of OPE on OTB2015
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FIGURE 5. Comparison on OTB2015 with the evaluation metrics of precision and success plots in one-pass evaluation.
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FIGURE 6. Example tracking results of our approach with other Siamese network based trackers for three challenging sequences (from top to bottom:

Biker, Human6, MountainBike and SkatingT).

satisfactory and improve the scores of the precisions by 2.4%
compared with the SiamRPN.

The qualitative analysis results for OTB2015 are shown
in Fig. 6. Eleven attributes are used to flag the challenges
faced by the sequences in OTB2015, including Background
Clutters (BC), Deformation (DEF), Fast Motion (FM),
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In-Plane Rotation (IPR), Illumination Variation (IV), Low
Resolution (LR), Motion Blur (MB), Occlusion (OCC), Out-
of-Plane Rotation (OPR), Out-of-View (OV), and Scale Vari-
ation (SV) [68]. We compare our SiamACN with SiamFC and
SiamRPN, which use the Siamese network for four challeng-
ing sequences, including Biker (has the following properties:

VOLUME 9, 2021



E. Wang et al.: Siamese Attentional Cascade Keypoints Network for VOT

IEEE Access

TABLE 1. Results on VOT2016 and VOT2018 with the evaluation metrics of accuracy (A), robustness (R), and expected average overlap (EAO). Respectively,

Red, blue and green denote 15t, 2", 314 performance.

Tracker SiamFC MDNet C-COT SiamRPN DaSiamRPN ATOM Ours
A7 0.532 0.54 0.54 0.61 - 0.612
VOT2016 R} 0.461 0.34 0.24 0.22 - 0.287
EAO? 0.235 0.257 0.331 0.375 - 0.351
A7 0.50 - 0.49 0.588 0.59 0.59 0.593
VOT2018 R} 0.59 - 0.32 0.28 0.203 0.255
EAO?T 0.188 - 0.267 0.384 0.401 0.381
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FIGURE 7. Expected averaged overlap performance on VOT2016.

LR, FM, MB, OCC, OPR, OV and SV), Human6 (has the
following properties: DEF, FM, OCC, OPR, OV, and SV),
MountainBike (has the following properties: BC, IPR, and
OPR) and Skating! (has the following properties: BC, DEF,
IV, OCC, OPR, and SV). The results show that our approach
can handle fast-moving targets as well as complex scenarios.
To address fast-moving small targets, our SiamACN shows
excellent performance for the sequence of Biker. As shown
in Fig. 6 (Human6), the target changes by a large scale and our
attentional maps are well suited to cope with the scale change.
In the sequence of MountainBike, our approach can also solve
the problem of occlusion and In-Plane rotation well benefit-
ing from the keypoints detection. The tracking results in Skat-
ingl verified that by relying on our strong feature extraction
backbone network, our method can distinguish blurred, dim
backgrounds and many similar objects. Especially, we still
track well when SiamFC and SiamRPN have already lost
the target at frame #379. However, since our tracker does
not update the templates online, when the background is too
complex and the target undergoes numerous changes, our
SiamACN can classify correctly but cannot predict the target
state very well.

2) VOT

VOT2016 has approximately 60 sequences, and VOT2018 has
another 10 different sequences with VOT2016. There are
three commonly employed evaluation metrics in the VOT
datasets: accuracy (A), robustness (R), and expected average
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FIGURE 8. Expected averaged overlap performance on VOT2018.

overlap (EAO). Accuracy is used to evaluate the average
overlap between the predicted bounding and the ground truth
box during successful tracking periods; robustness is used
to evaluate the failure rate; and EAO merges the accuracy
and robustness. We evaluate our SiamACN on VOT2016 and
VOT2018 with the participants in the challenges. Fig. 7 illus-
trates that our SiamACN ranks 2nd in 41 advanced tracking
frameworks according to the EAO criterion on VOT2016.
Fig. 8 shows that our SiamACN ranks 5th in 23 advanced
tracking frameworks according to the EAO criterion on
VOT2018. Table 1 demonstrates the detailed comparison
results with some participants, including SiamFC [10],
MDNET [14], C-COT [22], SiamRPN [27], Da-SiamRPN
[31] and ATOM [23], on the two datasets. Da-SiamRPN
achieves the top EAO with 0.375 in VOT2016, which exploits
high-quality training datasets and distractor-aware modules.
Our tracker achieves the best accuracy despite the second
EAO and the similar robustness as SiamRPN in VOT2016.

For VOT2018, our trackers achieve not only a rank of 5th
with an EAO score of 0.381 but also a similar EAO and
robustness as ATOM, which uses online template updates.
However, the accuracy increased by 0.3%.

3) UAV123

UAV 123 is known as a new aerial video dataset, which is
captured by low-altitude UAVs and contains 123 sequences.
It has the characteristic that the tracked target is usually small
size. By following OTB2015, we use precision and success
plots to present evaluation results. We present a state-of-art
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Precision plots of OPE on UAV123
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FIGURE 9. Results on UAV123 with the evaluation metrics of precision and success (AUC).

Precision plots of OPE on LaSOT Testing Set

Success plots of OPE on LaSOT Testing Set
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FIGURE 10. Results on LaSOT Testing Set with the evaluation metrics of precision and success (AUC).

comparison with partial advanced methods including ATOM
[23], SiamRPN+-+ [29], Da-SiamRPN [31], SiamRPN [27],
ECO [21], ECO-HC [21], SiamFC [10], SRDCF [69], Staple
[66], MEEM [70] and SAMF [71]. As shown in Fig. 9,
we obtain the precision of 79.3% and AUC of 56.1%
higher than SiamRPN 2.5% and 0.4%, and has a comparable
precision score with Da-SiamRPN.

4) LASOT
LaSOT is a large-scale dataset of 1400 high-quality
sequences that have recently been frequently employed for
single object tracking. A total of 280 sequences in LaSOT
are combined to form a testing set. We also use the same
evaluation metrics as OTB2015. We appraise our SiamACN
on the testing set and compare it with numerous excellent
trackers, such as MDNET [14], SiamFC [10], VITAL [72],
and StructSiam [73]. Fig. 10 demonstrates the comparison
success plots and normalized precision plots. Our tracker is
able to achieve the second-best results, with a success rate
of 37.1% in the success plot and a precision of 39.3% in the
precision plot.

Unlike other tracking networks, we also qualitatively test
our tracking method on the flying objects to verify the validity
of our tracking framework. The tracking of flying objects
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often suffers from poor separation from the background, more
complex scale morphology, and large inter-frame position
differences. We select drone-2 and airplane-13 from the
LaSOT testing set and compare with SiamRPN and SiamFC.
The results show that our SiamACN can obtain a better
performance.

As shown in Fig. 11, with the help of attention maps and
corner detections, our framework can solve the more com-
plex problem of scale estimation and out-of-plane rotation.
For poor separation from the background and motion blur,
our global attention hourglass module and cascade corner
pooling can also help to obtain better feature maps. A low-
threshold global search strategy can solve the problem of
large inter-frame position differences.

C. ABLATION STUDY

1) BACKBONE ARCHITECTURE

We explore the impacts of backbone architecture and the
attention maps in our tracker execute ablation study on
VOT2016.

We compare the origin Houglass-54 in CornerNet-Lite
[55] as the backbone and the modified Houglass-54, which
add global attention to the hourglass module, and the effect
of whether to add attention maps to the trackers. We train
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e A
Ground Truth == SiamACN = SjiamRPN  =———— SiamFC

FIGURE 11. Example tracking results of our approach with other Siamese network-based trackers for two flying object sequences in LaSOT (from top to
bottom: drone-2, airplane-13.).

(a) (b) ©

FIGURE 12. Absolution study of corner detection with corner pooling and cascade corner pooling. (a) First frame. (b) Cascade corner pooling versus
corner pooling in occlusion. (c) Cascade corner pooling versus corner pooling in scale estimation.

TABLE 2. Results performance on VOT2016 of major components: impacts of global attention (GA) Hourglass-54 as backbone network and attention
maps (AM) in our tracker.

NO. ATTENTION MAPS BACKBONE EAOt AEAO FPS
1 X Hourglass-54 0.336 - 36
2 X Hourglass-54+GA 0.345 +0.006 34
3 v Hourglass-54 0344  +0.007 33
4 v Hourglass-54+GA 0.351 +0.012 32

these networks with a batch size of 12 on NVIDIA Tesla Success plots of OPE on OTB2015

V100 GPU. As shown in Table 2, our modified architecture | e e
improves the EAO by 0.6% and the FPS only decays 2 frames. 09 —=
Our integral tracker improves the EAO by 1.2% compared to 08 |
only using hourglass-54. 07 |
%0.6 :
2) IMPACT OF CASCADE CORNER POOLING 205 |
Corner prediction determines the accuracy of the state estima- § 04 |
tion to validate that the use of cascade corner pooling provides “o03 |
better access to corner information for more accurate state 03
estimates, especially for large objects. We qualitatively ana- o1 | Ours )
lyze and compare the effects of corner pooling and cascade ) — — ‘gtattentionmaps | .
corner pooling on our tracker for the same backbone network. . 0 02 04 06 08 1

Fig. 12 shows the results for predicting corners using corner
pooling and cascade corner pooling. A comparison with cor-
ner pooling indicates that the corner points of the car can be
determined by using cascade corner pooling, even with a scale
change.

Overlap threthold

FIGURE 13. Analysis of attention maps via ground truth attention maps
and predicting attention maps.

are imprecise, we could lose the target. To verify the impor-
tance of the quality of attention maps to the tracking quality,

3) ROBUSTNESS ANALYSIS we replaced the predicted attention maps with ground truth

We employ attention maps to pre-detect the target in the
currently tracked frame, which is very important, especially
for frames that require global tracking. If the attention maps

VOLUME 9, 2021

attention maps and compared the two results by success plots
on OTB2015. Fig. 13 shows that there is still improvement
needed for prediction of attention maps.
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V. CONCLUSION

We proposed an effective Siamese attentional cascade key-
points network, named SiamACN, for visual object tracking.
The hourglass network is employed to express the ability of
the keypoints feature. By using a global attention hourglass
module to integrate global and local information and contex-
tual information and attention maps instead of a multiscale
search, we further streamline our method. SiamACN directly
predicts an object by using the state of a pair of corners with
cascade corner pooling, and it requires no prior knowledge
of the design anchors. Extensive experiments on 5 differ-
ent tracking benchmarks verifies that our method achieves
state-of-the-art performance and runs at 32 FPS and espe-
cially achieves the second precision of 37.1% on the LaSOT
large-scale tacking dataset as well as the second precision
of 79.3% on the aerial video dataset UAV123. We believe
that the attention maps for pre-prediction in our framework
still need improvement. Our future work will focus on lighter
backbone networks to further improve the efficiency.
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