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ABSTRACT In the natural and social systems of the real world, various network can be seen everywhere. The
world where people live can be seen as a combination of network with different dimensions. Link prediction
formalizes the interaction behavior between people. Traditional link prediction methods mainly study the
user behavior of static social network. This article studied the dynamic graph representation learning so
as to put forward an improved link prediction model in dynamic social network. Besides, the interactions
in the real world can be multiple, links at different moments may have different meanings. The proposed
model firstly solved the problem of link prediction on multiple kinds of edges. The whole embedding of each
node is separated into two parts, basic embedding and edge embedding. Then the proposed model selected
time slices for dynamic social network to get the graph embeddings in different snapshots. What’s more,
the ¢+ + 1 time step embedding vector was used to validate ¢ time step prediction effect and the proposed
model performed better than traditional graph representation learning methods.

INDEX TERMS Link prediction, dynamic social network, graph representation learning.

I. INTRODUCTION

As a complex network data analysis tool, link prediction
can be used to process and mine various types of network
information, such as assisting scientists in conducting bio-
logical protein structure analysis experiments to discover the
interactions between different amino acids [1], helping mer-
chants in product recommendation systems to recommend
products and services to potential customers [2], assisting
data engineers in data processing to retain hidden links and
clean up false links [3]. At the same time, link prediction can
be used as a criminal investigation tool for network mining
and analysis of criminal suspects [4].

Traditional link prediction methods mainly rely on node
label information, network topology, machine learning mod-
els and maximum likelihood models [5]. Lin et al. [6] defined
the similarity between nodes based on node attributes,
and used classification algorithms for link prediction.
Jure et al. [7] conducted simulation experiments on a data
set containing 1.3 billion undirected edges, and found that
people with similar ages, languages, and geographic locations
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were more likely to be connected. Lii [8] summarized the
link prediction based on network topology information.
Hasan et al. [9] integrated feature classification methods into
link prediction, extracted research keywords in the collabo-
ration network of scientists as features, and used common
machine learning classification algorithms (Decision Tree,
K-Nearest Neighbor Method, Support Vector Machine, etc.)
to predict missing links. Yuan et al. [10] integrated the proba-
bilistic graph model method into link prediction, extracted the
emotional information characteristics of Twitter users, and
judged whether two users will form a friend relationship in
the future. Kunegis et al. [11] integrated the matrix factoriza-
tion method into link prediction, and combined the algebraic
spectrum transformation of the network adjacency matrix
to predict the link weight. Clauset ef al. [12] proposed a
method based on maximum likelihood to predict the possible
future link relationships in the network. However, these link
prediction methods have achieved good experimental results
in static network, but they lack flexibility and timeliness when
dealing with dynamic network.

In a real world, the network tends to change dynamically.
For example, at time step ¢ = 0, user A and user B do not
know each other, at time step # = 1, A and B discuss work
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at the meeting and establish contact. Moreover, at time step
t = 2, A and B cooperate closely and publish the research
results of the article. For static social network, traditional link
prediction methods have achieved satisfied prediction results.
However, for dynamic network in which network nodes and
links are changing, traditional link prediction methods are
not able to capture dynamic characteristics [13]. Therefore,
this article introduces an improved link prediction model,
which is to take snapshots at equal intervals according to the
time sequence, and then conducts graph representation learn-
ing based on these network snapshots to obtain the vector
representation of nodes at different time steps. Besides, the
time snapshot at time step ¢ 4 1 is used to evaluate the link
prediction effect at time t.

Moreover, since social network in reality are mostly multi-
plex network, links at different moments may have different
meanings, such as mobile phone calls with family members,
instant chats with friends, email exchanges with colleagues,
and face-to-face shopping with businesses. The communi-
cation method further refines the tightness of the link. This
article proposes the DGATNE model for representation learn-
ing of dynamic multiplex network, and compares it with
traditional graph embedding algorithms. Both experiments
and theories prove that this method supports the modeling
and analysis of dynamic multiplex social network, and the
model performs better than traditional algorithms in AUC
(area under the receiver operating characteristic curve) [14]
and F-measure [15] evaluation.

The main contributions of the article include three aspects.
Firstly, the model takes into account the dynamic changes
of nodes in social network. Secondly, each node may have
many different types of relationships, and the model perform
embedding representation learning for each node under each
edge type, and then use self-attention mechanism to model
the relationship between different types of edge embeddings.
Thirdly, the model is scalable and can be applied to large
graphs.

The following sections are organized as follows. Section II:
This section showed the structure of the representation algo-
rithm and introduced the dynamic process of the algorithm.
Section III: This section introduced the graph embedding
process of dynamic multiplex social network. Section IV:
This chapter uses real social network dataset of twitter as a
case for evaluation experiment.

Il. REALATED WORK

A. CLASSIC LINK PRECTION METHOD IN SOCIAL
NETWORK

The development of science and technology has made peo-
ple’s work and life more and more convenient, and the
communication between people has become more and more
efficient. Correspondingly, social network have become more
compact and complex, which inspires people to explore
the relationship between nodes. Link prediction methods
based on node attributes are generally simple and easy to
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implement. However, in actual link prediction, the problem
of collecting user privacy cannot be solved easily. There-
fore, classic link prediction methods are mainly based on
the similarity of social network structures. These methods
do not need to consider the attribute information of the node
itself, but only need to consider the local network structure
information where the node is located. The effect of link
prediction is determined by the specifically defined similarity
index. Suppose a node v(x) in a complex network, and its
neighbor set is represented by I'(x), the degree of the node is
represented by k(x), and the similarity of node v(x) and node
v(y) is represented by Syy.

e Common Neighbors (CN): The main idea is that if two
nodes have many directly connected common neighbors, they
are considered to be similar.

Sxy = IF)NT(y)l ey

e Salton: The Salton index combines the definition of the
cosine formula and standardizes the CN index. The direct
common neighbors between two nodes is used as the numer-
ator, and the product of the two nodes’ degrees is squared as
the denominator.
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e Jaccard: The Jaccard index is a normalized link predic-
tion method. Take the direct common neighbors between two
nodes as the numerator, and the number of all the neighbors
of the two nodes as the denominator.
TN
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e Sorenson: The Sorenson index is a research method of
ecological statistics. The direct common neighbor of two
nodes is used as the numerator, and the sum of the degrees
of the two nodes is half as the denominator.

_ 2T NT(y)|
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e Hub Promoted Index (HPI): The HPI index believes that
nodes which have more degrees in the network are more
likely to establish connections with others. The direct com-
mon neighbor between two nodes is used as the numerator,
and the degree of the two nodes is compared and the minimum
value is used as the denominator.

_IrxNn ()l
7 min {k(x), k(y)}

e Hub Depressed Index (HDI): The HDI index believes that
nodes which have less degrees in the network are more likely
to establish connections with others. The direct common
neighbor between two nodes is used as the numerator, and
the degree of the two nodes is compared and the maximum
value is used as the denominator.
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e Leicht-Holme-Newman Index (LHN-I): The LHN-I
index believes that two nodes with more common neighbors
are easier to establish social relationships. Take the direct
common neighbors between two nodes as the numerator,
and the product of the degrees of the two nodes as the
denominator.

PN
P k) x k()
e Preferential Attachment (PA): The PA index considers

that the possibility of generating edge connections between
nodes which have more degrees in the network is greater.

Sxy = k(x) x k(y) (8)

e Adamic-Adar (AA): The AA index considers that any
node in the network is more likely to be linked to a node with
a small peripheral degree.

(N

Sxy =

1
> ©)
ceirtonri) 2K
e Resource Allocation (RA): The RA index is considered
from the allocation process of resources in the network. And
the resources between the two nodes are passed through
common neighbors. The similarity between the two nodes
depends on the number of resources passed.

Sv= Y (10)
€9)
z€lLONC(y)
B. LINK PRECTION METHOD IN DYNAMIC SOCIAL
NETWORK
The real world is mostly a dynamic network, and its edges
and nodes are constantly changing over time. For example,
the joining of new users and the generation of new friendships
in social network will cause new nodes and connections to
appear in the network. The time-series information is an
important part of the dynamic network, and is the embodi-
ment of the network’s evolution mechanism and its dynamics.
Liben-Nowell and Kleinberg [16] divided the dynamic
network into two time periods. The edge set in the first time
period was used as the training dataset, and the edge set
in the second time period was used as the test dataset to
verify the prediction effect of the experiment. Sharan and
Neville [17] used a weighted static network graph to represent
the dynamic graph, and then added the weight of links to the
Bayesian classifier for link prediction. Huang and Lin [18]
considered a series of time snapshots, and used the structural
dependence of internal links and the time dependence of
internal links for link prediction. Tylenda et al. [19] consid-
ered the influence of the current network status and historical
network status information, and proved that the method of
combining historical timestamp information can improve the
link prediction effect. Soares and Prudéncio [20] considered
the time series of each pair of unconnected nodes in the
network, and then deployed a prediction model on these time
series for link prediction.

414

Taking time-series snapshots is an important processing
method for dynamic network. In order to reduce the loss of
original network information during division and make the
division results easier to handle, it is very important to deter-
mine a time snapshot division method with an appropriate
size. If the time snapshot is divided too large, the important
time-series dynamics and potential interaction structure of
the network will be masked or smoothed; but if the divided
time snapshot is smaller, the corresponding time series will
generate a lot of noise, the average connection in time may
be lost.

C. LINK PREDCTION METHOD IN MULTIPLEX SOCIAL
NETWORK

In traditional research on complex network, there are no types
of edge relationships between nodes. It is believed that as long
as there is a connection between nodes, there is an interaction
between the two nodes. The network structure formed by
this situation is called a single-dimensional complex network.
However, in actual situations, in addition to the characteristic
that the topology of the real network changes dynamically
over time, the connections between its nodes are also com-
plex and multi-dimensional. At this time, it is believed that
there may be more than one node between two nodes in the
network. By the way, taking the social network as an example,
in a small social group, two people may have a relationship
between classmates, friends, or colleagues. Every kind of
interpersonal relationship corresponds to a dimension, and
multiple dimensions are superimposed together to form a
multi-dimensional complex network. The analysis of a single
dimension may produce wrong analysis results due to the
deviation of the observation angle. In actual network, multi-
dimensional complex network has more practical signifi-
cance than single-dimensional complex network. Therefore,
it is necessary to introduce more dimensional information in
network analysis.

Currently, there are three different methods to deal with
the multidimensional structure of complex network. Method
1: Project the different dimensions of the complex network
into one dimension to form an aggregated simple network,
and calculate the metric on the aggregated network [21], [22].
Method 2: Treat the evaluation indicators independently in
each dimension, and then summarize these results in a variety
of ways [23], [24]. Method 3: By considering the influence of
the interdependence between the dimensions, the measure-
ment calculation in the multi-dimensional network is directly
performed [25]-[27].

D. GRPAH REPRESENTATION LEARNING

Graph representation learning, also known as graph embed-
ding, is an important tool for social network analysis
and can be applied to link prediction. The inspiration
of network representation learning comes from word2vec.
Perozzi et al. [28] first proposed the DeepWalk algorithm
in 2014, which regarded the connection relationship in the
graph as a sentence, and introduced the word embedding
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method into the graph embedding. Tang et al. [29] proposed
the LINE (Large-scale Information Network Embedding)
algorithm in 2015. The LINE algorithm advocated that nodes
with the same neighbors, even if they were not directly
connected, may have a certain similarity. Wang et al. [30]
proposed the SDNE (Structural Deep Network Embedding)
algorithm in 2016 to capture the high-order linear char-
acteristics of the network structure and use the extracted
features for the first-order representation learning reconstruc-
tion. Jure et al. [31] also proposed the Node2vec algorithm
in 2016. Node2vec proposed a random walk strategy and
find a better sentence that included node similarity and struc-
tural similarity. Ribeiro et al. [32] proposed the struc2vec
algorithm in 2017, which fully considered the structural
similarity. Zhang et al. [33] proposed the ProNE algorithm
in 2019. The ProNE algorithm decomposed sparse matrix
to generate fast graph embedding representation and used
spectral propagation as a lifting method for graph embedding.

In simple terms, network representation learning is to
express the nodes in the network with a low-dimensional
dense vector space through related algorithms (where the
dimension of the vector space is much smaller than the total
number of nodes), and can maintain the relevant structure of
the original network and features. The network representation
learning algorithm mainly includes calculation using matrix
eigenvectors, calculation using simple neural network, calcu-
lation using matrix decomposition and calculation using deep
neural network.

In general, network representation learning has the follow-
ing characteristics: flexible applicability, large-scale scalabil-
ity and time continuity [34]. Network representation learning
can adapt to the evolving real network [35]. And the network
embedding algorithm should be able to handle large-scale
network in a short time. Besides, the learned vector repre-
sentation can be represented in space, and the proximity of
the spatial distance means that the real network is closely
connected.

Ill. THE LINK PREDICTION MODEL OF DYNAMIC
MULTIPLEX SOCIAL NETWORK

A. DEFINITION OF DYNAMIC MULTIPLEX

SOCIAL NETWORK

The real world is mostly a dynamic network, in which the
edges and nodes are constantly changing over time [36].
For example, the joining of new users and the generation of
new friendships in social network will cause new nodes and
connections to appear in the network. This time sequence
information is an important part of the dynamic network, and
is the embodiment of the network’s evolution mechanism and
its dynamics.

As shown in Figure 1, if we want to predict the possibility
of node 1 and node 4 connecting in the future, we can apply
the static link prediction method CN indicator on network
G, it is found that 1 and 4 have two common neighbors.
However, the network G is in a dynamic change process.
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FIGURE 1. Dynamic evolution process of social network.

In the G1 network at time step #1, node 1 and node 4 have no
common neighbors; in the G2 network at time step 7, node
1 and node 4 have indirectly connected second-order common
neighbors; in the G3 network at time step #3, node 1 and node
4 have one directly connected first-order common neighbor.

Cyber space is an inseparable part of the current modern
society, and online social network greatly affect people’s
study, work and life. Moreover, social network are often
multiplex network so there may be multiple links between
two users about different types of interactions in the same
network [37]. As shown in Figure 2, People on the same social
network use different tools to communicate, use WeChat to
send and receive general notifications, use email to transfer
files, and use twitter to share interesting moments in life.
Moreover, the network embedding vector of the same node
on different types of edges is not completely independent, but
mutual influence [38].

1
EMAIL EMAIL EMAIL

2 e L e L 9

WECHAT EMAIL WECHAT EMAIL WECHAT EMAIL

() g N Wl{(‘[l/\Tg N Wli('IIATg
adia ala ala
Gl G2 G3

FIGURE 2. Multiplex network at different time steps.

Denote a set of vertices V = {v{, va, - - - , vy} and the set
of undirected edges among these users E = {e,,;}, where each
edge ey, represents a type of interaction between v, and v,.
Consider a series of dynamic multiplex network snapshots
{G',G?,--- ,G'"}, where G' = (V,E"), E' = (UgecED).
G’ represents how vertices are connected at time step ¢, and
E! consists of all communication types ¢ € C, and C > 1.
Notations are summarized in Table 1.

B. THE CONSTRUCTION OF IMPROVED LINK
PREDICTION MODEL DGATNE

In this section, we present a model, DGATNE, which is
capable of learning representations in dynamic multiplex
social network. More specifically, in DGATNE, we divide
time steps into snapshots, and at time step #, we split the
embedding vector of node v, into two parts: base embedding
and edge embedding. The base embedding is shared between
different edge types. And the edge embedding u;;’lz € R*
where k (1 < k < K) is the dimension of edge embedding.
Then, we will introduce the DGATNE model in three parts,
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TABLE 1. Description for Notation in Dynamic Multiplex Network.

Notation Description

The input social network

The node set of G

The edge set of G

The neighborhood set of a node on an edge type
The number of nodes

The number of edge types

An edge type

The dimension of base/overall embeddings
The dimension of edge embeddings

A node in the social network

The base embedding of a node

The edge embedding of a node

The self-attention coefficient

The node set of G

X2 R T “A0II 2N

DIFFERENT TYPES OF INTERACTION IN GRAPH
Retweet Reply Mention

250000

200000

150000

100000

50000

0

1 2 3 4 5 6 7 8
DATE OF INTERACTION

NUMBER OF INTERACTION

FIGURE 3. The dynamic change in multiplex twitter network.

aggregation [39], concatenation [40] and self-attention mech-
anism [41].

1) AGGREGATION
As shown in figure3, at time step ¢, node v, on edge type c is
aggregated from neighbors’ edge embedding as following:

t,k

Up.c

= aggregator({u;;ykc_1 ,Yvg € Np ) (11

In equation (11), N, ¢ is the neighbors node v, on edge type
¢, and the initial edge embedding ul’;g is randomly initialized.
Apply mean function of GraphSAGE [42] in equation (11),
equation (12) is as following:

u;ta"lz = o (W' ~mean({u$,'é_17VVq € Np.ch) (12)

2) CONCATENATION

Consider all the embeddings on different types of edges for
Vp at time step ¢, and concatenate the embeddings as Uzt?’
equation (13) is as following:

U, = ! (13)

t
pl’upZ"”’u

pm)
3) SELF-ATTENTION MECHANISM

In order to clarify the relationship between the representation
of each node under each edge type, self-attention mechanism
is introduced, equation (14) is as following:

r_ iNT t it \WT
a,, . = softmax((x;)" tanh(X,,U},)) (14)
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In equation (14), x. and X, are trainable parameters for
edge type c, a;’ ¢ 1s the calculated attention weight vector,
consider the base embedding and edge embedding of v, at
time step ¢, the overall embedding of v, for edge type c is as
equation (15) following:
v =bl +acML) Uldl, . (15)

In equation (15), bI’J is the base embedding of v, at time
step ¢, o is a hyper-parameter denoting the importance of
edge embeddings and M., is the transformation matrix.

The main flow of DGATNE is as follows:

Algorithm 1 DGATNE

Input: Dynamic network G', G?,.-.,G’, embedding
dimension d, edge type ¢

QOutput: Proximity of nodes vy, v2, - -+ , v

1 Initialize all the model parameters

2 Sample E from all existing edges in G

3 Generate random walks on each edge type ¢

4fort < 1toTdo

5  Sample base embeddings b;,

6  Sample edge embeddings u;, on edge type ¢

7  Concatenate all the types of edge embeddings
8 Compute the self-attention coefficient

9  Calculate the proximity of nodes

10 G « Gt

11 end

C. THE EVALUATION INDEX OF LINK PREDICTION

MODEL

Traditional link prediction methods often select test dataset
and training dataset randomly, and repeat experiments to
evaluate the effect of link prediction. However, the real world
is mostly a dynamic network, and the edges and nodes are
constantly changing over time [43]. Therefore, the proposed
DGATNE model takes snapshots of the dynamic network at
equal intervals in time series. Then the proposed model uses
real data at time step ¢ as the training dataset and real data at
time step ¢ + 1 as test dataset, and uses AUC and F-measure
indicators for evaluation.

AUC (Area Under Curve) [14] is one of the main offline
evaluation indicators used by the two-class model. In this
article, AUC refers to the probability that an edge selected
in the test dataset gets a higher score than the edge selected
randomly in the non-existent edge dataset. The AUC value
can be calculated as follows: each time an edge is randomly
selected from the test set and the set without edges for com-
parison, if the score value of the selected edge of the test set
is greater than the score value of the edge in the set without
edges, we get 1 point; if the two points are equal, we get
0.5 point. Repeat the independent evaluation experiments n
times. Assuming that there are n’ times where the test dataset
selects a large side score, and there are n”’ times where the
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two scores are equal, the AUC calculation is as following:

n’ +0.51"
AUC = — (16)
F-measure [15] considers both Precision [44] and
Recall [45]. Precision refers to the difference between the
average value and the known true value in each independent
experiment. Recall is a measure of coverage. Based on the
previous precision and recall, the F-measure is calculated as

following:
2 x Recall x Precision

F-measure = an
n

IV. DATASET

In this section, we employ the Higgs twitter dataset [46] to
evaluate the effectiveness of the proposed model, DGATNE.
The Higgs dataset has been built after monitoring the
spreading processes on Twitter before, during and after
the announcement of the discovery of a new particle with
the features of the elusive Higgs boson on 4th July 2012.
The Higgs twitter dataset is a dynamic multiplex network,
which consists of more than 14 million interactions between
456,626 users over 8 days. Besides, interactions can be
retweet, reply and mention relationship. As shown in Table 2,
retweet network, reply network and mention network are
included in this dataset.

TABLE 2. Statistics of Datasets.

Nodes Edges Days
Social 456626 1485584 8
Retweet 256491 328132 8
Reply 38918 32523 8
Mention 116408 150818 8

In order to better show the relationship between retweet,
reply and mention network dynamically, figure 3 is shown.

As figure 3 is shown, we can summarize the events before
and after the discovery of the boson, dividing them into
4 different periods:

e Period I: In the first two days, there were some rumors
about the discovery of a Higgs-like boson at Tevatron;

e Period II: In the second two days, scientists from
CDF and Dzero experiments, based at Tevatron, found that
the Higgs particle should have a mass between 115 and
135 GeV/c?. And there were many rumors about the Higgs
boson discovery at Large Hadron Collider;

e Period III: In the third two days, popular media covered
the event, and people are very interested in the Higgs boson,
which can explain the mystery of the mass of matter.

e Period IV: In the fourth two days, the number of people
paying attention to the Higgs boson event was gradually
decreasing, and the popularity of the event decreased.

V. EXPERIMENTATION

A. BASELINE METHODS

The link prediction method based on common neighbors
stores the relationship between users in the adjacency matrix
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for calculation. This method can handle smaller social net-
work data sets, but when the user node counts at 100,000,
the calculation space will reach Ten billion. The link predic-
tion method based on network representation learning stores
the relationship between nodes in the form of vectors, so it can
handle large-scale complex network dataset. In this section,
we compare the proposed model with classical link prediction
methods based on graph representation learning.

e DeepWalk: Inspired by word2vec [47] in NLP(Nature
Language Processing) [48], the DeepWalk method builds a
series of walks through random walks to capture the net-
work topology. Besides, the DeepWalk method proposes a
statistical result of similar node co-occurrence frequency and
vocabulary co-occurrence frequency [49]. In other words,
the sequence of wandering can be analogous to the sentences
in the corpus, and the nodes in the sequence can be analogous
to the words in the sentence, and the co-occurrence of vocab-
ulary is similar to the co-occurrence of nodes in the sequence
of walking.

e LINE: By designing an objective function, the LINE
method retains local and global structural information. Con-
sidering both first-order similarity and second-order similar-
ity, LINE adopts the edge-sampling method, that is, the edge
weight is regarded as the probability of the appearance of
the edge, and the sampled edge is regarded as a binary edge
through weight sampling to update the model, so as to ensure
that the objective function is unchanged and the weight coef-
ficient does not affect the gradient.

e Node2vec: Compared with DeepWalk and LINE meth-
ods that both focus on node similarity, Node2vec advocates
that if similar structures exist in neighbors, embedding should
also be similar. In other words, assuming that there are two
nodes in different communities, if the two nodes have the
same structure and play similar roles in their respective com-
munities, their embeddings should be similar. The wandering
strategy of node2vec uses two parameters to control the BFS
(Breath First Search) [50] and DFS (Depth First Search) [51],
and dig out the characteristics of the node in the network.

e ProNE: ProNE further integrates high-level image infor-
mation into the image embedding based on the spectrum
propagation strategy. Firstly, the definition of graph embed-
ding representation is reduced to a sparse matrix factorization
definition. Then, the high-order Cheeger’s inequality [52] in
Riemannian Geometry is used to modulate the spectral space
of the graph, and the embedding representation learned in the
first step is spread on the adjusted graph, so as to make the
localized smoothing information [53] and the global cluster-
ing information [54] integrated into the graph representation
learning.

B. THE PROPOSED DGATNE MODEL

As shown in Figure 4, we propose a link prediction model in
dynamic multiplex social network, and the model is meaning-
ful to solve practical problems in the real world. As traditional
link prediction methods mainly regard the network as a
static network and ignore the time information and evolution
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FIGURE 4. The flowchart of dynamic multiplex link prediction model.

process of the network. The proposed DGATNE model
takes user’s historical interaction information and network
structure information into account. Besides, considering the
links between people in the real world are usually multi-
dimensional, the proposed model combines self-attention
mechanism with the improved graph representation learning
algorithm so as to achieve more accurate link prediction
results.

The proposed DGATNE model considers the influence of
network structure on network evolution from both the micro
and macro perspectives, and the effectiveness of the proposed
model is proved through experimentations. From a macro
perspective, we find that nodes with similar behaviors in
history would behave similarly in the future. That is to say,
an improved graph representation learning method can be
used to encode the historical behavior of nodes, so as to
achieve link prediction in dynamic multiplex social network.
From a microscopic point of view, the dynamic changes of
the network structure can be represented by dynamic triads,
and the generation, continuation and disappearance of links
are affected by the influence of surrounding nodes.

Different from the traditional link prediction experiments,
which randomly divides the training dataset and test dataset,
this article uses the time snapshot at time step ¢ + 1 to verify
the link prediction effect at time step ¢.

Firstly, according to the spread process of the event period,
select two days as the event slice, and the experimental results
are shown in Table 3.
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TABLE 3. Model Performance in Event Snapshots.

AUC F-Measure
DeepWalk 0.8055 0.6888
LINE 0.7679 0.6623
Node2vec 0.8203 0.6989
ProNE 0.7318 0.6708
DGATNE 0.8233 0.7010

According to the results that are shown in Table 3,
the proposed DGATNE model performs better in AUC and
F-Measure evaluation experiments than the baseline meth-
ods. Moreover, DGATNE and Node2vec methods perform
better than LINE and ProNE methods in AUC evaluation
experiments. And DGATNE model is slightly better than
DeepWalk and Node2vec methods in F-Measure evaluation
experiments.

Secondly, according to people’s work behavior every day,
one day is selected as the time slice. The experimental results
are shown in Table 4.

TABLE 4. Model Performance in Time Snapshots.

AUC F-Measure
DeepWalk 0.7779 0.6640
LINE 0.7351 0.6678
Node2vec 0.7817 0.6734
ProNE 0.7408 0.6613
DGATNE 0.8023 0.6777

According to the results that are shown in Table 4,
the proposed DGATNE model performs better in AUC and
F-Measure evaluation experiments than the baseline meth-
ods. Moreover, DGATNE and Node2vec methods perform
better than LINE and ProNE methods in AUC evaluation
experiments. And DGATNE model is slightly better than
DeepWalk and Node2vec methods in F-Measure evaluation
experiments.

VI. CONCLUSION

In the beginning, this article analyzed the existing link predic-
tion models and pointed out their two shortcomings. Firstly,
the traditional link prediction models mainly focused on
static social network, ignoring the dynamic changes in social
network. Secondly, the interactions in the real world could
be multiple, links at different moments may have different
meanings, such as mobile phone calls with family members,
instant chat with friends, email exchanges with colleagues,
and face-to-face shopping with businesses. Considering the
above problems, this study firstly used DGATNE model
combined with self-attention mechanism in constructing the
dynamic multiplex network. And, the traditional link predic-
tion methods were compared with DGATNE model in this
article. On the one hand, the model realized the research of
link prediction model of dynamic multiplex social network.
On the other hand, the model performed better than the tra-
ditional graph representation learning methods in large-scale
real social network dataset. In the next study of link predic-
tion, we will combine node attribute information and link
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generation algorithms to further characterize the dynamic
network from wider dimensions to achieve better link pre-
diction results.
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