SPECIAL SECTION ON GIGAPIXEL PANORAMIC VIDEO WITH VIRTUAL REALITY

IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received August 9, 2020, accepted August 31, 2020, date of publication September 7, 2020, date of current version May 17, 2021.

Digital Object Identifier 10.1109/ACCESS.2020.3022484

Optimization of the Progressive Image
Mosaicing Algorithm in Fine Art Image

Fusion for Virtual Reality

BIN SONG

Ceramics College, Pingdingshan University, Pingdingshan 467000, China

Faculty of Design and Architecture, Universiti Putra Malaysia, Kuala Lumpur 43400, Malaysia

e-mail: songbinbin2@163.com

ABSTRACT The fade-in and fade-out algorithm based on the Bernstein polynomial has certain limitations
in image fusion. Therefore, this article proposes a new image fusion algorithm. First, the SIFT algorithm
is used to register the images. Second, for the disjointed case of overlapping regions, a progressive image
mosaic fusion algorithm in the form of a sine function is proposed. Finally, in order to make the progressive
image mosaic fusion algorithm suitable for a variety of overlapping regions, this paper adds segmentation
technology. The simulation experiment results show that the algorithm proposed in this paper is in good
agreement with the spatial details and texture details of a high-resolution panchromatic image, and the time is
shorter, which meets the real-time requirements. In addition, the algorithm proposed in this paper is effective

in applications such as virtual reality and art image fusion.

INDEX TERMS Virtual reality, progressive image, mosaic, fine art image, fusion, SIFT, overlapping area,

segmentation.

I. INTRODUCTION
In order to solve the contradiction between the field of view
and the image resolution, to obtain a 360° panoramic image
while maintaining the resolution, people consider using com-
puter programs to splice the sequence images together, and
image mosaicing technology [1], [2] is proposed. The char-
acteristics of image mosaicing are effective in remote sensing,
virtual reality, artistic image fusion, and other application
fields [3], [4]. Image mosaicing technology is a technology
that combines two or more image sequences with overlapping
information taken from the same sensor and the same scene
into a wide-view, high-quality panoramic image through
image registration and fusion [5]-[7]. The panoramic images
obtained by this technology can truly and effectively express
the real world, which helps us to understand the real world
more deeply. In recent years, image mosaicing technology has
become a research hotspot in computer vision, virtual reality,
image processing and other fields and has been widely used
in many fields such as military, medical imaging, aerospace,
and video surveillance.

To date, panoramic image mosaicing technology has
achieved many results. For example, Cao et al [§]
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proposed a panoramic mosaicing algorithm that could be
applied to video images. The algorithm gave the form of a
plane transformation model and used the nonlinear iterative
L-M algorithm to obtain its parameters to complete global
registration. Peng et al. [9] proposed the Harris corner detec-
tion algorithm based on the Moravec algorithm. This algo-
rithm is a local autocorrelation function algorithm that is
invariant to rotation and grayscale, and the accuracy of the
algorithm reaches the subpixel level. Wang et al. [10] pro-
posed a cylindrical panoramic image mosaicing algorithm
that projected the image to be mosaicked onto the cylindrical
surface for mosaicing. The mosaic effect was good, and the
algorithm has been widely used. Although the current algo-
rithm has achieved good fusion results, there are still certain
limitations:

(1) The calculation speed is slow.

(2) Some current panoramic image mosaicing technolo-
gies mostly focus on how to mosaic sequential images geo-
metrically, and they have not achieved panoramic seamless
mosaics of images.

(3) There is no better algorithm for eliminating the cumula-
tive error when mosaicing multiple images, which is of great
significance to improving the quality of mosaicked images.

Based on the above analysis, this paper proposes a new
image mosaic fusion algorithm based on the analysis and
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research of the Bernstein polynomial gradual in-out algo-
rithm. Specifically, the technical contributions of our paper
can be concluded as follows:

(1) The SIFT algorithm is used to register images. The fea-
ture points extracted by the SIFT algorithm remain invariant
to rotation and scaling and have a strong sense of unclear
illumination and noise.

(2) A progressive image mosaic fusion algorithm in the
form of a sine function is proposed. This algorithm can solve
the disjointed situation of overlapping areas and realize a
seamless mosaic of panoramic images.

(3) Segmentation technology is added to make the pro-
gressive image mosaic fusion algorithm suitable for multiple
overlapping areas. Furthermore, it can eliminate the accumu-
lated error in the fusion of overlapping regions.

Il. RELATED WORK

To date, panoramic image mosaicing technology has achieved
many results. Jia er al. [11] proposed a more robust scale-
invariant feature transform (SIFT) algorithm and applied it to
image mosaicing. However, the disadvantage is that the cal-
culation speed is slow. Pandey and Pati [12] extended image
mosaics to a higher stage and proposed an image mosaic
algorithm that can adaptively select the motion model, which
greatly improves the matching efficiency. Cooper et al. [13]
proposed a fully automatic image mosaicing algorithm. The
algorithm can automatically identify and sort the sequence
images. After the robust SIFT feature extraction algorithm is
used for image registration, bundle adjustment technology is
used to solve the camera parameters, and the multiresolution
method is used for fusion. The algorithm has achieved a
good mosaic effect, improving panoramic image mosaicing
technology to a new level. Tang et al. [14] proposed per-
forming image enhancement before image mosaicing so that
the extracted image features would be more accurate and
obvious, and this improved the image registration accuracy.
Du et al. [15] proposed a panoramic image mosaic opti-
mization algorithm based on a mobile camera system. The
algorithm not only improves the calculation efficiency but
also ensures the payment effect. Huang et al. [16] proposed
a method to remove ghost images. The algorithm uses the
human visual characteristics to find the best stitching line that
can bypass the moving object or protruding part according to
energy spectrum technology. By calculating the image energy
spectrum and the image gray gradient, the feature points at the
image stitching gap are restored and enlarged, and ghosting is
eliminated. Zeng et al. [17] proposed a camera-based image
sequence mosaicing algorithm. The algorithm does not need
to calibrate the camera. The algorithm directly uses the cam-
era to rotate around the vertical axis to shoot the sequence
of images, complete the mosaic in the cylindrical coordi-
nate system, and obtain the ideal mosaic result. Kim and
Ra [18] extended the panoramic image mosaicing algorithm
to a wider range of fields and proposed a dynamic panoramic
image generation algorithm, which greatly enhanced the
realism of images. Han and Han [19] proposed an image
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mosaicing algorithm based on dynamic programming. The
algorithm uses the dynamic programming method to find the
best stitching line and uses the multiresolution method for
image fusion to eliminate the exposure difference and solve
the ghosting problem. Liao ef al. [20] proposed an image
mosaicing algorithm based on image cutting. The algorithm
uses graph cutting to find the best seam to eliminate ghosting
and uses the Poisson fusion of overlapping transitions to
solve the exposure difference problem. Hamwood et al. [21]
proposed a fully automatic image mosaicing algorithm to
address the lack of automation of traditional algorithms. The
entire mosaicing process is automatically completed, and
the feature extraction is also filtered many times to ensure
the registration accuracy. Adams [22] used the phase cor-
relation method to realize the automatic sorting of out-of-
order images and applied it to the mosaicing of panoramic
images. The degree of automation has improved, but the
method consumes considerable time. Sitara and Mehtre [23]
proposed a mosaicing algorithm applied to video surveil-
lance images, especially for some video images with motion
occlusion and noise. Yong et al. [24] studied a panoramic
image mosaicing algorithm under a cylinder and obtained a
seamless panoramic image relatively quickly and effectively.
Lin et al. [25] used the characteristics of an image in the
frequency domain and the spatial domain to propose an image
mosaicing algorithm that can realize automatic sorting. The
algorithm is simple and effective with a high registration rate,
fast speed, and good mosaic effect. Zhang et al. [26] studied
the SURF algorithm, which is less complex and more efficient
than the SIFT algorithm, and used this algorithm to mosaic
panoramic images. Tang et al. [27] studied the mosaicing
algorithm for infrared images. The algorithm combines fea-
ture registration and Poisson fusion, has good robustness,
is free from noise interference, is simple and effective, and
has no splicing gaps.

Through the analysis of the above algorithms, we under-
stand that image mosaicing algorithms are very complicated.
Therefore, we will introduce the relevant knowledge of image
mosaicing algorithms.

Ill. IMAGE MOSAICING THEORY
A. THE BASIC IMAGE MOSAICING PROCESS
Image mosaicing requires a series of operations on collected
sequence images and finally synthesizes a wide field of view,
high-resolution, high-quality panoramic image [28], [29].
The purpose of image mosaicing is to prevent mosaic gaps
in the mosaic result, that is, to achieve a seamless mosaic
of images. The more “seamless” a mosaic is, the better
the result. Generally, image mosaicing includes four steps,
as shown in Figure 1. Among the steps, image registration
and image fusion are two key steps of image mosaicing that
have a great influence on the final mosaic result, so they are
also the focus of this paper.

The first step of image mosaicing is image acquisi-
tion. The image sequence to be mosaicked is obtained
through image acquisition, and then these image sequences
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FIGURE 1. The steps of image mosaicing are image acquisition, image
preprocessing, image registration, and image fusion.

are preprocessed. Then, image registration is performed on
the preprocessed image sequence. A certain similarity mea-
sure is used to find the geometric relationship between the
images and transform these image sequences into a unified
coordinate system. Finally, a fusion algorithm is used for
seamless processing to obtain a panoramic image.

Image acquisition obtains a sequence of images to be
spliced with overlapping areas acquired by camera shooting.
Image preprocessing mainly includes brightness correction
and image projection for the images to be spliced. Among
these steps, image projection can be selected from the follow-
ing according to the shooting method and camera type: plane
projection, cylindrical projection and spherical projection.
When using a fisheye camera, you also need to correct the
image. Image registration mainly conduct image feature point
detection and matching, and the projection parameters of
the image to be spliced are calculated by the information
related to feature point registration. Image fusion uses related
algorithms to merge the overlapping areas of multiple images
to eliminate artificial traces in the overlapping areas.

B. COLLECTING IMAGES
Image collection obtains the original image mosaic, and
the quality of the collected images directly determines the
effect of the final panoramic image. Therefore, in order
to obtain high-quality panoramic images, it is generally
necessary to use professional equipment in the acquisition
process. Because this equipment is expensive, digital
cameras are often used in practice, and their low-cost
acquisition methods are simple. There are many ways
to collect images. According to the different camera
movement methods, the collection methods are generally
divided into three types: rotation, translation, and handheld
shooting [30], [31].

(1) Rotary shooting

This method places the camera on a prefixed tripod, rotates
the camera around its axis, and take a picture every time it
rotates through a certain angle. However, it is necessary to
ensure that there is a certain overlap between adjacent images.
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(2) Pan shooting

In this method, the camera needs to be placed on a sliding
track for sliding shooting to ensure a constant focal length
between the camera and the scene. The focal length will
directly affect the final mosaic effect. The photos taken via
this collection method are all on the same plane. Therefore,
it is suitable for simple plane mosaic models. However,
the stereoscopic effect of the panoramic image obtained by
this method is poor, and the shooting conditions are relatively
harsh, so the practicality of the method is not high.

(3) Handheld shooting

This method only needs to hold the camera for shooting.
Compared with the first two methods, this method does not
require professional equipment, and the operations are simple
and easy. One just holds the camera standing in place and
rotates it or moves it horizontally.

When applied in actual filming, the above three meth-
ods will experience some problems, such as the change of
the light source, exposure differences, the movement of the
objects in the scene, etc.; these factors have certain effects
on the mosaicing process. Therefore, during filming, one
must move the camera with the minimum motion parallax
as much as possible to prevent the occurrence of camera
offset due to rotational or translational motion, jitter, and
inconsistent brightness. In addition, the appropriate fusion
method to eliminate exposure differences is also the focus
of the study. The handheld shooting mode does not need
professional equipment and is easy to operate. One just holds
the camera and rotates it in place or moves it horizontally.
Therefore, this paper adopts this method to collect images.

C. IMAGE PREPROCESSING

With the development of image stitching technology, tradi-
tional image stitching algorithms have achieved good results
in general scenes. However, in some unconventional situa-
tions, such as changes in the shooting direction and location
or the movement of the light source, there is a large differ-
ence in the brightness between adjacent images in the image
sequence to be stitched, which will affect the panoramic
image obtained after the image sequence is stitched. The
fusion area of the image will have an obvious brightness
difference such that the panoramic image does not present
a consistent visual effect.

When there are images with large brightness differences
in the image sequence, the image sequence needs to be
optically registered. The brightness correction of the image
can adjust the entire image sequence to a similar brightness
level. Then, the image fusion algorithm is used for fusion,
which can effectively avoid the boundary between the light
and dark junctions caused by the brightness difference of the
panoramic image in the overlapping area so that the final
output panoramic image has an unnatural transition in the
overlapping area. Therefore, in order to make the stitched
image have a consistent visual effect, brightness correction
processing of the stitched image must be performed.
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FIGURE 2. An image acquisition device that uses multiple cameras to
take images and upload the images to the server for processing.

D. IMAGE REGISTRATION
(1) SIFT feature detection

The core of the SIFT algorithm is to find extreme points in
different scale spaces and calculate and extract the positions,
scales and directions of the extreme points. Since the feature
points extracted by the SIFT algorithm remain invariant to
rotation and scaling and have strong robustness to illumina-
tion and noise, they are widely used in image feature detection
and matching. The main process is as follows:

1) Build a scale space

2) Detect the extreme points

3) Specify the direction for feature points

4) Construct a feature point descriptor

(2) SUREF feature detection

The SURF algorithm is an improved algorithm based on
the SIFT algorithm, and its general steps are similar to
those of the SIFT algorithm. The process of establishing the
descriptor is shown in Figure 3.

(3) ORB feature detection

The ORB algorithm is a BRIEF descriptor of the orienta-
tion of FAST feature points and rotation.

1) Oriented FAST

The main idea of fast feature points is to compare the
target pixel with the pixel on the circular boundary of its
neighborhood. When there are multiple connected pixels on
a circle and the absolute difference between the target pixels
exceeds the threshold, the target pixel is selected as the key
point.

2) Rotated BRIEF

The main idea of the BRIEF feature descriptor is to select
n pairs of pixels in a circular neighborhood centered on the
feature point and compare their gray values. When n pairs of
pixels are compared, a binary string of length n is generated
as the descriptor of the feature point.

The BRIEF descriptor occupies a small amount of memory
and is fast, but it does not have directionality. Therefore,
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FIGURE 3. The establishment of the SURF feature descriptor: The box
filter is used to approximate the second-order Gaussian function in the
SIFT algorithm, and then the image is convolved.

the BRIEF descriptor cannot describe the directional infor-
mation of the feature points. Due to the adjustment of the
directionality of the BRIEF descriptor, the relevance of ran-
dom point pairs increases and the discriminative decreases,
which reduces the discriminability of the descriptor. You can
use brute force and exhaustive methods to find point pairs
with less correlation.

E. IMAGE FUSION

Image fusion [32]-[37], which is the calculation and process-
ing of the overlapped area of the image after alignment, is a
key step of image stitching.

(1) Direct average method

This method will simply add the gray values of the overlap-
ping parts of the image and then average the results. However,
it will make the image mosaic have obvious traces. The
process is described as follows:

Let I1 and I2 represent two images to be mosaicked. I is
used to represent the fused image. The variable a represents
the row coordinates of the image, and b represents the column
coordinates of the image. They have the following relation-
ship, as shown in formula (1).

Ii(a, b)

(Ii(a, b) + Ir(a, b))/2 (1)
D (a, b)

I(a,b) =

(2) Weighted average method

The idea of the weighted average algorithm originated
from the direct average method, which is an effective
improvement to the direct average method. This method can
make the image mosaic result smoother, and it can effectively
eliminate mosaic gaps in the image. This method is now
widely used and is shown in formula (2). A1 and A1 represent
the weights of image I1 and image 12, respectively.

Ii(a, b)

(A1i(a, b) + Aala(a, b)) /2 )
I(a, b)

I(a,b) =
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(3) Median filtering method

This method is the median filtering of the overlapping parts
of the image. Under certain circumstances, this method can
overcome the situation where the image may have blurred
details.

(4) Pyramid fusion method

This method first performs a series of multiresolution
decompositions on two images to be mosaicked. This tech-
nology first decomposes the resolution of images and then
performs image fusion. This method can effectively fuse the
contents of images and make the fusion result very smooth.

Due to some objective factors in the acquisition of images,
the images to be spliced cannot be perfectly aligned in the
overlapping area, and direct splicing will result in ghostly
images and obvious splicing traces in the overlapping area.
The purpose of the image fusion algorithm is to process
overlapping areas, eliminate ghost shadows and artificial
traces, make the mosaicked image more natural, and improve
the mosaic effect. Therefore, image fusion technology is
embedded into image mosaic technology in this paper. First,
the SIFT algorithm is adopted to register the image in this
paper. Second, the sine function form of the progressive
image mosaic fusion algorithm is proposed for the case of
overlapping regions not intersecting. Finally, segmentation
technology is added to make the progressive image mosaicing
fusion algorithm suitable for a variety of overlapping areas.

IV. IMAGE FUSION ALGORITHM BASED ON
PROGRESSIVE IMAGE MOSAICING

First, the SIFT algorithm is adopted to register the image in
this paper. Second, the sine function form of the progressive
image mosaicing fusion algorithm is proposed to solve the
problem of overlapping regions not intersecting, which makes
the method more practical and applicable. The method can
be used in virtual reality, art image fusion and other appli-
cations. Finally, segmentation technology is added to make
the progressive image mosaicing fusion algorithm suitable for
a variety of overlapping areas, which makes the algorithm a
convenient and flexible image mosaicing fusion algorithm.

A. SIFT IMAGE REGISTRATION METHOD
The core of the SIFT algorithm is to find extreme points in
different scale spaces and calculate and extract the positions,
scales and directions of the extreme points. Since the feature
points extracted by the SIFT algorithm remain invariant to
rotation and scaling and have strong robustness to illumina-
tion and noise, they are widely used in image feature detection
and matching. Therefore, this paper chooses the SIFT algo-
rithm for system registration. The main process is as follows:

(1) Build a scale space

In each layer of the Gaussian pyramid, a Gaussian (a, b, c)
with different blur parameters is used to convolve the source
image I(a, b) to obtain images with different degrees of
blur in the same layer, namely, the Gaussian scale space.
The mathematical expression of the Gaussian scale space
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function S(a, b, c¢) is shown in equation (3).

S(a, b, ¢) = Gaussian(a, b, c) x I(a,b) (3)
Gaussian(a, b, ¢) = (1/2w¢?) x o (@+bD)/2c @)

where G(a, b, c) is the Gaussian kernel function, and X is the
convolution operation, as shown in formula (4).

Among the variables, a and b are the space coordinates
of the image; the change in the degree of image blur is
determined by the standard deviation of the Gaussian kernel
function, which is c. As the value of ¢ increases, an image
becomes blurred, and the image details gradually disappear.

The Gaussian scale space is used to construct the difference
of the Gaussian scale space, that is, the Gaussian difference
pyramid. The Gaussian difference pyramid is obtained by
subtracting two adjacent layers in each group of Gaussian
pyramids, as shown in equation (5). Among the variables, k is
the kennel size.

DOG = (Gaussian(a, b, kc) — Gaussian(a, b, c¢)) x I(a, b)
= S(a, b, kc) — S(a, b, ¢) 5)

The schematic diagram is shown in Figure 4.

Gaussian -
Gaussian

Difference

Scale (first octave)

Scale (next octave)

main direction

X[
]

}X\AKV_:

FIGURE 4. The Gaussian scale space is obtained by subtracting two
adjacent layers in each group of the Gaussian pyramid to construct the
Gaussian difference scale space.

(2) Detect extreme points

By comparing every pixel point in the Gaussian difference
scale space with all the pixel points in its neighborhood, when
the pixel point is the extreme value point, it is retained in the
Gaussian difference scale space.

Since the discrete space is the sampling of the continuous
space, the initial extremum may not be the location of the
real extremum, so it is necessary to use the fitting function
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in the three-dimensional space to find the real coordinates of
the extremum and the number of layers in the scale space
where it is located. In addition, as the Gaussian difference
scale space has a strong response to the image edge, in order
to improve the robustness of feature points, it is also necessary
to judge and screen the extreme points after determining the
real position of the extreme points so as to remove the extreme
points with low contrast and unstable extreme points on the
edge.

The Taylor expansion of the Gaussian difference scale
space is shown in equation (6). Among the variables, a is the
gray value of the image. DOG represents the initial Gaussian
difference pyramid.

DOG(a) = DOG + a x dDOG /da
1
+ EaTaE)zDOGT /3a>  (6)
Let the derivative value of equation (6) be zero and obtain
the exact position of the extreme point, as shown in equa-

tion (7). Among the variables, a’ represents the exact position
of the extreme point.

d = —(0*DOG" /3a*) x IDOG! /da (7
Incorporating formula (7) into formula (6), we
obtain:
/ Lo AT a2
DOG(a") = DOG + 58 DOG" /da ®)
The Hessian matrix is shown in equation (9).
. (DOGu4qu DOGgy
Hessian = (DOGab DObe) )

Let @ and B be the two eigenvalues of the Hessian. Then,
the trace and determinant of the Hessian matrix are calculated
using equations (10) and (11), respectively.

Tr(Hessian) = DOGy, + DOGy,

=a+p (10)
Det(Hessian) = DOGg, x DOGpyp
=axp (11

Let o = rB. Then, we can obtain formula (12).

Tr(Hessian)2 (a + ,8)2
Det(Hessian) of
BB (1)
N rp? N r
Among the variables, r is the threshold. The paper rec-
ommends that 7 be set as 10 as the default value and judge
formula (13). If the relationship is satisfied, the point is
an effective extreme point; otherwise, the point is an edge
response point, which needs to be removed. Tr represents the
rank of the Hessian matrix. Det represents the value of the
Hessian matrix.

(12)

Tr(Hessian)2 (r+ 1)2
Det(Hessian) r

(13)
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(3) Specify the direction for the feature point

In order to make the feature points insensitive to image
rotation, that is, to have the characteristic of rotation invari-
ance, the SIFT algorithm assigns a value to the direction
of each feature point. The SIFT algorithm determines the
direction of the feature point according to the gradient distri-
bution of the pixels in the neighborhood of the feature point.
The modulus g(a, b) of the gradient at the pixel point (a, b)
is shown in equation (14), and its direction is defined as
p(a, b) in formula (15). The variables 1(a+1, b), 1(a—1, b),
I(a, b)+1 and 1(a, b—1) represent the directional gradient
value of each feature point.

q(a, b)

= V((a+ 1, b)— l(a— 1, )2+ (I(a, b)+ 1 — I(a, b— 1))?
(14)

lla+1,b)—1l(a—1,b)
pla,b) = arctan 7o T ) (15)

(4) Construct the feature point descriptor

The feature point descriptor is a summary of the feature
point and its neighborhood information, mainly including the
location, scale, and direction of the feature point.

In order to ensure the rotational invariance of the feature
point, the feature point is taken as the center, the coordinate
axis is rotated according to the main direction of the feature
point, and an 8 x 8 window is selected in its neighborhood.
In the figure, each square represents a pixel in the neighbor-
hood of the feature point. The arrow in the square represents
the gradient direction of the pixel, and the length of the arrow
represents the magnitude of the gradient mode of the pixel.
The pixels in the 4 x 4 grid are counted, a gradient histogram
with 8 directions is drawn, and each 4 x 4 grid is called
a seed point. Using the vector information of the four seed
point gradient histograms, a 32-dimensional SIFT feature
descriptor can be generated.

B. TRIGONOMETRIC FUNCTION ASYMPTOTIC
MOSAICING ALGORITHM

In the image mosaic process, if the overlapped area of the
image is simply superimposed, it will cause image blur and
obvious boundaries, which cannot meet the needs of the
application. In order to improve the mosaic quality, the com-
monly used classic method is to use the in and out fading
method, that is, slowly transition from the previous image to
the second image in the overlapping part and then delete the
part of the image that is staggered vertically.

Assume that I3 is the overlapping part of the mosaicked
image, that Il and 12 correspond to the overlapping parts of
the two images, respectively, and that the variable m is used
as the image gradient coefficient, where me[0,1]. Then:

L= —-—m) +ml (16)

Here, m should gradually change from O to 1. Therefore,
the simplest and most effective way is to set m = index/width,
where index is the corresponding number of columns in the
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FIGURE 5. The analysis curve diagram of the value of m of the classic progressive mosaicing
algorithm and trigonometric function progressive mosaicing algorithm.

overlapping area, and width is the width of the overlapping
area.

Take any column in the overlapping area and analyze its m
to obtain the curve in Figure 5(a).

This curve describes the correspondence between the
image column direction and its corresponding value a. It is
easy to see from the curve that two discontinuities of the sec-
ond type appear at ul and u2. These two discontinuities will
cause sudden changes in the brightness of the image in the
directions of columns ul and u2 and visually cause image
stitching.

Through the above analysis of the value of m, the orig-
inal algorithm is improved, and another curve is found to
replace the straight line between ul and u2 to eliminate the
discontinuity.

Assume that the trigonometric function that satisfies the
conditions is as shown in formula (17).

m=>Asin(w/3xu+m/2)+0.9 a7

The relationship curve between m and u is shown
in Figure 5(b):

In order to reduce the complexity, the u value is trans-
formed first. Shift ul to the origin and then stretch the interval
[ul, u2] to the interval [0, 1] to obtain the new value u’.
According to the conditions, it can be solved as shown in
formula (18).

m =0.5x sin(r x u' —mw/2)+0.5 (18)

In fact, v’ is the original value of m. In this way, u does not
need to be inversely transformed, and m’ is used to replace m
in the original algorithm.

The above algorithm cannot guarantee the smooth transi-
tion of the image in the other direction when the overlap area
of the original image does not meet the requirement of full
rows or columns. For this reason, we further consider the use
of weight statistics to make it possible to meet the smooth
transition in the two-dimensional direction at the same time.

First, suppose there is an algorithm. When the pixel is
close to the left or right boundary, it reflects the gradual left
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and right progress. When it is close to the upper or lower
boundary, it reflects the gradual the upper and lower progress
and then realizes the two-dimensional transition. Therefore,
we consider using the weighting factor t to superimpose the
progressive formulas in the two directions.

For the convenience of the description, set the progressive
formula for the up and down directions as ud, the progressive
formula for the left and right directions as r/, and the total
formula as S. Then, we can obtain formula (19).

S=txud+(1—-1t)xrl (19)

In the formula, t is the percentage of the weight of the pixel
point in the overlapping area to the total weight. Suppose
the row weight is # and the column weight is #;. Then,
t =1/ (ti +1).

From the above formula, we can see that when the pixel
point tends to the left or right boundary, #; should tend to O.
When the pixel point tends to the upper or lower boundary,
1-t should tend to 0, so ¢ tends to 0. Thus, the drawn ¢; and
row relationship curve are shown in Figure 6.

Similarly, in order to reduce complexity, first, the map-
pingscy = (u—uy) / (uz —uy)andcy = (v —vy) / (v2 — vy)
are performed. The available functions are shown in
formula (20) and formula (21).

0 c1 <0
2 0,0.5
o = X € cr €[ ] (20)
2x(1—c1) c1€[05,1)
1 cl1 > 1
0 c <0
2 .5
f, = X € cp € [0, 0.5] 2
2x(1—c¢y) c¢€[05,1)
1 o >1

At this time, tcl and tc2 can already reflect the nature
of the transition on the boundary. However, there may be a
sudden change on the diagonal because of a discontinuity
at point (0.5, 1). Therefore, replacing the original function
with a parabola to eliminate this discontinuity is considered.

69565



IEEE Access

B. Song: Optimization of Progressive Image Mosaicing Algorithm in Fine Art Image Fusion for Virtual Reality

A Relationship between ti
and line number

ti

Wicﬁl

0 vl v2
Row value

FIGURE 6. Analysis of the m-value of the two-dimensional progressive
mosaic algorithm.

Figure 7(a) is the ideal parabola analysis diagram of the value
of a.

In the same way, first, cl and c2 are mapped, and the
parabola is set. It is easy to find the results according to the
conditions, as shown in formula (22) and formula (23).

fey = =4 X 3 +4x e (22)
fy = —4X 3 +4 %0 (23)

In practical applications, in order to make the image stitch-
ing seam look more natural, once again, a trigonometric
function is considered to replace the original function. Here,
a half-wave sine function is used to remove the discontinuity
at both ends. Figure 7(b) is the analysis diagram of the value
of a using the half-wave sine function.

C. GRADIENT IMAGE FUSION MOSAIC METHOD

The aforementioned algorithm is only for image mosaics of
intersecting relationships. If the algorithm is further modified
to satisfy the image mosaic of the inclusion relationship,
it will not only expand its practicality but also produce a
special artistic effect. Therefore, this paper proposes an image
fusion mosaicing algorithm.

Generally, image fusion performs image operations on
two images with different characteristics so that the fused
image reflects the characteristics of the two images at the
same time [38]-[40]. However, sometimes, in order to obtain
some special artistic effects or meet some special needs of
image processing, the fusion area of the two images gradually
transitions from the characteristics of one image to the char-
acteristics of another image from the periphery to the center.
This effect is not only different from general image fusion
but is also different from edge feathering and has unique
characteristics.

One approach is to use iteration. First, the two images
are mosaicked, and then the mosaicked image is used as an
image mosaic with another image. The images are mosaicked
from left to right or top to bottom in sequence. However,
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this is only feasible when the overlapping regions do not
intersect, and the situation in practical applications is much
more complicated.

In order to solve the above problems, a solution is
proposed, and the overlapping area is divided into several
rectangles. Then, the new algorithm is applied to smooth
each rectangle separately. However, the following two issues
should be considered when dividing the overlapping area:

(1) The number of divided rectangles should be as few as
possible, and the area of the rectangles should be as large as
possible.

(2) The transitional nature of the region after division may
change. For example, if the overlapping area is obtained
through the intersecting relationship, it may become an area
containing the relationship after division.

V. EXPERIMENTAL VERIFICATION

A. EXPERIMENTAL DATA DESCRIPTION

For the convenience of the display and evaluation, the images
used in this article are multiple art images crawled
from the Internet. The size of the selected art image is
1550 x 1200 pixels. There are 20,000 images. These
images are artistic images. The computer is configured with
Windows XP, an Intel Ivy Bridge processor, a DDR3-1600
memory interface, 4 GB of running memory, and an
1965 motherboard as the simulation platform.

In this paper, the number of local points and the algorithm
time consumption are used as evaluation indexes for the
elimination effect of matching points. In order to analyze the
performance of art image fusion, this paper evaluates and
analyzes the image color difference and gradient difference,
as well as the degree of image texture information retention.
Among these measures, the color difference refers to the
reduction of the fusion results to the same spatial resolution
as the original multispectral image, and the difference value
is compared with the multispectral image. The gradient dif-
ference refers to the difference between the gradient of the
intensity or brightness component of the fused image and the
gradient of the high-resolution panchromatic image.

B. COMPARISON OF IMAGE REGISTRATION METHODS
Since the original image has considerable noise, the image
needs to be preprocessed, and the result after equalization
through the histogram is shown in Figure 8.

In order to verify the effectiveness of the SIFT algorithm
for image registration, this paper compares the results of the
SIFT algorithm, the Forstner algorithm, the SUSAN algo-
rithm and the Harris algorithm on the same image.

First, different registration algorithms are used to perform
feature detection on the image, and the image is detected mul-
tiple times by setting different window sizes and thresholds.
The experimental data are shown in Figure 10.

The experimental data in Figure 10(a) show that the thresh-
old size of the Forstner algorithm has little effect on the
number of feature points detected, and the size of the win-
dow has a greater impact on the number of feature points.
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FIGURE 7. The analysis curve of the value of m of the ideal parabola and half-wave sine function instead of the original

function.
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FIGURE 8. Visualization results after image preprocessing and the
corresponding gray value comparison.

In addition, the larger the window size is, the smaller the
number of feature points. The detection times for Forstner
operators with different size windows and different thresholds
are similar.

Figure 10(b) shows the experimental results using the
SUSAN algorithm. As the size of the template increases,
the number of feature points within the same threshold range
shows an increasing trend, and the detection time decreases.
The selection of the window size has a small impact on the
number of feature points, and the selection of the threshold
range has a greater impact on the number of feature points.
When changing the window size, attention should be paid to
changing the threshold range to achieve the detection effect.
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The experimental data in Figure 10(c) show that according
to the detection results of the Harris algorithm, when the
threshold is constant, the smaller the template size of the Har-
ris operator is, the greater the number of feature points that
are detected. When the window size is constant, the larger the
threshold is, the fewer the number of feature points detected
by the Harris operator. The greater the number of feature
points that are detected, the more time it takes for detection.
The choice of threshold has a greater influence on the number
of detected feature points than the choice of template size.
When using the Harris operator, attention should be paid to
the combination of template and threshold to achieve the best
extraction effect.

The experimental data in Figure 10(d) show that
when the scale space is 5 groups, the SIFT algorithm detects
the largest number of feature points in the image, and the
detection time is the least. As the scale space increases,
the number of detected feature points also increases. This
shows that the larger the template size in the scale space is,
the fewer feature points will be detected. Generally, 4-5 layers
of scale space search can meet the needs of feature point
detection.

In order to better illustrate the effectiveness of the SIFT
algorithm in detecting feature points, Figure 11 shows the
number of feature points detected by each algorithm. The
figure shows that the SIFT algorithm detects the most feature
points and takes the least time.

Figure 12 shows the feature point detection of the same
image using four feature detection algorithms. By analyzing
the experimental results, the Forstner algorithm has a faster
calculation speed, but the accuracy is not high. It is not sensi-
tive to the edges and inflection points of the detection target,
and it is susceptible to the influence of noise, which will pro-
duce a large number of incorrect feature points. In addition,
the appropriate window size and threshold range need to be
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FIGURE 9. For the same image, the Forstner algorithm, SUSAN algorithm, Harris algorithm and SIFT algorithm are used to compare the feature

detection results.
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FIGURE 10. Comparison of the number of feature points detected by
different algorithms and the time used by different algorithms.

determined through continuous experimentation. When the
SUSAN algorithm is used to extract image features, it has
a poor ability to extract the edge of the image and is more
suitable for extracting the inflection point of the image target
edge.
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Furthermore, there is no need to derive the image, and
the algorithm has a strong anti-noise ability. However, it is
difficult for the algorithm to detect the correct corner points
on weak edges. The Harris algorithm has high accuracy in
detecting corners. However, the number of corner points
extracted by the Harris algorithm is related to the texture
information of the image. In areas with rich texture infor-
mation, the Harris algorithm can detect more feature points.
In addition, its edge detection effect is better. In areas with
less texture, fewer feature points are extracted, and image
feature information is easily missed. The feature points of
the SIFT algorithm are concentrated around the target, and
feature points are also detected for areas with weak texture
information. This indicates that the SIFT algorithm has good
robustness; its basic calculation speed is also the fastest of the
four algorithms, which greatly improves the work efficiency.
The feature points extracted by the SIFT algorithm have
feature descriptors, and the local invariant features of some
feature points are used to match with the feature space, which
avoids the direct manipulation of image gray levels and is
more robust.
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(a) Forstner algorithm

(b) SUSAN algorithm

FIGURE 11. Visualized results of feature point detection using the four feature detection algorithms to perform

feature point detection on the same image.

C. EXPERIMENTAL ANALYSIS OF THE MISMATCH POINT
ELIMINATION ALGORITHM
We conduct an experiment with the feature points of an image
using the feature points after setting the slope and threshold
constraints of the two algorithms. The number of feature
points is 149, and the result is shown in Figure 12.

The data in Figure 12 show that under the same constraints,
the algorithm in this paper obtains 59 interior points, and
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the calculation takes 0.012 s. The number of interior points
obtained by the partial least square method is 43, and the
calculation takes 0.197 s. The algorithm in this paper has
performed multiple iterative calculations on the coordinate
point data to obtain the best model with a small amount of
data. The number of iterations did not substantially affect
the calculation speed of the algorithm in this paper. The
calculation time is much less than that of the partial least
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FIGURE 12. The feature points of the two algorithms after setting the
slope and threshold constraints. The figure shows the feature point
removal effect diagram of an image.

squares algorithm, and the number of interior points obtained
is larger than that if the partial least squares method, so the
calculation efficiency is high.

The fitting result of the partial least squares method consid-
ers the positions of all the feature points to obtain the straight-
est line. Although these feature points are feature points that
remain after a large number of mismatched points have been
eliminated, there are still some data points with relatively
large errors; therefore, the obtained function model will devi-
ate from the actual data, thereby increasing the error of the
model and reducing the detection accuracy. For the matching
point pairs of the strip image obtained after using the slope
distance constraint, there are a large number of correct feature
point pairs, but there are still some abnormal data points
that make the partial least squares algorithm deviate from
the actual function model. In summary, the algorithm in this
paper has a better effect on purifying image feature points.

D. PERFORMANCE ANALYSIS OF FINE ART IMAGE FUSION
The statistical graph in Figure 13 can basically reflect the
fusion effect between fusion algorithms. The greater the
color difference is, the more spectral information the image
changes after fusion. The smaller the gradient difference is,
the more effectively the fused image can retain the details
of the high-resolution panchromatic image. The results show
that although the progressive mosaicing fusion algorithm
proposed in this paper corrects the details of the image
color, the degree of color difference is still close to those
other fusion methods. Furthermore, the degree of retention of
image gradient information or detail information is optimal.

In order to further prove the degree of image texture infor-
mation retention, this paper uses a two-dimensional Gabor
filter to extract the fused image texture feature value and
the high-resolution panchromatic image texture feature value
for the difference calculation to evaluate the degree of tex-
ture feature retention of the fused image. If the difference
is smaller, it indicates that the fusion method retains more
texture information.
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Figure 14 is a statistical diagram of the difference between
the texture features of the fused image and the high-resolution
image of each method at 3 extraction frequencies. The quan-
titative analysis results prove that compared with any method,
the progressive mosaicing fusion method proposed in this
paper has the advantage of retaining more complete texture
information in each frequency band.

Through subjective analysis of the various fused images
in Figure 15, the better fusion methods include wavelet
fusion, Brovey fusion and the progressive image mosaicing
fusion algorithm proposed in this paper. The effect of wavelet
fusion is obviously not ideal, and the color of the Brovey
fusion image is seriously dark. Moreover, the wavelet fusion
image and the Brovey fusion image only have a fusion effect
and have no splicing effect. However, the algorithm in this
paper can not only give clear geometric contour edges, but it
can also obtain more realistic colors and achieve the effect of
splicing.
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FIGURE 15. Visualized result maps processed by multiple fusion algorithms for the sample image.

A simple visual evaluation is insufficient to prove the
advantages of the method, so quantitative analysis and evalu-
ation are still conducted. Quantitative analysis evaluates and
analyzes the image color difference and gradient difference,
as well as the degree of image texture information retention.

VI. CONCLUSION

This article first describes the related theoretical knowledge
of image mosaicing and then describes the algorithm pro-
posed in this article in detail. First, the SIFT algorithm is
used to register an image. Second, for the disjointed case of
overlapping regions, a progressive image mosaicing fusion
algorithm in the form of a sine function is proposed. Finally,
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segmentation technology is added to make the progressive
image mosaicing fusion algorithm suitable for a variety of
overlapping regions, making this algorithm a convenient and
flexible image mosaicing fusion algorithm. Experimental
results show that the proposed algorithm can obtain fine art
fusion images superior to other fusion algorithms, which not
only improves the spatial resolution of the fusion image but
also maintains the consistency of the multispectral informa-
tion of the image with the corresponding features so that
the fusion image can better present the image details. After
subjective visual comparison and objective quantitative eval-
uation, the fusion algorithm in this paper preserves the image
color and obtains a gradient difference that is smaller than
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those of other commonly used fusion algorithms. In addition,
the texture difference experiment results show that the fused
image obtained by the progressive fusion algorithm can well
retain the texture information of the high resolution image.
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