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ABSTRACT Software cost estimation is crucial to software management, which has received considerable
attention from both industry and academia. Software size is an important metric that forms the cornerstone
of software cost estimation. The function point has been proven to be a useful software size unit for size
estimation and has been successfully implemented inmany countries. However, in current practice, the rule of
function point sizemethod is complicated and performedmanually. Consequently, it is costly in both time and
resources spent to apply these methods, especially in the scenario of large-scale software development in the
industry. In this paper, a deep learning-based named entity recognition (NER)model was designed in place of
manual function point recognition. In particular, a BiLSTM-CRF model was trained on previously labeled
requirements in the industry to classify the function point type of new requirements in the same domain.
The proposed method was verified on 29 real projects provided by our industry partner. A comparative
experiment was designed for the quantitative evaluation of efficiency improvement of the proposed NER
model aided function point estimation. The result suggests that, for the NER model, the precision and F1 of
the BiLSTM-CRF-based function point analysis on test samples achieved 94.5% and 80.3%, respectively.
Moreover, the improvement in the efficiency of the software size estimation process achieved an average
of 38.6%, which is a significant enhancement for the function point-based software size estimation.

INDEX TERMS Software size estimation, BiLSTM-CRF, function point, NER.

I. INTRODUCTION
Software cost estimation (SCE) has been recognized as one
of the most important tasks in software project management.
During software project management, the manager needs to
balance development efficiency, software quality, and the
cost of software development to achieve successful software
development. The underestimation of software development
costs causes overbudget and schedule delays. In contrast,
the overestimation causes a waste of resources and further
loss of investment opportunities for the organization. There-
fore, the manager must estimate the budget, schedule, and
resource expenses accurately during software development
under a given software quality and schedule to obtain an
executable plan.

The associate editor coordinating the review of this manuscript and
approving it for publication was Xiaochun Cheng.

Many models have been proposed to estimate software
cost, where an accurate estimation of SCE needs to take
many factors into consideration in both software and organi-
zation related aspects. For example, the size of software [1],
the complexity of software [2], the reliability requirement of
software [3], the maturity of software development organiza-
tion [4], and the effect of misleading information provided by
the software developer [5]. Expert judgment is one of themost
traditional techniques since the very beginning of the estima-
tion problem raised [6]. However, it relies too much on expert
experience, which can be subjective and lacks standardiza-
tion. Therefore, model-based estimation attempts to bridge
this gap by constructing an estimation model from the histor-
ical metric data of software. The model-based estimation can
be further classified into parametric and nonparametric mod-
els. COCOMO is a famous parametric model that was first
proposed in 1981 byBoehm et al. [7]. After that, many variant
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extensions have been proposed, such as COCOMOII [8] and
COSYSMO [9]. Similarly, SLIM, PUTNAM [10], PRICE-S,
SEER, and ESTIMACS can also be classified into this kind
of model. To obtain a more precise and portable estimation
model, a nonparametric model such as machine learning
techniques is applied to the estimation model by training on
historical project data, such as a neural network (NN) and its
extension [11]–[14]. The accuracy of themodel, asmentioned
above, has been proven to reach an acceptable level with
the careful instruction of the model construction guideline,
whereas little focus has been on the efficiency of the estima-
tion process. A significant barrier to obtaining an efficiency
estimation is the accurate metric for the software within an
acceptable limit time.

Software size is an essential metric of software, which is
also the primary input of the estimation model and lies on
the critical path of the SCE process. The time consumed on
this procedure has a critical impact on the total estimation
time consumed. Many software size units have been pro-
posed to estimate the software scale under different scenar-
ios, such as the source lines of code (SLOC) and function
point (FP) methods for the size estimation of information
systems [15], story points developed for agile software devel-
opment [16], and use case points (UCPs) for model-based
development [17], [18]. In particular, function point metrics
are one of the most accurate and useful metrics and have been
proven successful in many areas. Compared with the SLOC,
the FPAmethod can be applied in the different phases of soft-
ware development life cycle(SDLC). It can be helpful to reach
a common view on the software effort spent between the sup-
plier and vendor and thus improve the management ability of
SDLC. As illustrated in Fig. 1, the primary process of the FPA

FIGURE 1. Deep learning-based FPA process.

metric can be divided into three steps: the first step is the user
interface function point and its complexity analysis to obtain
the unadjusted function point(UFP) size; In the second step,
the consultant needs to evaluate the complexity adjustment
factors(CAF)(e.g., distributed communication, performance
requirement), which can execute parallel with the first step
when working through the requirement document; The last
step is the combination of the results of the previous two steps

to obtain the adjusted function point (AFP), which is the final
software size.

The methods were further developed into many func-
tion point-based variation size methods and standardized
into many ISO standards, such as IFPUG [19] MKII [20],
NESMA [21], and COSMIC [22].

However, themethodsmentioned above are primarilyman-
ually executed, which is too slow and costly to apply to
large-scale software projects (e.g., 10,000 function points in
size). Consequently, there are two common difficult chal-
lenges in current industry practice. The first is the steep learn-
ing curve; the rule for extracting the FP from the requirement
is complicated, and the learner needs to thoroughly under-
stand the rules and their variants according to the scenarios
defined in the guideline book in which nearly a thousand
rules are defined. Furthermore, for certification, the learner
needs to practice over 50,000 function points to completely
master the rule before applying them into practice in the
industry. The second is the effort used to extract the FP unit
(e.g., EI, EO, EQ, ILF, EIF) from requirement or design. Take
IFPUG FP analysis as an example. A certified function point
consultant can proceed at speeds between 400 and 600 func-
tion points per day, according to the study of Jones [23].
In large-scale software, the number of pages in requirement
documents can quickly reach over a thousand, filled with
terminology and logic. It is difficult for a consultant to under-
stand all the terminology and give a correct classification
according to the rules in a short time (e.g., 10,000 function
points would require 20 days and cost $30,000), which is
unacceptable in practice.

Considering the FPA method is costly both in terms of
time and money, the main motivation of this research is to
reduce the time consumed on this procedure to bridge the
gap between the FPA method and industry practice. This
research study presents a deep learning-based FPA model
for mitigating the challenge mentioned above, as shown
in Fig. 1. A deep learning model for function point recog-
nition replaced the traditional analysis of the user inter-
face function point. Specifically, a BiLSTM (bidirection
long short-term memory)-based deep neural network (DNN)
combined with conditional random field (CRF) layer called
BiLSTM-CRF model was applied for the NER model train-
ing. The model was then used for FP recognition; in that
case, the consultant only needs to check the result given
by the model rather than thoroughly working through the
requirement. An industry case was conducted to validate the
efficiency improvement of the proposed method. An exper-
iment with three senior certified function point consultants
as participants was designed for the quantitative evalua-
tion of efficiency improvement. The result shows that the
accuracy of the model can be comparable with the certi-
fied function point consultant, and efficiencies can be sig-
nificantly improved with the help of a deep learning-based
FPA model.

The contribution of this research study is twofold: the first
contribution is the presentation of a deep learning-based NER
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model for FPA. The second contribution is the improvement
evaluation of efficiency by comparing the time consumption
of the FPA process with and without the help of the previous
NER model. To the best of our knowledge, this is the first
study on the improvement of the FPAmethod by constructing
a learning model to consolidate the experience of a certi-
fied function point consultant. Moreover, we make a quan-
titative evaluation of efficiency improvement in an industry
scenario.

The remainder of the paper is organized as follows.
Section II describes the related work, while Section III will
define the problem. The research methodology used in the
research study is explained in Section IV. Section V explains
the experiments and our interpretation, and a discussion on
the research analysis is also be discussed in section VI.
Finally, Section VII summarizes our conclusions and high-
lights future directions.

II. RELATED WORK
A. SOFTWARE SIZE METRIC
Generally, software size is the number of units that can be
used to decompose the software. Many works look into the
artifact of the software to determine the indicator of the
software size. The first widely used metric is an estimation
by SLOC (source lines of code) [15], and then Halstead was
applied to the SLOC size method to improve the precision.
SLOC focuses on the metric of the code, but it cannot be
simply applied in the early phase of software development.
Moreover, the number of lines of code depends mainly on the
programming language, which can vary if the same software
is developed in different languages [24].

To address the software size problem in different phases
and with different developed languages, many other software
size methods have also been proposed. Function point is
a size unit that can be applied in the early phases of the
software life cycle. Story point is a size unit for the task
within an agile project that can represent the quantity of
work, and the velocity differs from team to team [25]. The
case point was first introduced by Karner [26] to estimate
the software size in the early phases and has been applied
widely in model-based development, such as UML-based
software development [27], [28]. CC (full object-oriented
metric) was proposed to estimate object-oriented system
software size [29]. OO-HFP (object-oriented hypermedia
function points) [30] is an extension of OO-H [31] for
model-driven web application size estimation that complies
with the FPA method. The TEF (testing-effort function) is
a software development & test effort curve with excellent
predictive capability [3].

B. FUNCTION POINT
Function point analysis (FPA) was first formally proposed by
Albrecht [15], in which the FP was defined in five elements,
ILF, EIF, EI, EQ, EO, and it proved to be a better size metric
compared with SLOC.

1) FUNCTION RECOGNITION
According to the Albrecht study [15], the FPA pro-
cess decomposes the system into these five functional
components.
1) External Input Type (EI): Count each unique user data or

user control input type that enters the external boundary
of the application being measured and add or change
data in a logical internal file type.

2) External Output Type (EO): Count each unique user data
or control output type that leaves the external boundary
of the application being measured.

3) Internal Logical File Type (ILF): Count each major
logical group of user data or control information in the
application as a logical internal file type.

4) External Interface File Type: (EIF): Files passed or
shared between applications should be counted as exter-
nal interface file types within each application.

5) External InQuiry Type: (EQ): Count each unique
input/output combination, where an input causes and
generates an immediate output, as an external inquiry
type.

2) FUNCTION POINT COUNTING
After the preliminary function recognition, the function needs
to be analyzed for the further function point size under the
complexity consideration, as shown in Table 1.

TABLE 1. Function complexity (FC) count.

The complexity is defined according to the number of data
elements that need to deal with and also operations on the
data, the detail definition can be seen in [15], [32], [33].
To obtain the unadjusted function point (UFP) number of each
user interface function, the consultant needs to understand the
software requirements and also evaluate the complexity of the
function according to the rules defined by given FPAmethod.

3) ADJUST FUNCTION POINT SIZE
The UFP needs to be adjusted under specific software to
obtain the final software size. In the IFPUG, the software
characteristics that may have an effect on the AFP are defined
in Table 2.

The weight of each characteristic can be the number
range [0, 5] according to its influence on the software effort,
which relies on the judgment of the consultant. Consequently,
the adjusted function point size (AFP) can be reached by
multiplying the UFP by the adjustment factors as defined in
the following equation:

AFP = UFP ∗ CAF (1)
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TABLE 2. Characteristic definition.

where CAF is the complexity adjustment factor defined as:

CAF = 0.65+ 0.01 ∗
∑

Fi, (1 ≤ i ≤ 14) (2)

Fi is the weight of the characteristics.

C. IMPROVEMENT FOR THE FUNCTION POINT METHOD
The improvement for functional size measurement (FSM)
methods can be classified into two categories: the first is
the evolution of the software size metric methods into a new
method. In contrast, the second is the efficiency improvement
of the existing software size method with other techniques.

1) FSM METHOD EVOLUTION
For the first category, after the FP proposed by Albrecht and
Gaffney [15] in 1979, several variants have been proposed
to make the FPA estimation more accurate and suitable for
different scenarios. The FPA metric was first standardized by
the International Organization for Standardization (ISO) as
IFPUG [32]. NESMA FP fixes the disparity that the IFPUG
FPmethod cannot be used for early estimation of the informa-
tion system and extends the application scenario to software
maintenance projects. NESMAFPA varies little from IFPUG,
which has been established as a measurement unit and an
ISO standard [33]. The MK II function point method was
published by Charles Symons [20]. The essential improve-
ment of this method is that its unit improved IFPUG by
considering the internal complexities of data handling, which
is the key feature of the business system. The Common Soft-
wareMeasurement International Consortium (COSMIC) was
established in 1998. The COSMIC function points, which
represent the 2nd generation FSM method, were proposed
to find a measurement unit capable of being successfully
applied to the highest possible number of software types.
COSMIC function points solve the problem that the NESMA
FP cannot be directly used in the embedded system and are
considered to be the second generation of the FPmethod [34].
After that, a COSMIC FFP (full function point) method
was proposed for the improvement of COSMIC FP by the
application scenario [35].

2) EFFICIENCY IMPROVEMENT
The mentioned evolution of FSM methods has made consid-
erable contributions to the widespread use of software size
methods. The cost and time consumption of thesemethods are
still essential obstacles for their wide acceptance by industry.
To address this problem, a simplified FP named the simple

function point (SiFP), which requires much less time and
effort than IFPUG FPA and is fully compatible with IFPUG,
was proposed in 2011 [36]. Capers Jones in 2013 [37] pro-
posed a method based on pattern matching of high-speed
function point counting. It can size different applications in
less than two minutes and can predict application growth
during development and for five years after release. To make
the evaluation process more rapid, a CRF named entity recog-
nition (NER) model named ESSE was applied to extract
features from the requirement and construct the regression
model to predict the software size [38] An ontology model
base COSMIC FP was also proposed to eliminate effort and
subjectivity coming from manual measurement [39]. With
the development of DNN, a prediction model based on a
combination of deep learning architectures was also applied
for story point-based estimation [40].

D. NAMED ENTITY RECOGNITION
Name entity recognition (NER) is a subtask of natu-
ral language processing (NLP). With the development of
NLP, the NER model was also developed from the rule-
based approach or statistical machine learning approach to
today’DNN models. Most research regards the NER task
as a sequence labeling task. The model for modeling this
task includes maximum entropy (ME) [41], support vector
machine (SVM) [42], hiddenMarkovmodel (HMM) [43] and
conditional random field (CRF) algorithms [44].

With the rapid development of deep learning neural net-
works in NLP tasks outperform previous statistical algo-
rithms. The recurrent neural network (RNN) is an outstanding
NN model for sequence labeling that learns long-distance
dependencies better than CRF, which utilizes features found
in a specific context window [45]. As an extension of RNN,
long short-term memory (LSTM) and its updated bidirec-
tional recurrent neural network (BRNN) [46], [47] have
proven to be efficient in modeling sequential text. BRNN
can consider an effectively infinite amount of context on both
sides of a word and eliminate the problem of limited context
that applies to any feedforward model. Convolutional neural
networks (CNN) have also been investigated for extract-
ing character-level features for use in NER and POS tag-
ging [48]. However, the LSTM-CRF obtains state-of-the-art
performance in the NER task in four languages (English,
Dutch, German, and Spanish) [49]

Chinese named entity recognition (CNER) is more compli-
cated in Chinese (e.g., the lack of word boundaries, the com-
plex composition forms, the uncertain length). There are
mainly three kinds of named entities (NE), namely, loca-
tions, persons, and organizations in CNER research. The
abovementioned models also achieve similarly good results
in Chinese [50], [51].

III. PROBLEM DEFINITION
Generally, the procedure of SCE can be divided into three
parts: estimating software size, establishing the software
effort estimation model and finally constructing a software
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cost model. FPAs have been established as ISO standards and
are widely used in industries that integrate the three parts
mentioned above into a whole. In the estimation model of
software development in the early phase, five types of FP
(EI, EO, EQ, ILF, EIF) are used. Therefore, software cost esti-
mation task is transferred into an accurate estimation of the
size of the function point. However, in most research studies,
software size data are obtained from an existing dataset, such
as the COCOMO dataset, NASA dataset, or ISBSG dataset.
To the best of our knowledge, little work has discussed
obtaining software size accurately and efficiently. Moreover,
in practice, the software size needs to be estimated toward a
given artifact (e.g., requirement or design document) accord-
ing to a given standard FPA procedure (e.g., early estimation
in NESMA, COSMIC FFP). With the development of the
software design (detail design), more information is needed
for the more accurate estimation (e.g., data element type,
record element type), and the estimation accuracy needs to
reach 85% of the actual result to get an valid cost estimation.
A static provide by Jones and Bonsignour [52] can be seen
in Table.3

TABLE 3. The FP and requirement(REQ) quality.

As shown, with the increase in the size of the soft-
ware, the length of requirement increases while the integrity
decreases, which means that more effort will be used to
recognize the function point. Moreover, during the software
life cycle, the estimation activity should be repeated two to
three times. If two many person-days of measurement effort
is required, even if it is only a small fraction of the total cost,
many managers will not accept this apparently ‘‘nonproduc-
tive’’ cost in the project budget, thus, efficiency is the key
to practice. Therefore, our research questions can be stated
as follows while the fundamental research hypotheses is that
all the requirement document will be translated into natural
language for the further analysis:

A. RESEARCH QUESTIONS
RQ1 (Sanity Check): Is the proposed method suitable for
estimating the function point? This sanity check requires us
to compare efficiency improvement with the manual FPA as
a baseline benchmark. In current practice, a manual analysis
procedure implies function point recognition, removing the
redundancy, and then evaluating the factors that have an effect
on the software effort. The output of the NER-based learning
model is a probabilistic classification that cannot be directly
used as the final result. It is evident that themodel cannot sim-
ply substitute the manual procedure in practice, which needs
to be inspected manually. Therefore, the NER model needs

to be combined into the traditional procedure in which the
function point recognition is replaced with NER recognition
and manual inspection. Therefore, in this scenario, whether
the efficiency can be improved by this new revised method
compared with pure manually FPA is the question that needs
to be answered in this research study.

RQ2 (Accuracy of the Model): How does the accuracy
of the proposed model compared with manual FPA? In
industry, the ISO standard provides a method for identifying
the function point type in the given context. Nevertheless,
the requirement is specified in natural language, which can
be ambiguous between different domains and depend on the
understanding of the consultant. However, many function
point analysis works have been performed, and the rule for
identifying these function points is the same in the determined
FPA model, so whether the rules can be extracted from these
labeled documents and to what extent the recognition accu-
racy can reach are also questions that need to be answered.

RQ3 (Efficiency Improvement with the Model): How
much efficiency improvement can be achieved by the
proposed model? As described in RQ1, compared with
the traditional method, the output of the model needs to be
inspected by the consultant. Therefore, the improvement of
the efficiency needs to be evaluated against the same input
under different scenarios (with and without the help of the
NER model). Moreover, the efficiency needs to be evalu-
ated against two indexes, which are the correction and time
consumed. The number of correctly recognized functional
points and the time consumption of the experiment need
to be recorded for further quantitative analysis. Therefore,
the quantitative evaluation of the improvement in efficiency
is the third research question that needs to be answered.

IV. METHODOLOGY
The objective of this research study is to answer the research
questions raised in the previous section. The research involves
constructing a deep learning-based NER model to replace
the manual function point analysis (FPA) and evaluating the
improvement on the efficiency with the help of the NER
model. A BiLSTM-CRF model was applied for the NER task
in the FPA process, and a case from our industry partner
was designed to validate the efficiency improvement of the
proposedmodel. The process for the deep learning-based FPA
can be seen in Fig. 2.

FIGURE 2. Deep learning-based NER model.

As shown, from the left side, the already analyzed require-
ment documents, domain dictionary, and wiki in Chinese
were used as the input of the data preprocessing process.
Specifically, the historical requirement documents were used
as the raw input for data preprocessing and then segmented
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by word segment. The wiki content was added for the train-
ing of the word2vec model, while the domain dictionary
was used to improve the accuracy of the word segment.
After that, the requirement needed to be labeled for fur-
ther training. In this study, in addition to manual labeling,
an edit distance-based similarity word labeling method was
introduced to label the existing requirement automatically.
Sequentially, the content of requirement and its label was
converted into word vector and one-hot vector, which was
used for the BiLSTM-CRF model training. As a result of
BiLSTM-CRFmodel training, the unlabeled requirement was
automatically classified into five given function types for
further estimating software size. The detailed description of
each part of the methodology is illustrated in the following
paragraph.

A. DATA PREPROCESSING
In most supervised NLP tasks, the first and most important
work is data cleaning and labeling. In this research study,
data preprocessing is also a preset task before model training.
A stop-word list was used for the preliminary data cleaning,
and the high-frequency words that appeared in the require-
ment were extracted into a domain dictionary, which was
used to improve the accuracy of the word segment in the
next step. After transforming traditional Chinese to simplified
Chinese, removing non-UTF8 chars and unifying different
styles of punctuation, open-source Chinese word segment
software was then applied to separate the requirements into
words.

After the word segment, the words need to be combined for
further labeling. However, in practice, the function point item,
which represents the feature of the function point, is extracted
from the original requirement text, and the content of a similar
function point item is slightly different from simple word
combination. In this study, an edit distance algorithm [53]
was applied to bridge this gap by labeling the similar function
point item automatically. The word edit distance algorithm
recognizes two similar words by defining a value of edit
distance, which counts the number of operations by convert-
ing one word to the other. Two main parameters of the edit
distance algorithm are word length and edit distance, which
is defined in the specific case.

The BIO label was chosen for further single word labeling,
and the sequence label is illustrated in Fig.3:

FIGURE 3. BIO sequence label.

As illustrated, the function point item can be classified into
six types, which are EI, EO, EQ, ILF, EIF, and F, in which F
means that it is not the function point item. For the function
point item labeling, the function point type can be further

decomposed into B (Begin), I (Interval), and O (Out of scope)
labels. A simple example of BIO labeling according to the
NESMA FPA rules can be seen in Table 4:

TABLE 4. An example with BIO sequence label.

As shown, the function point item in the requirement is
〈information manage system〉, which can be identified as an
EIF so that the word can be labeled into B-EIF and I-EIF
sequentially, and the unrelated word is labeled as O.

B. WORD EMBEDDING
The function point item needs to be converted into a low-
dimensional, continuous, and real-valued vector because the
input of the neural network is vectors. However, traditional
one-hot coding will give a vector with a high dimension
and discard the relationship between similar words. In this
study, a skip-gram-based word2vec model was used for
word embedding training. A GenSim package that contains
a Python version implementation of word2vec was applied.

The skip-gram structure uses the center word as input while
adjusting the neural network weight by backpropagation of
the word in a given window size. This structure is more
suitable for the text corpus that consists of more domain
words. The training process is described in Section V.

C. BiLSTM-CRF BASED FP SIZING
Different from traditional NLP techniques, DNN becomes
a better solution for NER [49], which relieves the heavy
labor work of feature engineering. In this research study,
a BiLSTM-CRF model was applied for function point recog-
nition, which combined RNN-based BiLSTM (bidirectional
long short-term memory) neural network and CRF (condi-
tional random field) model to process different parts of the
prediction model. The structure and a simple example of the
model can be seen in Fig. 4.

As shown, in the bottom part, the input of the model is
the word vectors obtained from the word embedding. The
BiLSTM is trained and used to predict the label type of every
single word. The output of the BiLSTM is the score of the
input word regarding each label type (e.g., B-EI), which is
the input of the CRF model. The CRF model is trained on the
input of the BiLSTM for further named entity prediction.

Here, we briefly introduce the BiLSTM and CRF models.

1) BiLSTM
LSTM is a variant of RNN (recurrent neural network) archi-
tecture designed to fix the vanishing gradient problem with
long short-term memory units as hidden units [54]. BiLSTM
is a deep neural sequence model that considers an effectively
infinite amount of context on both sides of a word. A for-
ward long short-term memory (LSTM) layer and a backward
LSTM layer are incorporated to eliminate the problem of
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FIGURE 4. BiLSTM-CRF-based FP recognition.

limited context that applies to any feedforward model [55].
As shown in Fig. 4, one LSTM processes the sequence from
left to right, and the other processes the sequence from right to
left. At each time step t , a hidden forward layer with hidden
unit function

−→
h is computed based on the previous hidden

state
−−→
ht−1. The input at the current step xt and a hidden back-

ward layer with hidden unit function
←−
h is computed based

on the future hidden state
←−−
ht+1. After target extraction by

BiLSTM, all given sentences are classified into BIO labeled
EI, EO, EQ, EIF, ILF, according to the number of targets
extracted from them. As illustrated in Fig. 4, the BiLSTM
is designed for label prediction, which uses two LSTMs to
learn each token of the sequence based on both the past and
the future context of the token. The forward and backward
context representations, generated by

−→
ht and

←−
ht , respectively,

are concatenated into a long vector. The combined outputs are
the predictions of the given target label of each word.

2) CRF TAGGING MODEL
Despite the success of the BiLSTM model’in problems such
as POS tagging, its independent classification decisions are
limiting when there are strong dependencies across output
labels. As shown in the example, if simply combining the
highest score of the label, the prediction result of successive
labels can be B-EI, B-EQ, which is not correct. Therefore,
the BiLSTM can only predict the relation between the word
and its label but cannot predict the relation between labels.
In that case, the CRF model is designed to bridge this gap.
Conditional random fields (CRFs) are a type of discrimina-
tive undirected probabilistic graphical model that represents
a single log-linear distribution over structured outputs as a
function of a particular observation input sequence. A transi-
tion matrix models the relation between labels.

Given observations variables X

X = (x1, x2, x3, . . . , xn) (3)

Consider P to be the matrix of scores output by the BiL-
STM network. P is of size n ∗ k , where k is the number of
distinct tags, and Pi,j corresponds to the score of the jth tag
of the ithword in a sentence. The random variables Y , whose
values require the model to predict,

Y = (y1, y2, y3, . . . , yn) (4)

σ (X , y) is the score function defined as follows:

σ (X , y) =
n∑
i=0

Ayi,yi+1 +
n∑
i=1

Pi,yi (5)

where A is a matrix of transition scores and Ayi,yi+1 repre-
sents the score of a transition from tag yi to yi+1. n is the
length of a sentence, P is the matrix of scores output by the
BiLSTM network, and Pi,yi is the score of the ytih tag of
the ith word in a sentence. A softmax over all possible tag
sequences gives a probability for the sequence y as defined in
Equation (6).

p(y|X ) =
eσ (X , y)∑
ỹ∈YX e

σ (X ,̃y) (6)

Maximize the log-probability of the correct tag sequence
during training:

log(p(y|X )) = σ (X , y)− log(
∑
ỹ∈YX

eσ (X ,̃y))

= σ (X , y)− logadd̃y∈YX (σ (X , ỹ)) (7)

where YX represents all possible tag sequences for a sen-
tence X . The output of the sequence that obtains the maxi-
mum score is given by:

y∗ = argmax̃y∈Yσ (X , ỹ) (8)

V. INDUSTRY CASE STUDY
The purpose of the case study is to validate the proposed
methodology and evaluate the efficiency improvement quan-
titatively and to answer the research question raised in
Section III. The NER model proposed in Section IV was
applied for FP counting in place of manual recognition. Three
groups of experiments with three senior consultants as partic-
ipants were designed and carried out to validate the efficiency
improvement of FP recognition with the aid of the proposed
model.

A. DESCRIPTION OF INDUSTRY CASE
The case is from our industry partner, State Grid, which
is the largest electricity operator in China. In the company,
many software programs need to be designed, developed,
updated, or maintained each year to support the efficient
operation of the business and organization. Therefore, a total
of an average of three billion CNY budgets for software
need to be divided into different projects according to the
requirements from the various business departments. How-
ever, the proposed requirement from these departments needs
to be evaluated and then divided according to the estimation
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TABLE 5. Requirement(REQ) sample from industry∗.

result in a short time, which is only three months. Therefore,
it is an urgent and critical task for both the budget sector
and software supplier to settle down mature. The function
point-based NESMA standard has been used for consistent
and accurate evaluation progress and has been established
as a national standard (NS) in China. However, even with
enough experienced consultants, it is still difficult for the
company to complete the work adequately in such a short
time. Moreover, the accuracy of the result can vary between
consultants without enough discussion, so how to make this
procedure more efficient and more consolidated is a crucially
important issue in the industry.

In this case study, the deep learning model proposed
in Section IV was introduced to address this problem.
Twenty-nine real project requirement documents were pro-
vided by our partner in the format of a spreadsheet for model
training. However, the raw data of requirements is confiden-
tial so that it can not be accessed by the public. As shown
in Table.5, each requirement was decomposed into several
columns for further analysis. The second column is the orig-
inal requirement proposed by the business sector, while the
third column labels the requirement with New or Add by
comparing the requirement with the existing system. The
fourth column is the extension of the requirement, which is
provided by the requirement analyst and provides a technical
explanation of the requirement. The next two columns are
the function point item and its type given by the consultant,
in which the function point item is the feature of the function
point type extract from the requirement description. As seen
in the table, the description of the first and second require-
ments is the same while the function description is not; in
this case, this single requirement needs to be decomposed into
different functions and further into different function points.

B. DATA PREPROCESSING
As required by the proposed BiLSTM-CRF model, the input
of the training sample needed to be clean and transferred
into a low-dimensional, real-value vector. The data clean-
ing process included stop-word elimination which include
1396 english and Chinese stop words, case transition, and
traditional to simple Chinese conversion. Then, the require-
ment was segmented into words, and the redundant word was
removed. As a result, a whole 81,966 characters of require-
ments in which 3,457 unique words with wiki Chinese were
added for the word2vec training to improve the accuracy of
the word embedding model training and reduce the unknown

word number. The requirement and its label were separately
embedded and transferred into one-hot, which will then be
padded for further training.

The total sample was divided into training and testing sets
for training the BiLSTM-CRF model. After the sample set
was generated, which consisted of 7,785 labeled requirement
items, cross-validation was used to obtain the training set
and validation set, which obtained 5,000 training samples and
2,785 test samples.

C. EXPERIMENTAL DESIGN
1) MODEL CONSTRUCTION AND TRAINING
For construction of the model, the first step is transfer
the requirement and its label into vector, which have been
described in previous. After this three layers were defined
as described in Section IV, which represented the embedding
layer, BiLSTM layer, and CRF layer. The model structure in
this study can be seen in Table 6.

TABLE 6. Model structure.

As shown, the total number of parameters that were trained
was 471,754. The training set was first padded into a 50∗300
array, while the label needed to be coded into a one-hot vector,
which was combined according to each training sample. The
input of the embedding layer was the data after the padding
operation, while the output dimension in this study was
defined as 200. Thus, the input number of neural networks
in the BiLSTM was the same as the output dimension of the
embedding layer, in which the backpropagation and forward
propagation were 100. As described in Section IV, 11 labels
were defined for recognition so that the output dimension of
the CRF should be the same as the number of labels. In the
learning process, some super parameters need to be defined.
The maximum length of a single sentence was used for the
definition of the recursive time step value, which is set to
624 in this case. Moreover, sentences in which the length is
less than the step value were masked by 0. The epoch was set
to 100, while the batch size was 16.

As the traditional evaluation of effectiveness, the quality of
themodel was evaluated in three indexes: precision, recall and
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F1 value. These indexes were defined as follows:

Precision =
Correctnum
Predictnum

∗ 100% (9)

Recall =
Correctnum
Labelednum

∗ 100% (10)

F1 =
2 ∗ Precision ∗ Recall
Precision+ Recall

∗ 100% (11)

A PC with an 8-core CPU (Intel i7 9700), 16 GB DDR
1667 Memory, 1 TB HDD, an Nvidia RTX2070s GPU was
used to execute the experiments. The software environment of
the experiment was an Ubuntu 16.04 LTS system, and Python
3.6, Keras with TensorFlow-GPU-1.15 backend.

2) EFFICIENCY IMPROVEMENT EVALUATE EXPERIMENT
Adesigned experiment conducted a quantitative evaluation of
efficiency. Three groups of FP recognition tests were carried
out. Each group was set to compare the time consumption
under three different scenarios, of which the difference was
with and without the aid of the NER model.

TABLE 7. Experiment design.

As illustrated in Table 7, these three scenarios are tradi-
tional manual FP recognition with no suggestion (No Sugg),
FP recognition with only FP item suggestion (Half Sugg),
and FP recognition with FP item and corresponding FP type
suggestion (Full Sugg). Moreover, the difference between
these groups is the information provided in the requirement,
as shown in Table 8.

TABLE 8. Interpretation for the Feature.

In the no suggestion group, only the original requirement
was provided, while in the half suggestion, the FP entity was
provided; furthermore, in the full suggestion group, the FP
entity and its type were provided. Moreover, each require-
ment was evaluated under different scenarios while keeping
them independent of the test within the group. Each group
consisted of three different types of quiz and included three
different requirement documents (e.g., REQ1, REQ2, REQ3)

The quiz was designed for the experiment, which contained
the requirement from different software within the same
domain. The content of the quiz is described in Table 9.

As shown, each quiz contained 100 requirement items. The
number of characters varying from groups is listed in Table 9.
The distribution of FP types in these three requirement docu-
ments is presented in Fig. 5.

TABLE 9. Description of the designed quiz.

FIGURE 5. Function point distribution within quiz.

As shown in Fig. 5, EI, EO, and EQwere far more than ILF
and EIF types in all three requirements. Moreover, the pre-
diction given by the NER model gave one prediction for one
given requirement in a single request. Therefore, the instruc-
tion for the quiz was predefined as below to obtain a correct
evaluation:
1) Finish the quiz as fast as possible.
2) One FP for each requirement item and if the multitype of

FP can be conducted in the requirement, EI, EQ, EO for
the priority.

Finally, the experiments were conducted with three senior
software cost estimation consultants separately, and the time
consumption was recorded in the accuracy of seconds.

TABLE 10. Prediction result sample∗.

VI. RESULT ANALYSIS AND ANSWER TO RQs
The sample of the prediction result can be seen in Table 10.
As shown, each column included two parts. The first part
showed the originally labeled data, while the second part
showed the prediction result given by the NER model. The
originally labeled data included the description of the require-
ment, the function point item, and the label given by the
consultant. As seen in Table 10, the prediction result gave
the predicted function point item and its type. The prediction
result of all the samples used for the testing can be seen
in Table 11.
As shown in Table 11, the number of labeled and predicted

sample sets was the same at 2,785, while the accurately
predicted label was 2,313. It can be seen that the predicted
number was equal to the labeled number, which means that
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TABLE 11. Statistical result of prediction.

themodel predicted each sample, but not every predictionwas
correct. As shown, the prediction sample number of EIF was
much less than the other function point types, and the labeled
EIF was only 16, while the prediction result was 352, which
was not correct. The result of the evaluation index defined in
Equation (9), Equation (10), and Equation (11) can be seen
in Table 12.

TABLE 12. Result analysis.

In addition to the EIF type, the precision of other types
of function point recognition achieved a sound performance
compared with the manual work by the consultant. The preci-
sion of the other four types of FP reached over 94.25%, while
the F1 value achieved over 80%. Furthermore, the reason for
the overfitting of EIF prediction is that the number of labeled
EIFs was too small for training.

As illustrated, the improvement in the efficiency of
learning-based FPA is remarkable, reaching an average
of 38.6%. Moreover, the time consumption in REQ2 and
REQ3 is less than that in REQ1, and less improvement can be
observed between the half suggestion and the full suggestion
version. The efficiency of the proposed method evaluates
the time consumption in a given requirement under different
scenarios. The improvement of the efficiency can be defined
as Equation (12):

φimprove =
TimeNoSugg − TimeFullSugg

TimeNoSugg
∗ 100% (12)

The time consumption is recorded in seconds. The result is
illustrated in Fig. 6:

As shown, there is an apparent trend of decreasing time
consumption in the no suggestion, half suggestion and full
suggestion groups in REQ1, REQ2 and REQ3. Moreover,
the time consumption of REQ1 is higher than that of
REQ2 and REQ3 in every scenario.

Therefore, several conclusions can be reached from these
experiments. First, the FP type distribution of the requirement
may have an impact on the time spent. For that, in REQ2,
the EO type takes over 52% while the number increases
to 76% in REQ3, which can save much time for switching
between the different FPA rules. The second is that the most

FIGURE 6. Efficiency improvement.

time-consuming work during the experiment is the correct
identification of the feature in the FP entity. If the feature
was given, then the FP type classification was a relatively
simple operation compared with finding the FP entity in the
requirement document.

Considering the final accuracy of the FPA process with
the aid of the NER model, the description of the function
is derived from the requirement so that the difference of FP
type recognition can be argued under a different interpreta-
tion of the assumption context by the consultant. Moreover,
the classification of FP type is simple for the senior software
consultant because they only need to determine which kind
the FP type is and do not need to determine if there exists
an FP. Under this design, the worst different result between
the consultant is 10. In that case, each group can obtain over
90% accuracy under a different scenario. Consequently, with
the help of the proposed methodology, the conclusion can
be reached that the consultant can conduct the FPA more
efficiently without the reduction in accuracy.

A. ANSWER TO RESEARCH QUESTIONS
Three research questions accompanied the objective of this
study. After the experiment on the proposed learning model
and implementation of research objectives, we are now ready
to respond to the answers to research questions.

RQ1 (Sanity Check): Is the proposed method suitable
for estimating the function point? Traditional FP recogni-
tion is conducted manually by the consultant. In this research
study, an NER-based FP recognition model substitutes in
this part, as illustrated in Fig. 1. The deep learning NER
model learns from the historic labeled data and predicts the
FP item and its type for each sentence of the requirement.
The combination of the output of the NER model and the
consultant inspection performed much more effectively with
less time consumed according to the experiment in the case
study. As seen in Table 13, the result shows that the newly
proposed FPA process makes FP recognition more efficient.
Therefore, the proposed method in this paper outperforms
manual FP recognition, thus passing the sanity check required
by RQ1.

RQ2 (Accuracy of the Model): How does the accu-
racy of the proposed model compare with manual FPA?
According to our research study, a domain NER model was
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TABLE 13. Efficiency improvement result analysis∗.

constructed for FP prediction. The accuracy here can be
divided into two parts: the first is the accuracy of the model,
while the second is the accuracy of the proposed FPA process
with the aid of the NERmodel. The performance of the model
is shown in Table. 11 and Table 12, which achieved approxi-
mately 94.25%precision, and the F1 value achieved over 80%
in addition to the EIF type. The total accuracy was obtained
from the result of the prediction result in Table 11, which
was over 83%. Moreover, compared with manual labeling,
the final accuracy of the FPA process with the aid of the NER
model achieved at least over 90% accuracy.

RQ3 (Efficiency Improvement with the Model): How
much efficiency improvement can be achieved by the
proposed model? In this research study, the proposed FPA
method replaces the manual FP recognition process with a
deep learning-based NER model. Consequently, the reading
requirement procedure, recognizing the FP item, and then
classifying them into five types was tested under a compara-
tive experiment. Through the validation of the industry case,
the proposed NERmodel aided procedure achieved over 90%
accuracy, as conducted in RQ2, and an average efficiency
improvement reached 38.6%, as shown in Table 13, which
can be a significant enhancement for the FP base function
point software size estimation.

VII. CONCLUSION AND FURTHER WORK
Considerable work has been done on software effort esti-
mation toward the improvement of accuracy and applicable
scenarios [14], [56], [57]. However, most of the proposed
methods construct the effort prediction model on the given
metric of the software or even on the existing datasets, such
as ISBSG and NASA. In the industry scenario, these metric
datasets are generally not already available, especially the
metric data for SCE. Software size is a fundamental metric
for the SCE, which is costly and time consuming according to
practice. It becomes a barrier to the widespread existing SCE
model, which is the primary concern in this research study.

In this paper, a novel approach was presented to improve
the efficiency of sentence-level function point analysis via a
deep learning-based function point type classification model.
The approach adopts BiLSTM-CRF to extract function point
features in given sentences and classifies them into different
types according to the FPA standard. A case from our indus-
try partner was conducted to validate the proposed method
and evaluate the efficiency improvement quantitatively. The
empirical results show that our approach performs state-of-
the-art performance on function point analysis and can sig-
nificantly enhance the efficiency of FP-based software size
estimation.

However, there are still several problems that remain,
which can be a direction for further research. According to the
experiment, the readability and interpretation speed are cru-
cial for accuracy and efficiency, so what and how to make the
output of the learning model more suitable for the FPA con-
sultant is also an interesting research aspect. Moreover, in this
research study, the provided sentence already contained the
FP item, which was derived from the original requirement
in advance. Therefore, this scenario can be extended into
extracting the FP item directly from the original requirement
document and evaluating the efficiency improvement, which
will significantly decrease the cost of the FPA. In addition
to the extension of the learning model to the original require-
ment, there are many SCE-related metrics defined in the SCE
model, such as the recognition of the data element type (DET)
and the adjustment factors, which are also important metrics
of the software. Therefore, how to integrate these elements
for a full automatic estimation is also a direction for future
research. Finally, the data used for training is domain-specific
and the accuracy of the recognition can be not as much higher
when a completely new requirement from a new domain,
therefore, how to combined different learning models from
different domains can be a future research direction.
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