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ABSTRACT The evaluations of traditional teaching quality are mainly subjective, and there is a lack of
fine-grained objective data to support the evaluation of teaching states in the classroom. In this paper,
an intensity-based facial expression dataset is proposed and named EIDB-13, which contains 13 kinds
and 10393 facial images collected from thousands of individuals and existing facial expression datasets.
Convolutional neural network (CNN) and attentionmechanism are combined to recognize facial expressions.
Migration learning is used to solve over-fitting problem in the process of training deep network based
on the small sample dataset. InceptionResNetV2 is employed as migration network. Furthermore, an
InceptionResNetV2+CBAMnetwork proposed extract similar feature information among facial expressions
and it outperforms the network without attention mechanisms. Experiments show a classification accuracy
rate of 78% on the intensity-based facial expression dataset EIDB-13 and of 88% on the public macro
expression dataset RAF-DB. Combining facial expression recognition technology into teaching is a key
foundation to study teaching quality on the intensity of teacher’s expression.

INDEX TERMS Attention mechanism, convolutional neural network, expression recognition, intensity of
facial expression.

I. INTRODUCTION
In the traditional classroom, students’ knowledge acquisitions
are inseparable from the teacher’s performance. Relevant
practitioners in the field of education began to reach a con-
sensus that teacher evaluation is the key factor to improve
the quality of teaching and professional development [1].
At present, colleges mainly use the method of anonymous
evaluation to assess teachers’ performance. The age, gen-
der, skin color and even attractiveness of teachers have
an impact on the evaluation of teaching, which has strong
subjectivity and blindness [2], [3]. Due to the epidemic
COVID-19, E-Learning has been more widely practiced than
ever before. However, the teaching evaluation method has
not been applied to E-Learning. Regardless of traditional
or online teaching mode, the teaching evaluation methods
are mainly subjective, and lack the support of fine-grained
objective data.

Teacher is an emotional job like other caring professions.
These emotions tend to emerge when teachers transact with
students and have garnered the attention of a growing number
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of researchers [4]. However, the existing teaching mode is
that teachers often pay more attention to the transmission
of knowledge and ignore the expression of emotions in
the teaching process. Psychologist Paul Ekman’s research
showed that the accuracy of mapping facial expressions to
a single specific emotional state is 88% [5]. Teacher’s facial
expressions in the teaching process can reflect the teacher’s
emotions and affect students’ emotions and concentration on
teaching content.

Emotion is a multidimensional structure and it will make
an impact on health and happiness. Emotional disharmony is
amainly stress factor for emotional work. The frequent occur-
rence of positive emotions is also helpful to enhance personal
sense of achievement [6]. In 2014, S. PROSEN analyzed
the most frequently expressed emotions in terms of teacher’s
verbal expression and students’ reaction to happiness, anger,
sorrow, and joy. They found that happy expressions have a
better performance effect than angry expressions in teacher-
student interaction [7]. Therefore, studying facial expression
changes of teachers in the teaching process is extremely
meaningful to teachers and students.

In addition, the change of facial expression intensity
and frequency cannot be ignored when the expression is
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transmitted as a signal. In 2019, Lindsey [8] found that when
children have a higher frequency and intensity of happy
expressions during the interaction process, the score of social
skills will be higher. As the strong intensity of anger and
sadness expressions appearing during the interaction process,
students will have lower social skills in the future growth
process. Gupta et al. [9] analyzed four different emotions
included high positive emotions, low positive emotions, high
negative emotions and low negative emotions of students.
Expert evaluation and sentiment analysis are used as feedback
to teachers to improve teaching strategies, thereby increasing
the learning efficiency of students. Therefore, it is not difficult
for us to find that studying the changes of intensity and
frequency of expressions could play an indispensable role in
improving the quality of teaching.

People have strong subjectivity about images or videos.
Evaluating people’s emotion with computer is able to avoid
being subjective and one-sided. Facial expression recogni-
tion classifies expressions by extracting facial features in
images or videos [10]. In 2018, Yang et al. [11] proposed
an emotion recognition model in the field of learning, which
proved that emotion recognition based on facial expressions
is feasible in distance education. Pei and Shan [12] applied
the micro-expression recognition algorithm of face detection
in teaching and proved it is reasonable. According to these
above researches, it can be inferred that the method of facial
expression recognition can be applied to obtain the expression
information of teachers when their faces are detected.

The emergence of emotion recognition competitions such
as FER2013 [13], Emotiw [14] and RAF-DB [15], [16] since
2013. These establishments of real scene datasets have been
researched by a large number of scholars. In the task of facial
expression recognition, the distribution of the expressions is
usually unbalanced [17]. These expression datasets are great
of diversity such as the change of head posture, the different
illuminations of environment and the slight occlusion of the
facial region. It is undoubtedly a challenge to extract features
for the traditional methods such as Local Binary Pat-terns
on Three Orthogonal Planes (LBP-TOP) [18], Pyramid His-
togram of Oriented Gradients (PHOG) [19] and Local Quan-
tized Patterns (LPQ) [20]. Pramerdorfer and Kampel [21]
demonstrated that CNN outperforms the traditional methods
in FER2013. Li et al. [15] designed the DLP-CNN algorithm
based on RAF-DB dataset in 2017. By drawing on themethod
of manifold analysis, the neighbor relationship was con-
structed in the feature space, and the distance between classes
was shortened to recognize expressions. Wang et al. [22]
proposed to encode and assign weights to the overall features
of the face in the study of facial expression features in 2020,
and to characterize the importance of this overall feature.
Wen et al. [23] proposed to add attention mechanism to
ResNet named CBAM+ResNet, which improved the ability
of feature extraction of the network. The above scholars
solved the classification of macro facial expressions, but
they ignored to divide the facial fine-grained expressions.
And the accuracy of facial expression recognition of these

FIGURE 1. System design framework diagram.

methods could be improved by adding attention mechanism.
So, in view of the above discussion, this article has made
some work to deal with these problems. The main works of
this paper are shown as follows:

1) In order to perform the fine-grained division of
expression data, 13 types of expression intensity dataset
EIDB-13 are proposed and established.

2) A new convolutional neural network model called
InceptionResNetV2+CBAM that can reflect the facial
expression information of characters is proposed. Using the
transfer learning method, the InceptionResNetV2 network
model is used to extract the deep features of the facial expres-
sion pictures, and the attentionmodule CBAM [24] is inserted
into the network to focus on details of the facial expression
image.

3) Combine the face detection method in deep learning to
detect the teacher’s face and recognize his expression. The
results can extract the teacher’s transient expression strength
information in the teaching video and provide data support
for education researchers to study the influence of expression
changes on the quality of teaching in the classroom.

II. MATERIALS AND METHODS
This paper designs an end-to-end facial expression intensity
recognition system, which can detect and recognize the cor-
responding facial expressions of teachers in the teaching
videos. The system framework is shown in FIGURE 1.

As shown in FIGURE 1, the system reads the collected
teaching process video by frame and detects the character’s
face on the current frame. If the face is undetected, the system
will read the next frame. If the face is detected, the face
will be sent to the facial expression classifier that we have
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FIGURE 2. The architectures of P-Net, R-Net, and O-Net, where ‘‘MP’’
means max pooling and ‘‘Conv’’ means convolution. The step size in
convolution and pooling is 1 and 2, respectively [25].

TABLE 1. Training accuracy rate of each network module of MTCNN.

been trained for classification. Repeat the above steps until
all frames have been read.

A. DESIGN OF FACE DETECTION PART
The facial expression information collection system of teach-
ers in the classroom should extract the teacher’s face infor-
mation in real time and generate the detection regression box
clearly and effectively. Therefore, the face detection model
must be able to perform well in the teaching video with
teacher’s face. Based on the above considerations, MTCNN
(Multi-Task Convolutional Neural Network) [25] is selected
as the face detection algorithm.

1) DATA COLLECTION
The dataset for face detection comes from the Wider face
database [26], which covers faces with different lighting,
postures, and slight occlusion. The face key point dataset
LFW [27] covers the coordinate information of 5 key point
positions under different face poses.

2) MODEL TRAINING
Firstly, to adapt to the face of different sizes, the network uses
the image pyramid pooling. Secondly, it initially generates
the face through the CNN model called P-Net to candidate
boxes and boundary regression vectors and use the method
of non-maximum suppression to remove duplicate candidate
boxes. Thirdly, it will improve the candidate boxes through
the CNN model called R-Net model. Finally, it uses the
CNN model called O-Net model to output the position of the
face and 5 feature points. The functional block diagram of
MTCNN is shown in FIGURE 2.

The training accuracy of each network module of the
algorithm is shown in TABLE 1.

As shown in TABLE 1, MTCNN has a high accuracy rate
in all stages of CNN model, which can well meet the needs
of face detection in teaching videos.

B. DESIGN OF EXPRESSION RECOGNITION PART
In the stage of expression recognition, we first collect and
preprocess the dataset to be trained. Secondly, the convolution

FIGURE 3. Thirteen kinds of expressions based on intensity (EIDB-13).

FIGURE 4. The InceptionResNet block’s architecture.

neural network is constructed as our feature extraction
network, and finally a classifier is established to classify the
expression.

1) DATA COLLECTION
Due to the lack of intensity-based expression datasets in
real scenes. This experiment uses the recognized 7 types of
basic expressions including surprise, fear, disgust, happy, sad,
angry expressions and neutral expression as macro expres-
sions. The dataset is collected from the public datasets such as
FER-13 [13], RAF-DB [16], CelebA [28]. The facial muscle
changes of non-neutral expressions are divided into strength
and weakness that labeled by our Lab team, thereby gen-
erating 13 types of expression strength dataset. The dataset
contains 10393 images in the training set and 1164 images in
the test set. As shown in FIGURE 3.

As can be seen in FIGURE 3, Each column from left to
right includes Surprise, Fear, Disgust, Happy, Sad, Angry,
and Neutral expressions in sequence; in addition to Neutral
expressions, the two rows from top to bottom correspond to
expressions of weak and strong intensity respectively.

2) DATA PREPROCESSING
Because of the relatively small number of expression inten-
sity dataset samples, we designed a very deep network
with a total of 204 convolution layers that is calculated
by accumulating the convolution layers from each block of
InceptionResNetV2+CBAM.The architecture of network is
shown in Figure 6. In order to avoid over fitting during
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FIGURE 5. CBAM attention mechanism module [24].

training, we use horizontal flip, vertical flip, translation
transformation, rotation transformation and other methods to
expand the number of samples.

3) MODEL DESIGN AND TRAINING
Szegedy et al. [32] recommended combining the Inception
architecture with the residual connections. It was verified
by experiments that training with residual connections could
significantly accelerate the training speed of the Inception
Network. The block of Inception architecture with residual
connections was called InceptionResNet. The block’s archi-
tecture is shown in Figure 5. The distributed convolution layer
convolution operation F (x) is used to reduce the number of
parameters and speed up the calculation. At the same time,
fast connection is performed for feature x. The output of the
residual module is H (x) = F (x) + x. The learning goal
is transformed into residual learning F (x) = H (x) − x.
By learning to minimize the residual error F (x) to train the
weights. The accuracy does not decrease when deepening
network.

We adopt the idea that using migration learning for
reference on small sample datasets and migrate the net-
work InceptionResNetV2 to EIDB-13. In the network lay-
ers, we insert the CBAM (Convolutional Block Attention
Module) attention mechanism module [24], which has bet-
ter performance and better interpretability than its baseline
network, pays more attention to the important features of
the target and suppresses unnecessary features. The network
structure diagram of the attention CBAM module is shown
in FIGURE 5.

As shown in FIGURE 5, Firstly, the baseline network
is given an intermediate feature map: F ∈ RC×H×W

as input. Secondly, this module sequentially connects the
one-dimensional channel attention map Mc ∈ RC×1×1

and two-dimensional spatial attention map M s ∈ R1×H×w.
Finally, the refined feature is outputted, so the whole attention
process can be summarized as (1).

F ′ = Mc (F)⊗ F,

F ′′ = Ms
(
F ′

)
⊗ F ′, (1)

The special character ⊗ denotes multiplication by
elements. In the process of multiplication, attention value
is propagated, and channel attention value propagates along
spatial dimension and vice versa. F′′ is the final optimized
output. Mc (F) means that the average pooling and maxi-
mum pooling operations are used to aggregate the spatial

information of feature maps to generate two different spa-
tial context descriptors: Fcavg and F

c
max, which represent the

average pooling characteristics and the maximum pooling
characteristics respectively. Then the two descriptors are for-
warded to a shared network to generate channel attention
map Mc ∈ RC×1×1. The shared network is composed of
a hidden layer multi-layer perceptron MLP, which is the
feature vector combined by the element level summation.
In short, the formula of channel attention is calculated as (2).

Mc (F) = σ (MLP (AvgPool (F))+MLP (MaxPool (F)))

= σ
(
W1

(
W0

(
Fcavg

))
+W1

(
W0

(
Fcmax

)))
(2)

The character σ is the sigmoid activation function. W0 ∈

RC/r×C ,W1 ∈ RC×C/r denote the two shared input
weights of MLP respectively. In the spatial attention mapping
M s (F), two pooling operations are used to generate two
two-dimensional maps to aggregate the channel information
of the function map: Fsavg ∈ R

1×H×W and Fsmax ∈ R
1×H×W

denotes the average and maximum pooling characteristics of
the whole channel, respectively. Then, a standard convolution
layer is used to connect and convolute the two-dimensional
spatial attention map. In short, the formula of spatial attention
mapping is as (3).

Ms (F) = σ
(
f 2×2 ([AvgPool (F) ;MaxPool (F)])

)
= σ (f 2×2([F savg;F

s
max])) (3)

The character f 2×2 is the convolution operation with the
convolution kernel size of 2 ∗ 2. After inserting the attention
mechanismmodule into the convolution layer of the network,
we can pay attention to the salient parts of the feature graph
so as to achieve our intention of adding it. The network mod-
ule diagram of InceptionResNetV2 + CBAM after adding
CBAM module is shown in FIGURE 6.

The model’s training network diagram is shown in
FIGURE 6. The CBAM module is inserted after the
InceptionResNet-C volume build-up layer. And then we add
L2 regularization layer, Dropout layer, Flatten layer and Soft-
max layer as the network and classifier. In the model training
stage, we use the Adam optimizer to update the weights
and use batch data for training. In the model training stage,
we adopt the Early Stopping mechanism, which can alleviate
the over-fitting problem to a certain extent and reduce the
complexity of the model. The accuracy on the validation
set did not improve after 50 epochs, and the learning rate
became 0.1 times. After the accuracy did not improve on the
validation set or the loss function value no longer decreased
in 200 epochs, the training network saved the model with the
best accuracy automatically. In the weight update phase of
back propagation, we choose the cross-entropy loss function
as the optimization function of the model.

III. RESULTS
The comparison between the training results of InceptionRes-
NetV2 networkmodel on RAF-DB and other networkmodels
are shown in TABLE 2.
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TABLE 2. Comparison of the basic model on the RAF-DB validation set.

FIGURE 6. InceptionResNetV2+CBAM network diagram.

TABLE 3. Comparison between this MODEL and other methods.

Compared with other expression recognition methods,
the result of training on RAF-DB dataset with CBAM
attention mechanism added to the InceptionResNetV2
network is better. The results are shown in TABLE 3.

It can be seen that the performance of the InceptionRes-
NetV2 + CBAM network in RAF-DB training process is
better than that of the common baseline network and the
methods proposed by other scholars in recent years. The
confusion matrix of our method on RAF-DB test set is shown

FIGURE 7. Confusion matrix of InceptionResNetV2 + CBAM on RAF-DB
test set.

in FIGURE 7. The average accuracy of our method is as high
as 86.42%.

As shown in FIGURE 7, the recognition accuracy of happy,
sad, and neutral on the test set is significantly higher than
others, but the accuracy of disgust is lower than the average.
We think the reason for this problem is that the number
of different expressions in the dataset is unbalanced. For
example, there are 4342 happy pictures but only 260 fear
pictures. The average number of pictures in each category is
1753, so common features cannot be extracted. There are few
pictures in the test set, which is easy to be confused with other
categories, leading to errors in classification. When we apply
this method to EIDB-13, the feature difference between dif-
ferent expressions with weak intensity is small. It is difficult
for the loss of the validation set in the network to converge
to the ideal value. Therefore, this article uses the above seven
types of macro expressions for multi-classification, and then
classifies the non-neutral six types of expressions into strong
and weak categories. The experimental results are shown in
FIGURE 8, the average accuracy rate is as high as 78%.

As shown in FIGURE 8, the average correct rate of our
proposed network on the EIDB-13 test set could reach about
78%. And when we train the benchmark network in the
EIDB-13 test set, we find that the accuracy rate of our
proposed method is much higher than that of the ordinary
model. The comparison table of each model is shown in
TABLE 4.

Based on the above results, which can meet the task of
teacher’s expression recognition based on intensity in nor-
mal classroom scenarios. However, the weak fear expression
samples are less, it is easy to be confused with other types.

IV. DISCUSSION
We selected a number of online teaching videos published
on the MOOC website and performed corresponding face
detection and expression recognition for teachers among
them. And save the teacher’s identity, facial expressions and
time information in the video to a csv file. And generate a
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FIGURE 8. Confusion matrix of InceptionResNetV2+CBAM on
EIDB-13 test set.

TABLE 4. Comparison on EIDB-13 between the network and other
methods.

FIGURE 9. The distribution of expression intensity of the same teacher
under the same subject.

teacher’s facial expression ratiomap based on intensity.When
the teacher’s identity and the subjects taught do not change,
the expression intensity distribution under different courses
taught is shown in FIGURE 9.

We find that in FIGURE 9, the proportions of expressions
of the same teacher in teaching are almost similar. When
the teacher’s identity changes, the expression intensity
distribution under different teachers’ courses is shown
in FIGURE 10.

We found that in FIGURE 10, the expression ratios of dif-
ferent teachers in the teaching process are often very different.
This is of exploratory significance for us to further study the
changes of teachers’ expressions in teaching scenarios. When
we use the same model to extract information from one of

FIGURE 10. The distribution of facial expression intensity of different
teachers in the same course.

FIGURE 11. Distribution of 7 types of macro expressions and 13 types of
expressions with intensity.

the teachers in the video with 7 types of macro expressions
and 13 types of expressions based on intensity, their intensity
distribution is shown in FIGURE 11.

Through the fine-grained intensity division of teacher’s
expressions, it can be found that expression pie charts with
intensity display more information than expression pie charts
without intensity. The results can provide data support for
educational researchers to study the impact of different facial
expressions in the classroom. Optimizing the large model
parameters should be the key goal in our next step, so as
to accelerate the training speed. At the same time, teacher’s
body movements and voice could also convey emotion in the
teaching scene. Accordingly, the teaching emotion should be
evaluated objectively through more aspects instead of single
facial expression.

V. CONCLUSION
This paper takes teachers’ expression intensity in real scenes
as the research object based on deep learning. Firstly, a dataset
of 13 kinds of expression based on intensity is proposed and
constructed. And we apply it as the training set to classify
the teachers’ facial expression in the classroom. Secondly,
a recognition algorithm based on convolutional neural net-
work InceptionResNetV2 and attention mechanism module
CBAM is proposed. Through the detection of the frequency
and intensity of teachers’ facial expression in the classroom,
we can understand the positive degree of teachers’ emotion
in the teaching situation. It can not only provide an objec-
tive reference for teaching assessment, but also be used to
analyze students’ interest in teaching content. On the veri-
fication set of EIDB-13, the recognition accuracy can reach
78%. The result shows that it can divide teachers’ facial
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expression more precisely. Finally, the system combining
with the face detection algorithm MTCNN can detect the
face of the character in real time and recognize the cor-
responding facial expression. However, more fine-grained
segmentation of emotional expression in real scenes needs
further research. The robustness of deep learning method still
needs to be further improved in extracting feature when it is
applied to facial expression recognitionwith finer granularity.
Meanwhile, small sample and large task intelligent recogni-
tion based on facial expression is also one of the research
directions in the future.
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