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ABSTRACT Change detection with very high resolution (VHR) satellite images is of great application
values when evaluating and monitoring land use changes. However, intrinsic complexity of satellite images
will introduce more difficulties to change detection tasks. In this study, a new change detection method is
proposed by combining multi-scale simple linear iterative clustering-convolutional neural network (SLIC-
CNN) with stacked convolutional auto-encoder (SCAE) features to improve change detection capabili-
ties with VHR satellite images. First, the multi-scale SLIC-based image segmentation is performed on
multi-temporal images to generate segment objects while keeping their edge information as much as
possible. Second, the convolutional layers in a CNN architecture are used to generate change map, then,
an SCAE feature-based classification procedure is performed to generate ‘‘from-to’’ change information.
Finally, a Bayesian information criterion is used to optimize the results of change detection. In this study,
the experiments carried out reveal that the multi-scale SLIC image segmentation algorithm affects the
integrity of change regions; CNN features have an effect on the consistency of change regions; and SCAE
features influence the performance of support vector machine (SVM) classifiers. And, features extracted
from the architectures enhance the ability of information extraction from ground objects. Comparison results
also show the superiority to other change detection methods.

INDEX TERMS Change detection, image segmentation, multi-scale simple linear iterative
clustering-convolutional neural network (SLIC-CNN), stacked convolutional auto-encoder (SCAE),
VHR satellite imagery.

I. INTRODUCTION
Change detection is the progress of determining how the land
cover of a particular area changes over time. It is widely used
to analyze changes in land cover, assess natural disasters,
evaluate urban expansion, and detect different environmental
factors [1], [2]. With the improvement of spatial resolution
on imaging sensors, complex image details introduce signifi-
cant challenges to change detection. According to different
basic units used in VHR change detection, the algorithms
are generally divided into two categories: One is pixel-based
and another one is object-oriented [3]. Pixel-based change
detection algorithms use pixels as basic units, and each pixel
is independent of the others, regardless of their spatial or
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semantic relationships. Pixel-based change detection algo-
rithms include pixel-by-pixel calculation procedure, change
maps are created by performing algebraic operations, such as
difference and ratio operations. The final results of change
detection are typically obtained by thresholding and cluster-
ing methods. While thresholding methods are sensitive to
noise, making it difficult to obtain ideal change detection
results. Clustering methods have the ability to suppress noise
via an effective combination of local information. However,
when applying pixel-based change detection algorithms to
VHR satellite images, only single pixels are considered while
ignoring the relationships between neighboring pixels. Thus,
the pixel-based change detection algorithms often yield poor
results for the VHR satellite images.

Compared with pixel-based change detection algorithms,
the object-oriented change detection algorithms make a full
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use of spectra, textures, shapes, and adjacency relationships
of pixels. Steps of object-oriented change detection algo-
rithms include image segmentation, object feature extraction,
change map generation, and extraction of ‘‘from-to’’ change
information. However, segmentation algorithms in commer-
cial softwares are not flexible enough to obtain consistent
boundaries for ground objects [4]. In many computer vision
tasks, superpixel segmentation algorithms perform well, they
divide an image into large amounts of boundary preserved
non-overlapping image objects. And there are many research
projects that adopted this kind of approach to detect changes
in remote sensing images (e.g., [4]–[6]).

Compared with above two types of change detection meth-
ods, deep learning technique shows a potential advantage
for feature extraction and semantic segmentation in change
detection tasks [7]–[11]. Earlier architectures, such as the
Deep Belief Network [12] and Multilayer Perceptron [13],
only consist of fully connected layers, requiring an update
of large numbers of parameters when using images as input,
which consumes additional computing resources. Simultane-
ously, such architectures only take 1-D vectors as input, hard
to use neighborhood relationships between pixels. In order
to better handle image problems, convolutional neural net-
work (CNN) is proposed. CNN has the ability to learn
hierarchical features, from low level features to high level
features, which is beneficial to a comprehensive represen-
tation on VHR satellite images. While compared with other
application fields (e.g., visual object recognition and object
detection in [14], [15]), there are fewer open source remote
sensing datasets available. So, natural scene datasets are often
used to pre-train the parameters of CNN to mitigate the
lack of datasets [16], [17]. With the features generated from
trained CNN architectures, most methods take change detec-
tion as a classification problem, i.e., a binary classification.
Hou et al. [18] conducted a binary change detection exper-
iment based on low-rank saliency detection and feature
extraction using a CNN architecture. Zhang et al. [19]
adopted a change detection framework including a denois-
ing autoencoder and mapping network to perform the
binary change detection. To extract change information from
multi-sensor remote sensing images, Wang et al. [20] pro-
posed an OB-DSCNH module, deep change features were
extracted effectively and the depth and width of the net-
work were partly increased. For multi-label change detection,
Khan et al. [21] applied a deep neural network (DNN)
architecture to conduct change detection in forests with
long-term serial images, dividing the change results into
unchanged, harvest events, or fire events. With UAV images,
Sun et al. [22] proposed MTL-CD method for detecting
find-grained ‘‘from-to’’ building changes. However, many
deep learning-based change detection methods (e.g., [23])
directly input multi-temporal images into the architectures,
which could result in rough detection results in a certain
degree.

In this study, we propose a deep learning-based change
detection method, in which a multi-scale simple linear

iterative clustering (SLIC) segmentation algorithm is applied
to generate segmented objects that retain edge informa-
tion. Fine-tuned layers of a CNN architecture are used to
generate change map. A stacked convolutional autoencoder
(SCAE)-based classifier is trained to generate ‘‘from-to’’
change information of ground objects. And the change map
and ‘‘from-to’’ change information are combined via the
Bayesian information criterion to obtain optimized change
detection results, which improve the accuracy of change
detection with VHR satellite images. The results of proposed
method are evaluated with reference map and compared with
other change detection methods.

II. METHODOLOGY
In this study, the proposed method consists of two parts:
(1) Change map generation. Multi-temporal images are first
segmented by the proposed multi-scale SLIC segmentation
algorithm. And then, a fusion rule is used to merge the
segmented objects. The fused image objects are subsequently
input into a feature extractor based on CNN architecture. The
output feature maps are used to calculate a change map with
the structural similarity index measure (SSIM) algorithm.
(2) ‘‘from-to’’ change information extraction. A mask oper-
ation is conducted on the image pairs to screen unchanged
parts. The ‘‘from-to’’ change information is obtained with
an SCAE feature classifier. And the change information is
optimized by the Bayesian criterion optimization algorithm.
Figure 1 shows the diagram of the proposed method.

A. MULTI-SCALE SLIC-CNN CHANGE MAP GENERATION
Change map reflects the variation of land cover types in
multi-temporal remote sensing images. And the ‘‘from-to’’
change information of land cover types is extracted based on
the obtained changemap. For changemap generation, we first
use multi-scale SLIC segmentation algorithm to segment the
images into segmented objects. Then a CNN architecture is
used to generate the change map.

1) MULTI-SCALE SLIC IMAGE SEGMENTATION
VHR satellite images have a large number of pixels. Com-
paredwith pixels in an image, segmented objects fuse spectra,
texture, and contextual characteristics of the pixels, which is
more reasonable as the basic unit to analyze the VHR satellite
images. In this paper, we introduce the SLIC algorithm [24]
to generate segmented objects. SLIC is a simple and effective
segmentation algorithm, which uses k-means as the basic
algorithm to generate segmented objects that are compact and
internally homogeneous. However, scenic information and
pixel relationships vary in VHR satellite images of different
spatial resolutions [25]. When SLIC algorithm is performed
under single scale image, object characteristics at other scales
are lost. Therefore, it is difficult to ensure accurate object
boundaries when performing image segmentation at a single
scale. To fully utilize information in different image scales,
multi-scale transformation is used, as shown in Figure 2.
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FIGURE 1. Diagram of the Methodology. Red, yellow, and green blocks represent the feature maps generated by CNN architecture of time phase 1 and
time phase 2, respectively. After image segmentation, image objects are used as input for the bottom of the feature extractor, where convolutional layers
are used to automatically extract features from the image objects. On the top of feature extractor, up-sampled features are merged to obtain the change
map mask via the SSIM algorithm. Masked image patches are fed into SCAE architecture and a Bayesian optimization algorithm is used to obtain
optimized ‘‘from-to’’ change information.

Figure 2 presents that segmentation result from a higher
spatial resolution image will contain shattered objects, where
inner pixels of the segmented objects mainly originate from
single ground object. With a lower spatial resolution image,
segmentation algorithm will generate more sparse objects,
and in some image areas with uniform characteristics, seg-
mented objects show a rounded shape, which is due to prin-
ciples of the SLIC algorithm. The algorithm selects cluster
centers and groups the pixels around them in a certain dis-
tance that result in a regular object shape. The inner pixels
within the objects are more likely from different ground
objects. In order to fuse information frommulti-scale images,
segmented objects obtained have to be merged together.
We make segmented objects from higher-scale images as
initial segmentation while lower-scale segmentation results
are merged layer-by-layer according to their upper level
layers (Figure 3).

As shown in Figure 3, the segmented objects generated
from higher-scale images are generally rough and present a
phenomenon of under-segmentation. As the scale decreased,
the segmentation results are gradually refined, and the seg-
mented objects obtained from higher-scale images are used
as basis to establish multi-level adjacency relationships with
other lower-scale objects. The centroid coordinate s1 of the

upper-scale object is calculated and mapped to lower-scale
objects s2–sn layer-by-layer. Region adjacent graph (RAG)
between segmented objects at various image scales is also
established to calculate the Euclidean distance of s2–sn as
well as 8-connected adjacent objects with their corresponding
upper-scale objects in color space. Objects with minimal
distance are merged to eliminate redundancy. The merging
process is divided into two cases: (1) If the neighbor object
has the minimal color distance, its label number is incorpo-
rated into the mapped object; and (2) if the mapped object has
the minimal color distance, its corresponding label number is
set in an identical manner as the label number of the second
minimal distance.

Due to changes happening in ground objects, the
segmentation results of multi-temporal images are inconsis-
tent. As shown in Figure 4, changes are substantial in the
multi-temporal images (2009 and 2017). Any single segmen-
tation result is unable to represent the real object boundaries.
Therefore, segmentation results of different time phases are
fused to ensure consistent boundaries with all ground objects
in the multi-temporal images.

Segmentation results from multi-temporal images are
first simply merged by addition to obtain more segmented
objects, which ensure that the segmentation boundaries are
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FIGURE 2. Segmented objects at different spatial resolutions with parameter 50: (a) 0.24 m and (b) 1.9 m. Images are obtained from Google Earth v7.1.8.
Parameter 50 is used to show clear boundary lines, but the optimal number of divided objects is larger than 50.

FIGURE 3. Multi-scale SLIC image segmentation. From scale 1-n, the spatial resolution gradually increases. Fusion processes, based on the upper-level
results, are performed on the segmentation results at higher spatial resolutions, and object merge at scale 2 is expanded to show the process of fusion.

consistent with ground objects of each time phase. A fusion
process is then conducted, the rule is judging the over-
lap area ratio of objects P1 and P2, which have the same
object label R. The object label mentioned here is not

the same concept with subsequent procedure, it is auto-
matically numbered by the segmentation algorithm, where
each object has a unique label number. The overlap area is
calculated based on the statistics of overlapping region
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FIGURE 4. The boundary fusion of segmented objects for: (a) 2009 before boundary fusion, (b) 2017 before boundary fusion, (c) 2009 after boundary
fusion, and (d) 2017 after boundary fusion.

converted by map projection. For the ratio of overlap area,
larger region of the overlapped objects is selected as the
denominator to ensure a moderate object fusion. The overlap
area is used as the numerator only if the ratio is greater
than 90% and the labels remain unchanged. Otherwise,
the objects are reassigned to different labels, as shown in

the equation [1]:

P =
{
R, area (P1 ∩ P2) ≥ 90%
R′, otherwise

(1)

where P represents segmented objects with the same label, R
and R’ represent the old and new labels, respectively.
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FIGURE 5. Change map generation via the CNN architecture. In the SSIM difference maps, the red and blue areas correspond to high and low values in
the feature maps, respectively.

2) CHANGE MAP GENERATION BASED ON THE CNN
Handcrafted features are typically used in change detection
methods [26]. However, the extraction procedure relies on
professional knowledge and parameter setting, such as size,
scale, and orientation. And it is cumbersome to manipulate,
which is not conducive to the implementation of change
detection [27]. With segmentation results obtained from the
multi-scale SLIC segmentation, a fine-tuned CNN archi-
tecture is used to automatically extract ground object fea-
tures. The CNN architecture consists of a series of repeated
convolutional layers, maximum pooling layers, and several
fully connected layers. The final result is obtained through
feed-forward process [28]. The convolutional layer outputs
a series of feature maps, which are obtained by point-
multiplication between trained filters and corresponding local
receptive fields. The pooling layer calculates the maximum,
minimum, or mean values of local regions to acquire down-
sampled feature maps. Fully-connected layer synthesizes fea-
tures from upper layers with fully connected nodes. With
the above functional layers, hierarchical feature maps can be
automatically extracted (Figure 5).

As shown in Figure 5, images fed into CNN architecture
must be resampled to conform to the size requirement of
input layer. However, direct resampling to whole image will
result in a loss of feature details. Besides, in order to better
persist feature edges, segmentation objects are transformed
into image patches, which are inputted into the network

to obtain feature maps of convolutional layers. More fea-
tures (e.g., edges and corners) with detailed information are
extracted from shallow layers (e.g., feature maps of the 1st
convolutional layer). With the increase of layer depth, similar
spectral and texture features are gradually merged, resulting
in a gradual dominance of shape features.

Variations of contrast, brightness, and hue exist in VHR
satellite images reduce robust when generating change map.
Also, unchanged objects are dominant in multi-temporal
images. Therefore, based on feature maps extracted from
convolutional layers, the structural similarity index mea-
sure (SSIM) algorithm [29] is introduced to generate change
maps. The SSIM algorithm uses intensity (s), brightness (l),
and contrast (c), as depicted in equation [2]:

l(Xn1 ,X
n
2 ) =

2µXn1µXn2 + C1

µ2
Xn1
µ2
Xn2
+ C1

c(Xn1 ,X
n
2 ) =

2σXn1 σXn2 + C2

σ 2
Xn1
σ 2
Xn2
+ C2

s(Xn1 ,X
n
2 ) =

σXn1X
n
2
+ C3

σXn1
σXn2
+ C3

(2)

In equation [2], µxn1 , µx
n
2 , σx

n
1 , σx

n
2 , and σx

n
1x

n
2 represent

mean, standard deviation, and covariance between various
time phase images, respectively. Additionally, to avoid zero
denominator, C1, C2, and C3 are set to constants, C1 =

(K1 ∗ L)2,C2 = (K2 ∗ L)2, and C3 = C2/ 2 and, in general,
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FIGURE 6. The architecture of the SCAE layer.

K1 = 0.01, K2 = 0.03, and L is determined according
to grayscale, for 8bit google earth images, L = 255 [30].
We adopt Gaussian functions to calculate mean, standard
deviation, and covariance to increase the execution speed.
With l, c, and s, change maps could be generated with
equation [3]:

Xnd = [l(Xn1 ,X
n
2 )]

α[c(Xn1 ,X
n
2 )]

β [s(Xn1 ,X
n
2 )]

γ (3)

where n is the band number of image, and α, β, γ are used
to evaluate the importance of each measure (i.e., s, l, and c,
respectively) on the final calculation result (Xnd ). To integrate
the influence of s, l, and c, we set α = β = γ = 1.
Feature map pairs extracted from convolutional layers are

used as input data and difference images are generated with
the SSIM algorithm. Subsequently, a fusion process is con-
ducted to fully use the difference images.While influenced by
the convolutional and pooling operations, difference images
are in different sizes. Therefore, the bilinear interpolation
algorithm is used for resampling. Additionally, the difference
images are in different dimensions, so, a summation operation
is performed to reduce dimensionality. After resampling and
dimensionality reduction, the difference images with same
size are connected. Because of low computational complex-
ity and automatic segmentation ability of foreground and
background, the Otsu algorithm [31] is used to divide the
difference images into change and non-change regions.
Finally, change map is generated.

B. SCAE FEATURE EXTRACTION
1) SCAE ARCHITECTURE
In general, neural network architecture requires manual
labeled dataset to train parameters before classification. How-
ever, data annotation requires abundant (albeit subjective)
expert experience, which is time-intensive. Therefore, a self-
learning SCAE architecture [32] is adopted for feature learn-
ing (Figure 1). The SCAE is a stacked structure, with a sub-
structure that consists of coding and decoding components.
The coding component learns compressed feature informa-
tion of input images, after which the decoding component
reconstructs features to generate predicted results of the input
images (Figure 6).

As shown in Figure 6, the coding component mainly con-
sists of convolutional layers, pooling layers, batch normalized
layers, and activation layers. The refinement layer exists in
decoding component of each substructure, which performs
convolution, batch normalization, and activation operations
on the feed-forward input images. Operation results are added
with the output from pooling layers at the same size and
level. Afterwards, the added results are up-sampled to the
original size layer-by-layer. Since the SCAE is a self-learning
architecture, a mean standard error (MSE) calculated from
the images before and after reconstruction is used as the loss
function to train the network. The feed-forward output of
each substructure is used as the input for subsequent substruc-
tures, which trains the entire SCAE architecture, as expressed
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FIGURE 7. The ‘‘from-to’’ change information extraction based on an SCAE-SVM classifier. The various colors in the feature maps indicate values of
extracted features. The white areas in change map indicate regions of change while the black indicates unchanged regions. The colors in the labeled data,
Bayesian criterion optimization, and from-to change detection result indicate the types of ground objects.

in equation [4]:

H k
= σ (W k

∗ H k−1) (4)

where k represents the k-th substructure in the SCAE net-
work; H0

= X , where X represents the input image; σ
is a nonlinear activation operation (ReLU); and W k is the
hidden layer of the k-th substructure. This type of architec-
tural organization allows the SCAE to learn deeper image
features [33].

2) FEATURE EXTRACTION BASED ON SCAE
Target images are inputted into the trained SCAE archi-
tecture to obtain the results of reconstruction. The fea-
ture maps shown in Figure 6 are resampled to obtain a
uniform size for display. Taking the feature maps of front
substructure as an example, in the convolution layer, the con-
volutional operation toward input image can automatically
obtain convolutional results in different main directions
and colors. Subsequently, high-dimensional features can be
obtained after an activation operation. The pooling lay-
ers compress features and reduce redundant parameters.
From Pool1 to Pool3, feature compression happens with
a gradual coarsening of ground object feature information.
Refinement3–Refinement1 layers combining with pooling
layers reconstruct image features layer-by-layer. The recon-
structed features of lower-level substructures are used as
the input for deeper substructures. And the SCAE features
of ground objects are extracted as training data for image
classifier.

C. CHANGE DETECTION BASED ON CHANGE MAPS
AND SCAE FEATURES
Features extracted from the SCAE architecture are com-
bined with corresponding labels to train a support vec-
tor machine (SVM) classifier, which is a classic machine
learning algorithm first used to solve classification prob-
lems. The core idea of the SVM is to find an optimal
hyperplane that can distinguish different classes and max-
imize the classification distance between different train-
ing sample classes [34]. A small amount of labelled data
with high-dimensional image features extracted by the
SCAE architecture are used to train an SVM classifier.
With the classifier, ‘‘from-to’’ change information could
be obtained based on previously generated change maps
(Figure 7).

As shown in Figure 7, the labelled training dataset is
inputted into the SCAE architecture to obtain feature maps
of the first substructure, which is subsequently used as the
input data for the second substructure, layer-by-layer, until
feature maps of the last substructure are finally obtained.
These feature maps are concatenated, and the dimension is
expanded to 320. With the concatenated feature maps and
labelled data, an SVM classifier is trained. Additionally,
the images to be detected are inputted into the SCAE archi-
tecture to acquire feature maps. To improve the efficiency
of change detection, the binary change map generated from
multi-scale SLIC-CNN is used to cover the entire study area,
and the generated SCAE features are masked by the change
map to exclude unchanged regions. Afterwards, the trained
SVM classifier is used to classify the masked SCAE features.
An optimization method based on the Bayesian information
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criterion is proposed to optimize the ‘‘from-to’’ change infor-
mation results.

In most cases, the ‘‘from-to’’ change information is
acquired based on direct comparison. However, the corre-
lations between classification results are often neglected,
resulting in error accumulation. To address the problem,
time correlation of land cover types is considered in this
paper. And thus, the Bayesian information criterion is intro-
duced to optimize ‘‘from-to’’ change information results. The
optimization procedure finds a combination of classification
labels (l1, l2) that allows multi-temporal features f1 and f2
to achieve maximum posterior probability [35], as defined in
equation [5]:

max
l1i,l2j
{P(l1i, l2j|f1, f2)} (5)

According to Bayesian information criterion, equation [5]
can be rewritten as:

max
l1i,l2j
{
P(f1, f2|l1i, l2j)P(l1i, l2j)

P(f1, f2)
}

→

max
l1i,l2j
{
P(f1, f2|l1i, l2j)P(l1i, l2j)P(l2j)

P(f1, f2)
} (6)

where P(f1, f2) is determined by the image itself, independent
of classification labels l1 and l2, and therefore, does not con-
tribute to the optimization of label pairs. Additionally, image
features of ground objects are only related to the ground
object types at a single time phase. Therefore, P(f1, f2 |l1i,
l2j) can be rewritten as P(f1 |l1i)P(f2|l2j). Equation [6] is then
defined in equation [7]:

max
l1i,l2j
{
P(l1i|f1)P(f1)

P(l1i)
·
P(l2i|f2)P(f2)

P(l2i)
· P(l1i|l2j)P(l2j)} (7)

where P(f1) and P(f2) are determined by spectral characteris-
tics; P(l1i) is invariant within a given image. The final label
optimization rule based on the Bayesian information criterion
can be written as equation [8]:

max
l1i,l2j
{P(l1i|f1)P(l2j|f2)P(l1i|l2j)} (8)

where P(l1i|f1) and P(l2j|f2) are the conditional probabilities
of classification results obtained from trained SCAE archi-
tecture, and P(l1i|l2j) is the transition probability of change
among the ground objects, which is acquired by the change
map generated from SLIC-CNN architecture.

III. RESULTS
Themulti-temporal, Google Earth (v7.1.8) 17-level images of
Beijing, Wuhan in Hubei province, and Binzhou in Shandong
province were selected as image data sources (Table 1). The
amount of change ground objects in the three study areas
is different. In Beijing study area, there are more complex
change types. InWuhan study area, changes of industrial area
exist. And in Binzhou study area, changes happen in large
amount of low-rise buildings.

Overall accuracy (OA), user’s accuracy, producer’s accu-
racy and classification Kappa coefficient (clKC) are used to

TABLE 1. Times and spatial resolutions of the image data per study area.

evaluate the results of ‘‘from-to’’ classification. The False
Positive (FP) and False Negative (FN) rate (FP (%), FN (%)),
overall error (OE) and overall error rate (OE (%)), change
detection Kappa coefficient (cdKC), precision rate (Pr (%)),
recall rate (Re (%)) and F1-score are used to quantitatively
analyze the change detection results, which are defined in
equation [9]–[14].

FP(%) =
FP

FP+ TN
× 100 (9)

FN(%) =
FN

FN+ TP
× 100 (10)

OE = FP+ FN

OE(%) =
FP+ FN

TN+ FP+ TP+ FN
× 100 (11)

Pr(%) =
TP

TP+ FP
× 100 (12)

Re(%) =
TP

TP+ FN
× 100 (13)

F1 =
2TP

(TP+ FN)+ (TP+ FP)
(14)

where FP represents the false positive; FN is regarded as the
false negative; TP and TN represent the correct changed and
unchanged pixels compared with the true value, respectively.

A. PARAMETER SELECTION
The parameter sequence p = [σ , k] in multi-scale SLIC
segmentation should be estimated, where σ denotes the scale
parameter and k denotes the number of segmented objects.
Ground objects at different scales show various characteris-
tics, which will affect segmentation results, therefore, a scale
selection procedure is necessary. To obtain image pairs under
different scale values, multi-temporal images of original reso-
lution are resampled by the bi-cubic interpolation algorithm.
Subsequently, combined with field survey data, a statistical
separability between different ground objects was calculated
as well as scale-dispersion curves (Figure 8).

The values in scale-dispersion curves are related to the sep-
arability of ground objects, high values indicate a candidate
scale. In Figure 8, the curves of most objects show a notable
trough at the scale of 0.46 m, and then rise. A reason for this
is that, as the scale parameter increases, the number of mixed
pixels between ground objects increases rapidly, resulting
in a decrease in the separability of the ground objects,
representing a decreasing dispersion value. As the scale
parameter further increases, the influence of mixed pixels
on separability is reduced. Along with the spectral variation
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FIGURE 8. Scale-dispersion curves. In the figure, the B, C, F, P, R, S, V, and W represent buildings, structures, farmlands, parking lots, roads, bare soil,
vegetation, and bodies of water, respectively. (a) Buildings with C, F, P, R, S, V, and W; (b) Structures with F, P, R, S, V, W, and farmlands with P;
(c) Farmlands with R, S, V, W, and parking lots with R, S, V; (d) Parking lots with W, roads with S, V, W, bare soil with V, W, vegetation with W.

enhancement among ground objects, there is an increase
in dispersion values. This happens to the adjacent ground
objects in urban areas. While building-farm, structure-
parking lot, and structure-bare soil show different tendencies.
As the scale parameter continues increasing, there is no sub-
stantial change in dispersion. This is possibly due to the weak
spatial adjacency within the ground objects, making scale
parameter a limited contribution to separability. Considering
the change characteristics of scale-dispersion curves and the
actual distribution of ground objects, the scale parameters
are selected as 0.23, 1.84, and 7.36 m. And the transformed
images are segmented by the SLIC algorithm.

In the SLIC algorithm, the number of segmented objects k
needs to be specified. If the value of k is too small, under-
segmented results will be generated. And corresponding
spectral and spatial features cannot be fully utilized, which
result in weakened boundaries of segmented objects. On the
versa, excessive parameter values affect the execution effi-
ciency of algorithm. Therefore, the rate of change (ROC) [36]
was introduced to select the k values. The initial k value
was set to 10, with an increasing step of 10 to segment the
images of selected scales (0.23, 1.84, and 7.36 m). And local
variance-ROC (LV-ROC) curves were generated (Figure 9).

Local variance (LV) reflects homogeneity between seg-
mented objects. As the number of segmented objects
increases, the LV value decreases. However, the LV curve
doesn’t vary obviously with changing numbers of segmented
objects. Therefore, it is difficult to use LV as basis for
selecting k-values. Whereas, the Rate of Change (ROC)
could amplify the changes in LV. The maximum ROC repre-
sents an abrupt change of LV on both sides of the k value.

If the k-value is selected as candidate, notable difference
between segmented objects can bemaintained [37]. As shown
in Figure 9, the convergence speed of LV-ROC curves differs,
it is affected by different study areas and image scales. The
ROC curve of Beijing converges at k = 380, 330 and 430
(corresponding to spatial resolutions of 0.23, 1.84, and
7.36 m, respectively). For Binzhou, the ROC curve converges
at k = 530, 530 and 380 at 0.23, 1.84, and 7.36 m, respec-
tively. The ROC curve of Wuhan converges at k = 570,
570 and 390 at 0.23, 1.84, and 7.36 m, respectively. The
multi-scale segmentation with obtained parameter sequences
was performed on multi-temporal images of the study areas.
And the results were inputted into the CNN architecture, with
SSIM algorithm, change map could be generated.

Because of good performance in classification tasks,
AlexNet [14] is selected as the CNN architecture, whose
weights are pre-trained based on the ImageNet dataset [38],
which contains 1.2 million images. To adjust the architec-
ture more suitable for remote sensing applications, the Land
Use Dataset from the University of California (UC) Merced,
USA [39] was used to fine-tune the whole architecture. The
UC Merced Land Use Dataset includes land cover types
that can be recognized by high-resolution satellite images.
It includes 21 land cover types (i.e., agricultural, airplane,
baseball diamond, beach, buildings, chaparral, dense residen-
tial, forest, freeway, golf course, harbor, intersection, medium
residential, mobile home park, overpass, parking lot, river,
runway, sparse residential, storage tanks, and tennis court),
each of which includes 100 images with spatial resolution
of 0.3 m and size of 256× 256. For each image in the dataset,
its unique name is combined with a corresponding label
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FIGURE 9. Local variance-rate of change (LV-ROC) curves. (a)-(c) are curves of Beijing, (d)-(f) are curves of Binzhou, and (g)-(i) are curves of Wuhan at
spatial resolutions of 0.23, 1.84, and 7.36 m respectively.

from 0-20. The images in the dataset were enhanced by
rotating, mirroring, and noise addition. And the dataset was
finally expanded to contain 50,000 images.

The 50,000 images were divided into training and test-
ing datasets with a 9:1 ratio to ensure an adequate number
of images to update parameters and avoid over-fitting [40].
We choose softmax loss as loss function [14] and Adam
optimizer for parameter optimizing [41]. The batch size is set
to 10, whichmeans that ten images are taken from the training
dataset for each iteration. The initial learning rate is set
to 10−5, and divided by 10 every 2,000 iterations. To pre-
vent over-fitting, the parameter value of weight decay is set
to 0.02. The momentum parameter is 0.9 to accelerate gradi-
ent descent procedure.

For the SCAE architecture, input layer size is 32× 32× 3
for finer details. To generate training and testing dataset,
the images in large size were randomly cropped to yield a
cropped dataset, and two-thirds images of the study areas
were used. The dataset had 50,000 images with the same
size of input layer. 45,000 images were randomly separated
as the training dataset and the remaining 5,000 images were
used as the testing dataset. Mean-squared-error is utilized as
loss function and an Adam optimizer is used to speed up the
convergence process [41]. The initial learning rate 10−5 is set
to be divided by 10 to continue training if the test loss doesn’t
decrease for 5 consecutive iterations. The CNN and SCAE
architectures were trained for approximately 4,000 epochs.
The training process terminated when the test loss didn’t
decrease for 10 consecutive iterations. The implementation

of the architectures is based on Keras [42] framework with
Tensorflow [43] backend running on an NVIDIA GeForce
GTX TITAN video card equipped with 12 GB of memory.

B. COMPARISON WITH OTHER METHODS ON CHANGE
DETECTION
Google Earth 20-level images (spatial resolution: 0.11 m,
the acquisition date was similar, no more than one month
before and after those of 17-level images) were used as
the reference images. Binary and ‘‘from-to’’ reference maps
were generated by manually vectorizing to obtain change
information and change type information. Therefore, change
detection accuracy of different methods can be quantitatively
evaluated.

To validate the potential prospect of proposed method in
change detection, a traditional non-deep learning method
(IR-MAD) is introduced. Moreover, two deep learning meth-
ods U-Net and SegNet are employed in comparison.

IR-MAD: IR-MAD has the ability of capturing image
change status efficiently with multivariate characteristics.
And it is widely used in change detection [44], [45].

U-Net: U-Net was originally proposed for biomedical
image segmentation [46]. It consists of an encoder part and
a decoder part. The encoder part extracts features of the
image with convolution and pooling layers. The decoder part
whereas recovers the image details with upsampling and short
connections. Because of the high accuracy on large image
segmentation, U-Net has been used in many remote sensing
tasks [47], [48].
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FIGURE 10. Change detection results of (a) IR-MAD, (b) U-Net, (c) SegNet, (d) The proposed method. And (e) Reference map.

SegNet: Badrinarayanan et al. [49] proposed SegNet for
road scene segmentation, it is a symmetric encoder-decoder
architecture with shortcut connections, and partly based on
VGG architecture. Compared to other architectures, SegNet
expends less memory and affords high accuracy.

The ‘‘from-to’’ change information of IR-MAD was
obtained with an SVM classifier. And change detection
results of four methods are shown in Figure 10.

As shown in Figure 10, there are FPs and FNs in the results
of each change detection methods, where the U-Net extracts
most false positive patches in each study area. Compared with
U-Net, the amount of false positive patches is reduced in
the results of IR-MAD and SegNet. Similarly, false negative
patches exist in the results of both methods. Change regions
are not effectively extracted. The visual effect of proposed

method is more consistent with the reference maps. For the
results of ‘‘from-to’’ change information extraction, IR-MAD
directly used the SVM classifier trained from spectral and
textural features to classify multi-temporal images separately.
Broken transformation of land cover types is in the results.
In reverse, the deep learning based methods obtain uniform
and consistent change detection results. A confusion matrix
was also produced to quantitatively evaluate the performance
of the SVM and SCAE classifiers (Figure 11 and Table 2).

As shown in Figure 11 and Table 2, the accuracy of
same classifier in each study area changes slightly in the
multi-temporal images, indicating a relatively stable classifi-
cation performance. Overall, the accuracy of SCAE classifier
is higher than that of the SVM classifier in each study area.
The accuracies of the SVM and SCAE classifiers in Beijing
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FIGURE 11. Confusion matrices of the SVM and SCAE classifiers for the user’s and producer’s accuracy in each study area at time phases T1 and T2.

TABLE 2. Overall accuracy and classification kappa coefficient of svm and scae classifiers in each study area at time phases T1 and T2.

are lower than those in other study areas, because the distri-
bution and types of land cover in Beijing are more complex.
Table 3 lists the accuracy of the change detection results.

Table 3 shows that, due to the large number of changed
ground objects in Beijing, as well as their complex types,
each change detection algorithm has a poor performance.
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FIGURE 12. Comparison results of controlled experiments. (a) Method 1, (b) Method 2, (c) Method 3, (d) Method 4 and (e) The proposed method.
(f) Reference map. Binary images are the detected change maps and color images are the results of the ‘‘from-to’’ change detection.

The method based on IR-MAD algorithm achieves the lowest
FP rate but has the highest FN rate. The method based on
U-Net gains the highest FP rate and a high FN rate. Mean-
while, the method based on SegNet algorithm achieves a rela-
tive low FP rate and FN rate. Finally, the proposedmethod has
the lowest OE value and the highest cdKC, Pr (%), Re (%),
F1 values.

There are numerous areas changing from bare soil to build-
ings or other man-made structures in Binzhou. The method
based on IR-MAD algorithm has the lowest FP rate in study

area. However, large numbers of undetected objects result
in a high FN rate. The method based on U-Net achieves
the lowest FN rate, but a high FP rate. While the SegNet
obtains low FP rate and the generated FN rate is moderate,
resulting in a better performance than U-Net. The proposed
method achieves the highest change detection accuracy, i.e.,
the highest F1 value.

In Wuhan, all four change detection methods performed
well, but the proposed method achieves the highest accu-
racy. However, since the SVM classifier used in IR-MAD
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TABLE 3. Quantitative evaluation of the change detection results based on the method employed, i.e., the IR-MAD, U-Net, SegNet, and the proposed
method, for each locality. Values in bold represent the most accurate classifications, where parenthetical values are the percentages of corresponding
pixels.

only took advantage of the spectral features without other
features, the classifier presents a poor performance. This ulti-
mately leads to an accumulation of error in ‘‘from-to’’ change
information extraction, which further causes low detection
accuracies.

Additionally, the computational efficiency performance of
four methods on Beijing study area are shown in Table 4,

Table 4 lists the training, testing and total time. For a fair
comparison, the batch size parameters for deep learning based
methods are set to 4. The table shows that SegNet consumes
most time compared to other three methods. Although the
proposed method takes more time than U-Net, it outperforms
other methods. Overall, the proposed method balances accu-
racy and time consumption.

IV. DISCUSSION
The proposed method consists of image segmentation,
change map generation, and change information extraction
based on SCAE features. Any part has potential influence
on the final accuracy of change detection results. Addition-
ally, the parameters of CNN and SCAE used in proposed
method were trained separately, while many change detection
methods based on deep learning are trained through end-to-
end manner. To further validate the proposed method in this
study, controlled experiments were conducted with adjusted
architectures and end-to-end training manner.

1) Method 1: Without image segmentation, features
extracted from the CNN architecture and SSIM algo-
rithm are directly used to generate the change map. The
other components in this method keep the same as those
used in the proposed method. Thereby, the influence
that image segmentation on change detection results is
analyzed.

2) Method 2: Based on the segmentation results of
multi-scale SLIC, a change map is obtained using the
SSIM algorithmwithout CNN features. The other com-
ponents in this method are the same as those in the
proposed method to analyze the influence of CNN
features on the change detection results.

3) Method 3: Based on the changemap generated from the
multi-scale SLIC-CNN algorithm, an SVM classifier
is trained by adopting spectral and textural features of
sample points from the study areas. The trained SVM
classifier is then used to classify the multi-temporal
images masked by change maps to analyze the influ-
ence of SCAE features on change detection.

4) Method 4: With separately pre-trained weights of CNN
and SCAE by the proposed method, the parameters are
further trained through an end-to-end manner, and the
training parameters are refer to [50], a SGD optimizer
and MSE loss are used. The initial learning rate is
0.01 and a reducing factor of 0.1 after 2000 iterations.
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TABLE 4. Time performances of different methods.

FIGURE 13. Confusion matrices of the SVM and SCAE for the user’s and producer’s accuracy of controlled experiments in the T1 and T2 time phases.

TABLE 5. Overall accuracy and classification kappa coefficient of svm and scae classifiers in each study area of controlled experiments at time phases
T1 and T2.

The momentum parameter is set to 0.9 and the weight
decay parameter 0.005. The training process continued
for about 8500 epochs until val-loss converged. Other
parts keep same with the proposed method.

Based on the above methods, Figure 12 was generated to
show the change detection results.

As shown in Figure 12, the visual results of proposed
method are superior to those of other four methods, with
fewer FPs and FNs, as well as more consistent results with
the reference maps. Method 1 uses pixel-based features
extracted from CNN architecture to generate change maps,
where more defects exist along edges of ground objects.
In Method 2, the multi-scale SLIC and SSIM algorithms are
used directly to calculate the change maps. Figure 12 shows
that the details of generated change maps are relatively bro-
ken, with a generation of numerous falsely extracted objects.
The change detection procedure is conducted directly on the
masked multi-temporal images with a trained SVM classifier
in Method 3. And an overlay analysis is performed to obtain
changes in land cover types. There are more FPs and FNs
generated in the results of this method. The results obtained

by Method 4 is similar to the proposed method, because
they are more consistent in architecture but the training man-
ner. While there are more undetected change objects exist.
To compare the accuracy of classifiers used in above meth-
ods, confusion matrices were introduced to quantitatively
evaluate the performance of the SVM and SCAE classifiers
(Figure13 and Table 5).

As shown in Figure 13 and Table 5, since the trained
SVM classifier only uses spectral and textural information of
sample points selected from the study areas, its classification
accuracy is relatively low at the T1 and T2 time phases. The
accuracy of the SCAE classifier is higher than that of the
SVM classifier, where the value of kappa coefficient also
increases from 0.5 to 0.7. The accuracy of change detection
is shown in Table 6.

Table 6 indicates that the accuracy of the proposed
method is higher than those of the other four methods.
Although Method 4 applies an end-to-end training manner
with pre-trained weights, its accuracy is still lower than that
of the proposed method. Except that, the additional training
procedure spends more time. Method 3 obtains the lowest
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TABLE 6. Change detection evaluation of controlled experiments in the study areas via false positive (FP), false negative (FN), overall error (OE), change
detectison kappa coefficient (cdKC), precision, recall rate (pr(%), re(%)) and the F1 score (F1) tests. Values in bold represent the most accurate
classifications, where parenthetical values are the percentages of corresponding pixels.

accuracy, because the SVM classifier only uses spectral and
textural features without SCAE features during the train-
ing process, which affected the change detection accuracy.
Method 1 generates change maps without image segmen-
tation, resulting in high FP, FN rates and lower F1 value
compared to the proposed method. It proves that image
segmentation is contribute to performance improvement of
change detection, which is in accordance with the conclusion
presented by Lei et al. [6]. Method 2 does not use the CNN
image features but only an SSIM algorithm to generate the
change maps, resulting in a high percentage of FNs.

V. CONCLUSION
A novel method of change detection with VHR satellite
images is proposed in this study. The method combines
multi-scale SLIC-CNN and SCAE features that effectively
address problems associated with change detection using
VHR satellite images. Compared with existing change detec-
tion methods, the proposed method uses the self-learning
SCAE architecture as the feature extractor to integrate multi-
scale, spectral, geometric, textural, and deep structural fea-
tures to enhance the characteristics of ground objects in
images. Additionally, the SLIC image segmentation algo-
rithm and CNN architecture avoid poor performance in the
‘‘from-to’’ change information extraction due to direct clas-
sification. The results of controlled experiments demonstrate
that without image segmentation, the change detection results
are more fragmented and the FP and FN rates increase, indi-
cating that the multi-scale SLIC image segmentation affects
the integrity of change detection results. Merely using the
SSIM algorithms to generate changemaps without features of
CNN architecture results in broken objects in change maps,
indicating that the features of CNN architecture affect the
consistency of the change maps. When the SVM classifier,
trained with spectral and texture features without the SCAE
features, is directly applied to the multi-temporal images,
the change detection accuracy is low, indicating that the
SCAE features also affect the performance of the SVM
model. The comparison results with other methods indicate
that the proposed method can obtain more accurate change
detection results in areas with clear features and less inter-
ference. Simultaneously, the deep learning feature extractor

can enhance the extracting ability of ground objects. In future
studies, we will more focus on the development of change
detection methods based on the deep learning features of
multi-temporal images from various sensors.
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