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ABSTRACT The advent of the Internet-of-Things (IoT) has led to a rapid growth in data generation. The
amount of computation resources required to process the massive data generated by IoT devices, along with
the new intelligent use and applications of IoT data such as smart city that can be computation intensive
and delay sensitive, have caused an increase in demand for locally available resources at network edge for
computation offloading. To address this issue, we have proposed the concept of opportunistic fog radio access
network (OF-RAN), which extends the computation capacity of existing fog-RAN (F-RAN) by establishing
virtual fog access points (v-FAP) opportunistically using resourceful user devices that participate as service
nodes. In this article, we develop an analytical model to evaluate the offloading performance of three RAN
architectures: the traditional cloud radio access network (C-RAN), the existing F-RAN, and the proposed
OF-RAN. The performances are analyzed in terms of their energy consumption, completion delay, and failure
rate, under the effect of varying scenarios.

INDEX TERMS Opportunistic fog, radio access network, energy analysis, delay analysis, failure analysis.

I. INTRODUCTION
The advancements and convergence in wireless, computing,
sensor and actuation technologies have enabled a plethora of
smart devices collectively known as the Internet-of-Things
(IoT) [1]. These devices are deployed ubiquitously and in
large numbers for a diverse range of applications, leading to
massive data generation and an exponential growth in demand
for transmission and computation resources. In order to meet
these challenges, network architectures such as cloud radio
access network (C-RAN) [2] and fog radio access network
(F-RAN) [3] have been introduced. Although C-RAN has
immense computation resources in the cloud, it suffers from a
number of drawbacks, such as heavy workload at the central-
ized baseband unit (BBU) pool, stringent backhaul capacity
constraint, and difficulty in catering to delay sensitive appli-
cations [4]. F-RAN, on the other hand, deploys fog access
points (FAPs) at network edge to provide cloud-like services
to IoT devices. The FAPs can be deployed as new dedicated
entities in an existing infrastructure, or on existing entities of
an infrastructure such as a small cell base station augmented
with fog functionality [5].
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Recently, we have proposed the opportunistic fog radio
access network (OF-RAN) [6], which is evolved from the
concepts of F-RAN and opportunistic networks (oppnets).
The latter are mission-oriented ad hoc networks setup to
utilize opportunistically available local resources. Each opp-
net grows from a ‘seed’ node, which recruits one or more
available local ‘helper’ nodes to assist with a specificmission.
In our proposed OF-RAN, the seed node and service nodes
are equivalent to the FAP of F-RAN, and helper nodes of
oppnet, respectively. A seed node recruits locally available
resourceful user devices such as high-end smart phones as
service nodes that function collectively as a virtual FAP
(v-FAP) to serve a resource-limited client such as an IoT
device [7], [8]. The resourceful user devices can be incen-
tivized as in [9] to lease their resources (e.g. computing,
storage, and energy resources) for serving resource-limited
clients and be remunerated based on their performance (e.g.
in terms of timeliness and reliability). The computation to be
offloaded from a client to a v-FAP is referred as service task.
We consider a scenario shown in Fig. 1 where OF-RAN,

F-RAN, and C-RAN co-exist in the access layer to serve a
terminal layer composing of both resourceful and resource-
limited user/IoT devices. Our proposed OF-RAN can play
a complementary role to F-RAN and C-RAN by harnessing
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FIGURE 1. System architecture of co-existing RANs.

resourceful terminal devices to deal with the computation
workloads from a large number of offloading clients simulta-
neously in a time- and energy-efficient manner. A resource-
limited client can offload its task in three ways: (i) offload
to C-RAN by transmitting the task to the BBU in the cloud
through a remote radio head (RRH); (ii) offload to F-RAN by
transmitting the task to the FAP; (iii) offload to OF-RAN
by transmitting the task to the v-FAP. In F-RAN or OF-RAN
offloading where multiple FAPs or v-FAPs are available,
the RRH could assist the client in selecting the most appro-
priate FAP or v-FAP for offloading. To provide insights
into the complementary nature of these RAN architectures,
we develop an analytical model to evaluate their perfor-
mances in terms of the energy consumption, completion
delay, and failure rate, under various offloading scenarios.

The rest of the article is organized as follows. Section II
reviews the related works. Section III presents the system
model. Section IV develops the analytical models for the
three RAN architectures under consideration. Sections V
and VI discuss the simulation environment, and the results,
respectively. Finally, Section VII concludes the article with
some directions for future work.

II. RELATED WORKS
This section reviews recent related works with a focus on the
performance analysis of fog-based RANs. The authors in [10]
proposed a power model to determine the power consump-
tion and energy efficiency of F-RAN. They also evaluated

its latency and compared the results with C-RAN. It was
found that F-RAN incurred lower latency, but consumedmore
power, leading to a lower energy efficiency. However, in the
latency analysis, the authors considered the processing time
as a constant factor, and did not consider the impact of task
complexity on both latency and power consumption.

In [11], a cooperative algorithm is proposed to enable coop-
eration between multiple F-RANs to provide low-latency
computing services. The cooperation is coordinated by a
master fog node that allocates computation tasks to each
of the other cooperating fog nodes, considering their avail-
able resources. However, the authors have only evaluated the
service latency, and did not consider other aspects such as
energy expenditure. It is also unclear how the cooperative
F-RAN may perform against other architectures such as a
hybrid cloud-fog RAN. Similarly, the authors in [12] only
focused on the latency issue, and proposed to minimize the
latency of offloading users through a joint optimization of the
communication and computation resources.

In [13], the authors analyzed the performance of an F-RAN
under different caching strategies and transmission modes.
The former refers to different ways of utilizing mobile
devices, RRHs, and FAPs to store and deliver popular con-
tent to the clients. The latter defines the ways by which
the client can access the content, such as from a fog access
point (FAP mode), from other user devices via relaying
(relay mode), or remotely from the cloud (C-RAN mode).
A testbed was also implemented in [14] to demonstrate their
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FIGURE 2. Network model for: (a) OF-RAN; (b) F-RAN; and (c) C-RAN.

F-RAN for video content acquisition. In these works, how-
ever, the authors have only focused on evaluating the caching
but not the offloading performance.

In [15], the performance of F-RAN under an opportunis-
tic computation offloading strategy is studied. The strat-
egy utilizes a probabilistic computation offloading model,
which determines the likelihood of the wireless channel in
use to support the transmission rate required for offloading,
leading to three possible processing modes: local mode in
which client processes the task by itself; fog mode in which
client offloads the task to a FAP; and cloud mode in which
client offloads the task to cloud computing center via a FAP.
However, the authors have only analyzed the average delay
performance, and did not consider factors such as the delay
sensitivity of the task in their offloading strategy.

Similarly focused on offloading strategy, but additionally
concerned about jamming and interferences from nearby
radio devices during offloading, the authors in [16] pro-
posed reinforcement learning based schemes that jointly opti-
mizes the selection of edge device for offloading, offloading
rate, and transmit power so that the computational latency
and energy consumption are minimized while the offload-
ing signal-to-noise-plus-interference ratio is maximized. The
authors analyzed the computation complexity of the proposed
schemes and showed they can reduce computational latency
and energy in the presence of jamming and interferences.

The deep reinforcement learning has also been applied to
realize network slicing in F-RAN in [17], where computing,
caching and radio resources are orchestrated to meet the
performance requirements of two different types of services:
hot-spot and vehicle- to-infrastructure (V2I). To address the
challenges of high cost of data offloading and model training
for implementing network intelligence at the edge, an evolved
architecture of F-RAN is proposed in [18], which employs
federated learning (a.k.a. collaborative learning) to realize
intelligent signal processing and network management with

less communication overhead and greater efficiency than
existing centralized learning paradigms.

In our recent work [19], we addressed the task-to-node
assignment in OF-RAN as a multi-objective optimization
problem. The goal was to optimally assign the computation
task from an offloading client to the service nodes of a v-FAP
with the objectives of minimizing the energy and latency of
v-FAP while maximizing the fairness among service nodes.
The impact of various parameters on the optimality of the
assignment was evaluated. However, this work has neither
analyzed the scalability of the OF-RAN architecture under
increasing task complexity, nor compared the performances
between OF-RAN and existing architectures such as F-RAN
and C-RAN.

III. SYSTEM MODEL
A. NETWORK MODEL
Fig. 2 shows the considered network model for our proposed
OF-RAN as well as existing F-RAN and C-RAN architec-
tures. In the OF-RAN, a resource-limited client offloads its
task by first sending a request {1} including the task require-
ments to its associated RRH, which in turn notifies the client
{2} to offload its task to an available seed node within its
neighborhood. The client then sends its task {3} to this seed
node for processing. Upon receiving, the seed node firstly
determines the optimal task-to-node assignment (TNA) based
on the performance objectives [19]. The optimal TNA defines
a set of suitably selected service nodes for the v-FAP, and
appropriately sized sub-tasks to be assigned to each service
node. Based on this assignment, the seed node sends the
sub-tasks to the service nodes for processing {4}, collates
the processed sub-tasks from the service nodes {5}, and
forwards them to the client {6}. To emulate a real-world
scenario, we consider both service nodes and service tasks
to be heterogeneous, each having a different computation
capacity, and complexity, respectively.
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We further consider that the service nodes are registered
RAN users that can be trusted to assist the resource-limited
clients when called upon. This trust can be facilitated by
a blockchain-enabled OF-RAN architecture [20] in which
the smart contract is used to implement an algorithm for
distributed formation and management of v-FAPs among
trustless user devices acting as service nodes.

In the F-RAN, a client similarly offloads its task by first
sending a request {1} to its associated RRH, which acts as
a F-RAN controller [21] in charge of receiving offloading
requests and distributing them to the FAPs. The RRH then
notifies the client {2} to offload its task to an available FAP
within its neighborhood. The client then sends its task {3} to
this FAP for processing. On completion, the FAP forwards the
processed task to the client {4}. However, unlike in OF-RAN
where each v-FAP only serves a single client, the FAP in
F-RAN may serve multiple clients at a time.

On the other hand, a client in C-RAN offloads its task
{1} to the associated RRH, which in turn sends it to BBU
pool in the cloud {2} for processing. The RRH receives the
processed task {3} fromBBUpool, and then forwards it to the
client {4}. The wireless access links between RRH, clients,
FAPs, seed nodes, and service nodes are considered to be
using millimeter waves (mmWave), while the wired fronthaul
link between the RRH and BBU pool in the cloud is using an
optical fiber.

B. PATH LOSS MODEL
The path loss model calculates the power loss of a signal as it
travels through space. For thewireless access links in this arti-
cle, the close-in (CI) free-space reference distance model [22]
proposed for 5G systems is used to calculate the path loss.
Compared to other path loss models such as 3GPP’s alpha-
beta-gamma (ABG) model, the CI model offers computation
simplicity yet better accuracy in path loss prediction across a
wide range of frequencies and distances [23].

The path loss PLu,v in decibel (dB) of a link from node u to
node v is given by (1), where f is the signal frequency, d0 is the
close-in free space reference distance in meters, c is the speed
of light in meters per second, α is the path loss exponent, du,v
is the distance between node u and node v in meters, and Xσ
is the shadowing component in dB described by a zero-mean
Gaussian random variable with standard deviation σ .

PLu,v (dB)=20 log10

(
4π fdo
c

)
+10α log10

(
du,v
do

)
+ Xσ (1)

The corresponding received signal power Prxv in decibel-
milliwatts (dBm), and data rate Ru,v in bits per second (bps),
based on the determined path loss, are given by (2), and (3),
respectively, wherePtxu is the transmitted signal power in dBm
of node u, b is the channel bandwidth, and Pnov is the average
noise power in dBm at the receiver node v.

Prxv (dBm) = Ptxu (dBm)− PLu,v (dB) (2)

Ru,v = b log2

(
1+

Prxv
Pnov

)
(3)

IV. ANALYTICAL MODEL
This section presents the analytical model for evaluating the
offloading performance of theOF-RAN, F-RAN, andC-RAN
as illustrated in Fig. 2. In this model, expressions are obtained
for three system level performance metrics, namely total
delay, total energy consumption, and offloading failure.

A. DELAY
In OF-RAN, the total delay DtotalOF incurred while offloading
a task from the client to a v-FAP comprising of one seed
node and N service nodes, is constituted of transmission,
propagation, and processing delays. As shown in (4a), the
transmission delay includes the time for sending a request of
size ∂ from client to RRH, a notification of size ϕ from RRH
to client, a task of size T (or T ′ after processing) between
client and seed node, and N sub-tasks each of size Mn (or
M ′n after processing) between seed node andN service nodes,
where n is the index of a service node and

∑N
n=1Mn = T .

The propagation delay between a transmitting node u and
receiving node v is given by the ratio of their distance du,v and
the speed of light c. The processing delay incurred by a ser-
vice node Sv(n) for a sub-task of sizeMn is given by the ratio
of the number of floating-point operations (FLOPs) required
by the sub-task (depending onMn in bits and task complexity
γ in FLOPs per bit) and the computation capacity CSv of the
service node in FLOPs per second (FLOPS). Without loss
of generality, we assume all service nodes have the same
computation capacity CSv, which can be found using (4b)
where δSv is the service node’s performance in FLOPs per
cycle per core, βSv is the number of cores, and ζSv is the
processor frequency in hertz (or cycles per second).

For a seed node with N or more antennas, it can transmit
all N sub-tasks at the same time using one antenna for each
service node. Thus, all N sub-tasks can be processed in
parallel by the service nodes. Likewise, the seed node can
simultaneously receive the processed sub-tasks from all N
service nodes. Hence, the delay between the seed node and
service nodes, which include the time for transmission, prop-
agation, and processing of allN sub-tasks, is the maximum of
all pair-wise delays between the seed node and each service
node.

DtotalOF =

(
∂

RC,R
+
dC,R
c

)
+

(
ϕ

RR,C
+
dR,C
c

)
+

(
T
RC,S
+
dC,S
c

)
+ max
n=1...N

{(
Mn

RS,Sv(n)
+
dS,Sv(n)

c

)
+
γMn

CSv
+

(
M ′n

RSv(n),S
+
dSv(n),S

c

)}
+

(
T ′

RS,C
+
dS,C
c

)
(4a)

CSv = βSvδSvζSv (4b)

In F-RAN, the total delay DtotalFR incurred while offloading
a task from the client to a FAP is similarly derived as shown
in (5a). The processing delay incurred by a FAP for a task of
size T is simply given by the ratio of the number of FLOPs
required by the task (depending on T and task complexity γ )
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and the computation capacity CF of the FAP in FLOPS. Like
OF-RAN, the CF can be found using (5b) where δF , βF , and
ζF refers to the FAP’s number of FLOPs per cycle per core,
the number of cores, and processor frequency, respectively.

DtotalFR =

(
∂

RC,R
+
dC,R
c

)
+

(
ϕ

RR,C
+
dR,C
c

)
+

(
T

RC,F
+
dC,F
c

)
+
γT
CF
+

(
T ′

RF,C
+
dF,C
c

)
(5a)

CF = βFδFζF (5b)

In C-RAN, the total delay DtotalCR incurred while offloading
a task from the client to BBU is given by (6a), in which the
transmission delay includes not only the time for sending a
task of size T (or T ′ after processing) between the client and
RRH, but also between the RRH and BBU via the optical
fronthaul, where c(op) denotes propagation speed in the opti-
cal fiber. Like F-RAN, the processing delay incurred by a
BBU for a task of size T is given by the ratio of the FLOPs
required by the task (depending on T and task complexity
γ ) and the computation capacity CB of the BBU in FLOPS.
Similarly, the CB can be found using (6b), where δB, βB, and
ζB refers to the BBU’s number of FLOPs per cycle per core,
the number of cores, and processor frequency, respectively.

DtotalCR =

(
T

RC,R
+
dC,R
c

)
+

(
T
RR,B
+
dR,B
c(op)

)
+
γT
CB
+

(
T ′

RB,R
+
dB,R
c(op)

)
+

(
T ′

RR,C
+
dR,C
c

)
(6a)

CB = βBδBζB (6b)

B. ENERGY
In OF-RAN, the total energy E totalOF incurred while offloading
a task from the client to a v-FAP is constituted of commu-
nication energy and processing energy, as shown in (7a).
The communication energy includes the energy for sending
a request of size ∂ from client to RRH, a notification of
size ϕ from RRH to client, a task of size T (or T ′ after
processing) between client and seed node, and N sub-tasks
each of size Mn (or M ′n after processing) between seed node
and N service nodes, where n is the index of a service node
and

∑N
n=1Mn = T .

The processing energy depends on the service node’s
energy efficiency ESv in joules per cycle, the size of each
sub-task Mn in bits, and the OF-RAN computation intensity
ωOF in CPU cycles per bit. The ωOF can be found using (7b)
where γ is the task complexity in FLOPs per bit, δSv is the
service node’s performance in FLOPs per cycle per core, and
βSv is the number of cores.

E totalOF =
∂PtxC
RC,R

+
ϕPtxR
RR,C

+
TPtxC
RC,S

+

∑N

n=1

MnPtxS
RS,Sv(n)

+

∑N

n=1
ωOFMnESv+

∑N

n=1

M ′nP
tx
Sv(n)

RSv(n),S
+
T ′PtxS
RS,C

(7a)

ωOF =
γ

βSvδSv
(7b)

In F-RAN, the total energy E totalFR incurred while offloading
a task from the client to a FAP is similarly derived as shown
in (8a). The processing energy depends on the FAP energy
efficiency EF in joules per cycle, the size of task T in bits,
and the F-RAN computation intensity ωFR in CPU cycles per
bit. Like OF-RAN, the ωFR can be found using (8b) where γ
is the task complexity, δF is the FAP performance in FLOPs
per cycle per core, and βF is the number of cores.

E totalFR =
∂PtxC
RC,R

+
ϕPtxR
RR,C

+
TPtxC
RC,F

+ ωFRTEF +
T ′PtxF
RF,C

(8a)

ωFR =
γ

βFδF
(8b)

In C-RAN, the total energyE totalCR incurred while offloading
a task from the client to BBU is given by (9a), in which
the communication energy includes not only the energy for
sending a task of size T (or T ′ after processing) between the
client and RRH, but also between the RRH and BBU via the
optical fronthaul, where PtxR(op) and P

tx
B(op) denotes the optical

transmit power of RRH, and BBU, respectively. Similarly,
the processing energy depends on the BBU energy efficiency
EB in joules per cycle, the size of task T in bits, and the C-
RAN computation intensity ωCR in CPU cycles per bit given
by (9b).

E totalCR =
TPtxC
RC,R
+
TPtxR(op)
RR,B

+ωCRTEB+
T ′PtxB(op)
RB,R

+
T ′PtxR
RR,C

(9a)

ωCR =
γ

βBδB
(9b)

C. FAILURE
The percentage of offloading failure is another performance
metric evaluated. Two possible factors of failure consid-
ered are: (i) link failure; and (ii) completion time failure.
In OF-RAN, there are wireless links between the client, RRH,
seed node, and service nodes of a v-FAP. A wireless link
from a transmitting node u to a receiving node v (where u
and v can be the client, RRH, seed node, or service node) is
considered to fail when the received power Prxv is below the
receiver sensitivity τv.

Even when all the links are successful, an offloading can
still fail when the total delayDtotalOF incurred to complete a task
is longer than the completion time requirement φ of the task.
Hence, for a given client C , the offloading is deemed to have
failed when either a link or completion time failure occurs,
as shown by the failure conditions given in (10):(

∀v ∈ V ,Prxv < τv
)
∨

(
DtotalOF > φ

)
(10)

where V is the set of receiving nodes for wireless links used
in offloading for C in OF-RAN.
In F-RAN, there are wireless links between the client,

RRH, and FAP. Similarly, the offloading is deemed to have
failed when the failure conditions in (11) are satisfied, where
DtotalFR is the total delay incurred to complete a task for the
client in F-RAN.(

∀v ∈ V ,Prxv < τv
)
∨

(
DtotalFR > φ

)
(11)
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TABLE 1. Notations and Definitions.

In C-RAN, there are not only wireless links between the
client and RRH, but also optical fiber links between the RRH
and BBU. An optical fiber link is considered to fail when
a random probability ψ representing the state of the link is
below an expected failure rateψfail of the link. Consequently,
the offloading failure conditions can be given by (12), where
DtotalCR is the total delay incurred to complete a task for a client
in C-RAN.[(
∀v ∈ V ,Prxv < τv

)
∨
(
ψ < ψfail

)]
∨

(
DtotalCR > φ

)
(12)

Table 1 lists the notations used in the analytical model and
their definitions.

V. SIMULATION ENVIRONMENT
The analytical model developed in Section IV is imple-
mented in MATLAB to evaluate the offloading performance
of all three RAN architectures under varying task complexity
(γ ) and number of clients (η). For the proposed OF-RAN,
the impact of varying number of service nodes (N ) in a v-FAP
is also investigated. Table 2 lists the simulation parameters
and their realistically chosen values based on the real-world
devices or operation settings.

All the wireless links between RRH, clients, FAPs, seed
nodes, and service nodes operate at 38 GHz, which is one
of the 5G mmWave frequencies. Each wireless node pair
communicates over a line-of-sight (LOS) channel with a path

loss exponent slightly higher than 2 (free space path loss
exponent) and a bandwidth of 500MHz. The parameters du,v,
T , Mn, and φ are assigned with random values uniformly
distributed on a range as shown in Table 2. Unless otherwise
specified, the default values of the following parameters are
used: γ = 6250; η = 15, and N = 4. All results are averaged
over 100 simulations and their 95% confidence interval are
shown when the margins of error are more than 5% of the
mean value, as otherwise they are hardly visible in the graphs.

VI. RESULTS AND DISCUSSION
A. EFFECT OF VARYING N IN OF-RAN
Table 3 shows the OF-RAN performance in terms of the
total delay, total energy consumption, and offloading failure
under the effect of varying number of service nodes (N ) in a
v-FAP. The results are obtained for a default η = 15 clients
and task complexity γ = 6250 FLOPs per bit. The total
failures are further broken down into link and completion
time failures. In addition, their 95% confidence interval (CI)
are shown as the calculated margins of error are mostly not
negligible (>5%).

It can be observed that the total delay decreases as N
increases. This is because a larger N splits the service task
into smaller sub-tasks, resulting in each service node to
incur a smaller processing delay. Since all service nodes
are processing in parallel, and the processing delay is more
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TABLE 2. Simulation Parameters.

TABLE 3. Effect of N on the OF-RAN Performance (γ = 6250, η = 15).

dominant than the transmission and propagation delays in the
considered scenario, the total delay for servicing a client is
largely dependent on the maximum processing delay among
the service nodes in a v-FAP. Hence, increasing N decreases
this maximum delay, which in turn decreases the total
delay.

On the other hand, the total energy consumption is found
to be relatively unaffected by N . This is again due to the total
energy being dominated by processing energy over commu-
nication energy. The processing energy is dependent on the
total service task size, i.e. sum of all sub-task sizes, the service
node’s energy efficiency and OF-RAN computation intensity,
which do not change with N . The minute changes in total
energy are attributed to small differences in communication
energy caused by some randomness in the path loss and
consequently data rate of the links between nodes.

However, N has a significant impact on the type of failure
occurrence. As seen in Table 3, increasing N increases the

proportion of link failures, but decreases that of completion
time failures. The reason is that a higher N increases the
number of links, but decreases the total delay that in turn
reduces the number of completion time failure. The total
failure rate is minimized when N = 4, which explains our
choice of setting the default number of service nodes in a
v-FAP to this value.

Since the service nodes are only used in OF-RAN, we do
not evaluate the effect of N on other types of RAN. In the
next two sections, we further evaluate the performance of
OF-RAN under the effect of varying task complexity γ and
number of clients η, and compare it with the performances of
current F-RAN and C-RAN architectures.

B. EFFECT OF VARYING γ

Fig. 3 and Fig. 4 show the total delay, and total energy con-
sumption, respectively, of all three RAN architectures under
varying task complexity (γ ). Results are obtained under a
default number of clients (η = 15) for an average scenario,
and a large number of clients (η = 30) for a stress scenario.
The 95% confidence interval of the results are found to have a
margin of error between 0.2−3.3%, which are hardly visible
and thus omitted in the graphs.

FIGURE 3. Effect of γ on total delay of the RANs.

Expectedly, both delay and energy consumption increase
with γ , as higher-complexity tasks demand more processing
time and energy. In Fig. 3, it can be seen that C-RAN incurs
the least delay in the average case (η = 15), followed by
OF-RAN and F-RAN. However, in the higher-stress case
(η = 30), the OF-RAN outperforms both C-RAN and F-
RAN. This is because the computation capacity available to
each client in C-RANand F-RANdecreaseswith higher η due
to the finite fixed capacity of the BBU, and FAP, respectively.
On the contrary, OF-RAN can expand its computation capac-
ity when needed by establishing more v-FAPs (one for each
new client) subject to the service nodes availability. This illus-
trates the inherent scalability of the OF-RAN architecture.
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Fig. 4 shows that OF-RAN outperforms C-RAN and
F-RAN in total energy consumption for both average and
stress scenarios. This is despite the OF-RAN utilizing more
nodes, i.e. service nodes, which can lead to higher com-
munication energy consumption. The reason is due to OF-
RAN’s much lower consumption of processing energy, which
dominates the total energy consumption. While the BBU
and FAP (processing nodes in C-RAN, and F-RAN, respec-
tively) have higher computation capacity, they are also more
power-hungry and consume more energy per CPU cycle.
On the other hand, being often battery-powered user devices,
OF-RAN’s service nodes are operating with better processing
energy efficiency or less energy in joules per cycle.

FIGURE 4. Effect of γ on total energy consumption of the RANs.

Fig. 5 further shows impact of task complexity on the
offloading failure, which is broken down into link and com-
pletion time failures. The results are shown for the stress
scenario (η = 30) with their 95% confidence interval as
the margins of error are not negligible (>5%). Expectedly,
the failure rate of all RANs increases with task complexity,
caused by an increase in completion time failures due to
longer processing time. At low task complexity (γ = 2500),
C-RAN has the lowest failure rate, followed by OF-RAN and
F-RAN. Both failures in C-RAN and OF-RAN are mainly
due to link failures. However, as task complexity increases
to γ = 7500, OF-RAN begins to outperform as the num-
ber of its completion time failures increases at a slower
rate than C-RAN and F-RAN. This is consistent with the
observation in Fig. 3 where the delay of OF-RAN (pre-
dominantly processing delay) increases at a slower rate than
C-RAN and F-RAN under the stress scenario. This illustrates
once again that OF-RAN is better suited for stress scenarios
with not only high number of clients but also high task
complexity.

C. EFFECT OF VARYING η

In this section, we present a more detailed analysis on
the effect of varying number of clients (η) under average

FIGURE 5. Effect of γ on failure rate of the OF-RAN (O), F-RAN (F) and
C-RAN (C).

FIGURE 6. Effect of η on total delay of the RANs.

and stress scenarios defined by task complexity. Fig. 6 and
Fig. 7 show the total delay, and total energy consumption,
respectively, of all three RAN architectures, as η varies from
1 to 30. Results are obtained under a default task complexity
(γ = 6250) for an average scenario, and high task complex-
ity (γ = 10000) for a stress scenario. The corresponding
95% confidence intervals have a margin of error between
0.15−4.3%, which are again hardly visible and thus omitted
in the graphs.

For low number of clients (η ≤ 10), C-RAN has the lowest
delay in both average and stress scenarios, which is attributed
to its high computation capacity, resulting in much smaller
processing time that dominates the total delay. F-RAN has a
lower initial delay than OF-RAN, but it increases with η at
a rate faster than OF-RAN and C-RAN. OF-RAN starts to
outperform F-RAN at η = 10, and then C-RAN at η = 30,
in both average and stress cases. Moreover, it exhibits a
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FIGURE 7. Effect of η on total energy consumption of the RANs.

FIGURE 8. Effect of η on failure rate of the OF-RAN (O), F-RAN (F) and
C-RAN (C).

relatively flat delay response to η, due to its ability to expand
computation capacity when needed as explained in previous
section. In terms of energy, OF-RAN consistently consumes
the least for all η and in both average and stress cases. On the
other hand, C-RAN consistently consumes the most, mainly
due to its power-hungry BBUs that result in high processing
energy consumption.

Fig. 8 shows the impact of η on the offloading failure. The
results are shown for stress scenario (γ = 10000) with their
95% confidence interval as themargins of error are non-trivial
(>5%). Similar to the delay result, the failure in OF-RAN is
relatively unaffected by η. Moreover, it starts to outperform
F-RAN at η = 10, and then C-RAN at η = 30. On the other
hand, the failure in C-RAN and F-RAN increase with η due
to more completion time failures. This is because a higher η
reduces the computation capacity available to each client in
these RANs, and the impact is greater on F-RAN since FAPs

are not as computationally powerful as BBUs in C-RAN.
Overall, the results show that the OF-RAN is a promising and
scalable architecture.

VII. CONCLUSION
This article analyzes and compares the offloading perfor-
mance of OF-RAN with that of existing C-RAN and F-RAN.
For each RAN, we develop an analytical model to evaluate
its offloading performance in terms of completion delay,
energy consumption, and failure rate. The performances are
evaluated under the effect of varying number of service nodes,
number of clients, and task complexity.

The results show that there exist an optimal number of
service nodes for which the failure rate of OF-RAN is min-
imized. OF-RAN also outperforms C-RAN and F-RAN in
all three performance metrics under high-stress scenarios
where the task complexity and number of clients are high.
This illustrates the scalability of our OF-RAN, which can
co-exist with and complement the C-RAN and F-RAN to
support computation-intensive and delay-sensitive offloading
services.

As future work, we plan to investigate our OF-RAN for
distributed deep learning where the client devices offload
computation-intensive deep learning tasks to the v-FAPs
for time and energy efficient processing. It will be also
interesting to investigate how the use of cognitive radio in
OF-RAN can expand its notion of opportunistic access to
device resources to include opportunistic access to spectrum
resources.
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