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ABSTRACT Cooperation between individuals plays a very important role when swarm robots search
for targets. In this article, we present a novel approach that is based on the distributed particle swarm
optimization (DPSO) algorithm to guide swarm robots to search for targets. Both the communication limit
and the communication energy consumption (CEC) of the robots are considered. In the proposed approach,
robot representatives are selected to represent all of the robots to transfer data to the base stations. The
initial deployment and relocation approaches of the base stations are introduced to shorten the transmission
distance of the data and to improve the search performance. In addition, a dynamic swarm division method
is proposed to efficiently handle cases in which there is more than one target that must be searched for
simultaneously. The effectiveness of the proposed approach is verified by some experiments. Simulation
results have demonstrated that the proposed approach performs well against other comparative algorithms
in various cases.

INDEX TERMS DPSO, communication limit, communication energy consumption, target search.

I. INTRODUCTION
Target search is one of the most important applications of
robot systems. Robots, rather than humans, can search in
unknown and hazardous environments. For example, robots
were used to search for and rescue victims in disaster
areas [1], to locate mines [2], perform fire fighting [3], finish
foraging tasks [4] and search for lost targets in unknown
environments [5]. Robots in a swarm robot system can work
in parallel, which can save time and improve the system’s
robustness against failures of individuals. A swarm network
consists of several individuals who have the same structures
and functional roles. Robots in a swarm network are often
low-cost and have limited abilities of energy storage, sens-
ing, communication and computation. To accomplish tasks,
the cooperation between individuals plays a very important
role and the swarm robots must share information across
the swarm [6]. How to control a swarm of robots to work
effectively is a challenging problem [7].

In recent decades, many studies have shown that intelligent
algorithms are suitable for providing solutions for robotic
cooperations. In [8], the author proposed the biased random
walk (BRW) algorithm to perform a robotic target search. The
disadvantage was that there was no communication between
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the robots [9]. The Glowworm Swarm Optimization (GSO)
algorithm was presented in [10]. The performance of the
GSO algorithm depended on the communication ranges.
However, [10] and [11] have shown that the performance of
the GSO is no better than that of the other algorithms when
tested on different benchmarks. Inspired from the behavior
of honeybees, the bee swarm optimization (BSO) algorithm
was proposed in [12]. The author applied the BSO algorithm
to find the position of an object that emits the strongest
intensity among other objects in the environment. However,
this algorithm was not tested in the context of searching for
targets.

Due to the advantages of having a simple implementation,
fast convergence and a small number of adjustable param-
eters, the particle swarm optimization (PSO) algorithm is
one of the most popular optimization algorithms, and it has
been used in many applications [13]–[23]. PSO was inspired
by the social behavior of bird flocking and fish school-
ing [24]. PSO has played an important role in robotic target
searches [11], [25]–[34]. The study in [33] was one of the
first uses of the PSO in swarm robot searching, although it
only focused on the optimization of the model parameters.
A distributed implementation of the PSO was used to update
the parameters of the robotic search algorithm in [35]. In [36],
the author used a PSO-based algorithm to coordinate a group
of autonomous robots. The results showed that the algorithm
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was effective in two different maps. Based on the extended
PSO-based modeling method, by replacing the social term
with the estimation value of the target position, [37] proposed
a new model that dominated over the extended PSO (EPSO)
when the swarm size was sufficiently large.

In [4], the author proposed a Darwinian PSO algorithm.
To escape from local optima, social inclusion and social
exclusion were introduced in the algorithm. The disadvantage
of the algorithm was that a considerable amount of time was
needed to converge towards the solution. In [9], the author
used a mechanism to avoid the local optima trapping. The
operation of this mechanism was based on the status of
the robot swarm. However, it needed vast amounts of com-
munication between the robots. When the communication
limit existed, communication between the robots could not
always be guaranteed. It was shown that larger communi-
cation ranges resulted in faster convergence time for the
swarm [27].

In [38], to overcome the problem of premature convergence
and reduce the search time, the authors proposed an approach
for robotic target searching. The approach was a combination
of a local search mechanism with a modified PSO algo-
rithm. In [39], the author proposed a new method based on
the PSO algorithm to search for the target in an unknown
environment. It was proved that the algorithm could escape
from the local optima and create an efficient balance between
exploration and exploitation to reach the target faster. In [31],
the author proposed a novel mechanism by combining the
Darwinian principle with an ion-based repulsion mechanism.
The results showed that the proposed approach had a good
performance in terms of both speed and search results. How-
ever, the approaches presented in [4], [9], [31], [38], [39]
needed a central station.

In [29], the author proposed a fully decentralized method
for dynamic target search and tracking. The method com-
bined an adjustable network PSO-based strategy and adap-
tive inter-agent repulsion. By tuning the topological distance
between the agents, tunable exploration-exploitation multi-
agent dynamics were achieved, which led to an effective
performance of the swarm. In [26], each bot was considered
to be one particle in a PSO. It has been shown that using a
PSO to control a bot swarm can lead to successfully finding
the target, even in the presence of obstacles. Each bot made
measurements, updated its position and velocity, and broad-
cast to other bots if it found a global best position. However,
the broadcast process consumed too much energy, and some
broadcasts were redundant. In addition, the broadcasts could
not be guaranteed in the presence of the communication limit.

In [40], the author proposed a novel hybrid algorithm
based on the PSO and FOA for target searching in unknown
environments. Multi-swarm strategy and an escape mecha-
nism were introduced to enhance diversity, avoid premature
convergence and avoid obstacles. The disadvantage was that
the communication limit of the robots was not considered.

In practice, the communication limit of the robots is a
problem that cannot be ignored. To overcome this problem,

a communication aware DPSO (CDPSO) algorithm was pre-
sented in [41]. Although the CDPSO algorithm had some
effect on alleviating the communication limit, its disad-
vantage was that the communication in a CDPSO could
not always be achieved. In [42], the author extended the
Darwinian PSO algorithm [4] by adapting the behavior
of the robots based on a set of context-based evalua-
tion metrics. To improve convergence rate, susceptibility to
obstacles and communication constraints, the metrics were
used as inputs of a fuzzy system to adjust the algorithm’s
parameters.

In [43], considering the restrictions of the limited rel-
ative positioning, local sensing, local communication, and
kinematic limitations, the author presented a constrained
PSO-based collaborative searching method for robotic
swarms. In [44], an approach for swarm robotic target search
in a limited communication environment was proposed. The
approach was based on the robot chains with an elimina-
tion mechanism. Since the robots did not know the food’s
position, the structures were oriented in random directions,
which was inefficient. Considering that energy is vital for
the robots to continue to work, the energy consumption of
the robots should be minimized. In [41], all of the robots
needed to communicate with a server, which led to high CEC.
In [9], substantial amounts of communication between the
robots were needed, which would consume too much energy.
In [31], [42], [43], although the communication limit was
taken into account, the energy consumption of the robots was
not considered.

In fact, sometimes there exists more than one target and
all of the targets must be searched for simultaneously, for
example, searching for victims. Traditional methods for tar-
get search are no longer suitable since most of them have
difficulty in searching for more than one target in a single
run. Thus, a sequential method is always adopted to search
for multiple targets [45], [46]. Some studies in the literature
have discussed the problem of multiple target searches [6],
[47]–[49]. However, most of the literature mentioned above
neglected the limited communication ability and energy con-
sumption of the robots. In [50], the communication limit of
the robots was considered. However, the update approach of
the robots was not very efficient.

Motivated by the above facts, we propose a novel fully
distributed algorithm that is based on the DPSO algorithm to
guide robots to perform target search tasks. Compared with
the existing works, the main contributions of this article can
be summarized as follows: 1) we take the communication
limit of the robots into consideration, which is especially
helpful for the robots in performing a large scale search,
2) we introduce the dynamic selections of robot represen-
tatives to decrease the CEC of the robots, 3) we intro-
duce mobile base stations to strengthen the communications
among the robots and improve the search performance, and
4) we propose a dynamic swarm division method to handle
searching for multiple targets simultaneously to search more
efficiently.
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The remainder of this article is organized as follows:
Section II is the related works. Section III describes the
system model. The proposed approach is presented in detail
in Section IV. The complexity analysis is presented in
Section V. The experimental design and results analysis are
explained in Section VI. Finally, Section VII provides the
conclusion.

II. RELATED WORKS
The DPSO algorithm extended the original PSO
algorithm [24] and has been used to guide robots to perform
target searches in physical environments [25]. In the regular
PSO algorithm, regardless of whether a new update is found
in the global best position, all of the particles must commu-
nicate with each other at each iteration to choose the particle
with the best fitness value as the global best position. How-
ever, in the DPSO algorithm, each particle locally updates
its own position and velocity, and broadcasts the global best
position to the other particles only if it has found a new global
best position. Only the global best updates are broadcast,
which reduces the amount of information transmitted among
the particles and increases the scalability of the algorithm.
In addition, unlike the regular PSO algorithm, the velocity in
the DPSO algorithm has upper and lower bounds to guarantee
safety in a physical environment.

In the DPSO algorithm, the ith particle (pari) is updated
according to the following equations:

V t+1
ij = ωV t

ij + c1 · r1(pbest
t
ij − X

t
ij)+ c2 · r2(gbest

t
j − X

t
ij)

(1)

X t+1ij = X tij + V
t+1
ij (2)

where ω is the inertia weight; i is particle’s index; j ∈
(1, . . . , d) represents the dimension; c1 and c2 are the individ-
ual learning factor and the social learning factor, respectively;
r1 and r2 are random numbers within the range of [0, 1];
pbest ti is the history best position of pari at t; gbest t is the
global best position at t; Vi = [Vi1, . . . ,Vid ] and Xi =
[Xi1, . . . ,Xid ] are the velocity and position vectors of pari,
respectively; and t is the current iteration.
The pseudo code of the DPSO algorithm is shown in

algorithm 1. In algorithm 1, pbest0i is the history best posi-
tion of pari at initial; gbest0 is the global best position at
initial; opt{pbest0i } means the optimal value of the history
best positions of all of the robots; N is the number of the
particles; maxiter denotes the maximal number of iterations;
Vjmax and Vjmin are the upper and lower bounds of the velocity
of the particle in the jth dimension, respectively; Xjmax and
Xjmin are the upper and lower bounds of the position of the
particle in the jth dimension, respectively; and fit is the fitness
function.
Definition 1 (Communication Limit): sensors in a wire-

less sensor network (WSN) communicate with one another
within a certain reception distance. This distance is called the
communication range of a sensor. Due to energy limitations,
the communication range of a sensor will not be very large.

Algorithm 1 DPSO Algorithm
1: for each particle pari do
2: Initialize Vi and Xi for pari
3: Evaluate pari
4: Set pbest0i = Xi
5: end for
6: gbest0 = opt{pbest0i }
7: for t = 1 : maxiter do
8: for i = 1 : N do
9: for j = 1 : d do

10: Update the velocity and position of pari
11: if V t

ij < Vjmin then
12: V t

ij = Vjmin
13: end if
14: if V t

ij > Vjmax then
15: V t

ij = Vjmax
16: end if
17: if X tij < Xjmin then
18: X tij = Xjmin
19: end if
20: if X tij > Xjmax then
21: X tij = Xjmax
22: end if
23: end for
24: Evaluate pari
25: if fit(X ti ) < fit(pbest t−1i ) then
26: pbest ti = X ti
27: end if
28: if fit(pbest ti ) < fit(gbest t−1) then
29: gbest t = pbest ti
30: Broadcasts gbest t to all of the other particles
31: end if
32: end for
33: end for

Generally, the value of the communication range ranges from
10 to 300 meters. In this article, each robot is equipped with
a sensor to detect targets. Thus, the communication limit
considered in this article means that data cannot be transmit-
ted between robots that are outside of their communication
ranges.

Considering the communication limit, some robots that are
not inside of the communication ranges of others cannot send
useful data to other robots. Thus, the value of the global best
position (gbest) in (1) can actually be a locally known best
position (kbest) of the robots. Losing information from some
of the robots that are outside of the communication ranges
of other robots leads to bad search cooperations among the
robots.

The CDPSO algorithm took the communication limit of
the robots into consideration and was proposed to control
the robots in searching for the targets [41]. A communica-
tion term was added to the velocity update equation of each
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particle in the DPSO algorithm:

vi = ωvi +
(
1−min(1,

⌊
tn − tc
ts + θi

⌋
)
)
r1 · (pbesti − xi)

+

(
1−min(1,

⌊
tn − tc
ts + θi

⌋
)
)
r2 · (gbest − xi)

+ min(1,
⌊
tn − tc
ts + θi

⌋
)r3 · (coi − xi) (3)

where ω is the inertia weight; ts is the target number of
maximum time steps before the communication with the
server is restored; θi = Rid · ts/N , Rid ∈ [1,N ] is the
identifier assigned to a robot; tn is the current time step; tc is
the last time step in which successful communication with the
server occurred; r1, r2 and r3 are random numbers within the
range of [0, 1]; vi and xi are the velocity and position of pari,
respectively; pbesti is the history best position of pari; gbest
is the global best position; and coi denotes the best position
of the communication.

When the CDPSO algorithm is used to guide robots to
search for a target, robots attempt to communicate with
a server one after another at certain time points. Experi-
ments have shown that the CDPSO algorithm can make great
progress in the searching performance of a swarm of robots.
However, the disadvantage is that successful communications
cannot always be achieved. Moreover, the CEC of the robots
is not considered.

The DPSO algorithmwas used to control robots to perform
both single target and multiple target simultaneous searches
in [6]. In multiple target simultaneous searches, each robot
was programmed before deployment to find a specific target.
Robots tracked their targets based on the received signal
strength (RSS) from each target. The disadvantage of this
approach is that each robot within a mini-swarm can only
send the best fitness within the mini-swarm to other robots
in the same mini-swarm, and there is no cooperation between
mini-swarms. In addition, the communication limit of the
robots is not accounted for.

Multiple targets were searched in parallel and simultane-
ously by multiswarm robots in [48]. A dynamic allocation
method with a closed-loop based on the response thresh-
old allocation model was proposed. However, the dynamic
adjustment process is too complex. In addition, it does not
consider the problem of the communication limit of the robots
in each subswarm.

A method for swarm robots to simultaneously search for
multiple targets was proposed in [49]. The method was based
on a modified PSO algorithm and an improved group strategy
(IGS). In the first stage, the robots were randomly distributed
in the search region. In the second stage, the robots were
grouped, and each robot group focused on one specific tar-
get. The robots in each group moved according to a con-
striction factor-based particle swarm optimization (CFPSO)
algorithm. The structure of the groups was determined by
searching auxiliary points (SAPs).

The SAPs were selected from the individual historical best
positions with a signal strength larger than a threshold value.
When selecting SAPs, the individual historical best positions
with a signal strength no less than a threshold value were
sorted. When the selection of SAPs was finished, robots that
were relatively close to the same SAP formed a group. How-
ever, the communication limit of the robots was not accounted
for. Thus, the implementation of this method needed a central
unit with a strong communication capability to finish the
sorting and distance computations. In addition, the balance
of the search resource cannot be guaranteed. It is possible
that there are too many robots that are close to the same SAP
and searching for the same target. Moreover, the population
diversity of each group is also not considered, which leads to
falling into a local optimum.

In [50], the author proposed an improved group explosion
strategy (IGES) to perform a multiple target search. The
strategy was inspired by the explosion phenomenon in nature.
In the IGES, the robot swarm was adaptively divided into
several small groups that independently searched for different
targets. The velocity and position update equation of each
robot are expressed as follows:

Vi(t) = Vsi(t)+ ωc · Rp (4)

Xi(t) = Xi(t − 1)+
Vi(t)
‖Vi(t)‖

× 2rt (5)

where Vsi is the velocity update vector obtained based on the
proposed strategies, ωc is a factor defined in detail in [50], Rp
is a unit random vector, rt is the radius of the target, t is the
iteration number, and Vi and Xi are the velocity and position
of the robot, respectively.

The IGES is simple and has great adaptability. The IGES
has the advantages of quick convergence from intragroup
cooperation and searching in parallel from intergroup coop-
eration. In addition, the IGES considers the communication
limit of the robots. However, during the update of the robots,
only the last 10 historical states are taken into consideration,
which could cause some good historical solutions that arose
before to be lost. Moreover, the relative position between the
center of the robot group and the center of themaximal fitness
positions serves as the main guidance for the velocity update
of each robot, which cannot efficiently take advantage of the
individual maximal fitness positions for different targets.

III. SYSTEM MODEL
A. MODEL OF THE SWARM ROBOT NETWORK
A swarm robot network that consists of N robots and Nb base
stations is considered. The following assumptions about the
swarm robot network are made:
• The initial energy is fair for each robot, and the robots
in the swarm robot network are homogeneous. The
communication links between the robots are symmetric.
All of the communications can be achieved in direct
or multihop ways during the whole process, and we
preferentially choose the most energy-saving way [51].
A target that is inside of the sensing range of a robot
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can be detected by the robot itself and the neighbor
robots of that robot through communication. For exam-
ple, as shown in Fig. 1, targets T1 and T2 can be detected
by robot R3 since they are located inside of the sensing
range of robot R3. Targets T1 and T2 can also be detected
by robots R1 and R2, since robots R1 and R2 can com-
municate with robot R3. Target T4 cannot be detected by
robots R1, R2 and R3 since it is not located inside of any
sensing field of those robots.

FIGURE 1. Targets detected by robots and their neighbor robots.

• Each robot can know its position in physical space pre-
cisely and has a data link that is capable of handling all
of the data traffic.

• Each target can continuously radiate a certain signal,
and each robot is equipped with a sensor that can detect
the signals emitted from the targets inside of its sens-
ing range. For a robot Ri, the signal intensity of a
target Ti is [48]

I (TiRi) =


0, d(Ti,Ri) > rs

λP
d(Ti,Ri)2

+ η(), otherwise
(6)

where P denotes the constant signal power from a target;
d(Ti,Ri) is the distance between target Ti and robot
Ri; rs is the sensing range of the sensor equipped on
robot Ri; λ is the gain coefficient; η() denotes a random
disturbance [48], which is a sampling of additive Gaus-
sian noise [27], and the mean value is zero.

• No prior information on the target is given except for the
number of targets.

• Both the robots and base stations are movable.
• It is inconvenient to recharge the battery for the robots.
All of the base stations can be externally powered.

B. MODEL OF CEC FOR A SWARM ROBOT NETWORK
The swarm robot network described above can be seen as
a WSN. For WSNs, the energy dissipated for transmitting a
b-bit packet increases sharply when the transmission distance
increases. The energy dissipation model in [52] is:

ETx =

{
Eelec × b+ Efs × b× d2, d ≤ d0
Eelec × b+ Emp × b× d4, d > d0

(7)

where ETx is the energy needed to maintain the transceiver
circuit operations, Eelec is the energy dissipated to run the

transmitter or receiver circuitry, and d0 =
√

Efs
Emp

. The energy

expenditure in transmitting a b-bit packet is denoted by Efs
in the case of the free space model and Emp for the multipath
fading model [53], and d is the data transmission distance.
Equation (7) indicates that shortening the transmission dis-
tance of the data can save on the CEC greatly.

IV. THE PROPOSED SEARCH APPROACH
The proposed search approach is based on the DPSO algo-
rithm. In the proposed approach, each robot Ri is thought to
be one particle (pari) in the DPSO, and it updates its velocity
and position based on

V t+1
ij = ω(t) · V t

ij + c1 · r1(pbest
t
ij − X

t
ij)

+ c2 · r2(kbest tj − X
t
ij) (8)

X t+1ij = X tij + V
t+1
ij (9)

Vjmin < V t
ij < Vjmax (10)

Xjmin < X tij < Xjmax (11)

where ω(t) is the inertial weight; pbest ti is the history best
position of robot Ri; kbest t is the known best position of
robots at t; c1 is a learning factor that is related to the history
best position; c2 is a learning factor that is related to the
known best position; r1 and r2 are random numbers that
are generated within the range of [0, 1]; and Vi and Xi are,
respectively, the velocity and position vectors of robot Ri;
Vjmax and Vjmin are the upper and lower bounds of the velocity
of a particle in the jth dimension, respectively; Xjmax and Xjmin
are the upper and lower bounds of the position of a particle in
the jth dimension, respectively.

Considering that the main disadvantage of the PSO algo-
rithm and DPSO algorithm is that it is easy to fall into a local
optimum [54], the inertial weight in (8) is designed to be
dynamic to avoid particles being trapped in local optima.

ω(t) = ωmax − (ωmax − ωmin)
t

maxiter
(12)

where ωmax and ωmin are, respectively, the upper bound and
lower bound of ω; and t is the iteration number.

To alleviate the negative influence of the communication
limit of the robots, considering that the communication radius
of a base station is much larger than that of a low cost robot in
a swarm robot network, an appropriate number ofmobile base
stations are introduced to strengthen the communications
among the robots. To decrease the CEC of the robots, some
robot representatives are dynamically selected to represent all
of the robots to send data to the base stations.

There are three important phases in the proposed search
approach: the robot representatives selection phase, the base
stations locating phase and the data transmission phase. In the
robot representatives selection phase, robot representatives
are dynamically selected from the robots. In the base sta-
tions relocation phase, the base stations update their posi-
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TABLE 1. Notations used in the proposed RRS algorithm.

tions to make preparations for later data transmissions while
considering the communication limit and the CEC of the
robots. In the data transmission phase, the selected robot
representatives transfer data to the base stations. The base
stations perform aggregate analysis and then broadcast new
optimal solutions to the robots in their communication ranges
if necessary.

A. ROBOT REPRESENTATIVES SELECTION
Robot representatives are selected from the robots to repre-
sent all of the robots, to transfer data to the base stations.
A robot representative selection algorithm (RRS) is proposed
to dynamically select and update a reasonable set R(t). All
notations used in the proposed RRS algorithm are shown
in Table 1. The energy levels and locations of the robots are
considered when selecting the robot representatives. Robots
with higher residual energy and better locations (smaller
fitness values) are preferred to be selected as robot represen-
tatives. In addition, the more neighbor robots a robot repre-
sentative has, the more representative the robot representative
is. Given Ri ∈ A, the possibility that Ri ∈ R(t) is defined as:

pi(t) =


‖Ni(t)‖Ei(t)

fiti(t)
, if condition 1 is satisfied

91, otherwise
(13)

Ni(t) = {Rj ∈ A | d(Ri,Rj)(t) ≤ rc} (14)

91 =
ω1

fiti(t)
+ ω2 ‖Ni(t)‖ + ω3Ei(t) (15)

where condition 1 is ‖Ni(t)‖Ei(t) 6= 0 ∩ fiti(t) 6= 0;
d(Ri,Rj)(t) is the distance between robot Ri and robot Rj
at t; Ni(t) denotes the set of neighbor robots of robot Ri
at t; ‖Ni(t)‖ denotes the number of the neighbor robots of
robot Ri at t; ω1, ω2 and ω3 are weights that reflect the
effect of the fitness value, the number of neighbor robots
and the residual energy of a robot on the possibility that
Ri ∈ R(t), respectively; and rc is the communication range
of a robot. If fiti(t) = 0, robot Ri will be selected as a robot
representative immediately. The fitness value of the robot is
the most important factor in guiding the target search. Thus,
the value of ω1 should be set larger than those of ω2 and ω3.
Because the energy is important for a robot to continue to
search for the targets, the value of ω3 is set to be larger than
that of ω2.

Given Ri ∈ A, we define an indicator function to denote
whether a robot Ri is a robot representative or not at t .

I ri (t) =

{
1, if Ri ∈ R(t)
0, otherwise

(16)

Given Ri ∈ A \ R(t), we define the indicator function as
follows:

I ci (t) =

{
1, if Ei(t) ≥ Eri(t)
0, otherwise

(17)

I ci (t) = 1 indicates that robot Ri can communicate with its
closest robot representative with an expendable amount of
energy.

Considering that the positions of the robots change accord-
ing to (9), the neighbor robots and fitness values of the robots
change along with the changes in the positions. A robot
representative selected at t could still be a robot representative
or become an ordinary robot at t+1. For Ri ∈ R(t), we define
the possibility (denoted as psri ) that robot Ri will be in R(t+1)
as follows:

The condition 2 is: for ∀Rj ∈ fi(t), I cj (t) = 1.
If condition 2 is satisfied, then

psri =


‖fi(t)‖·

∑
Rj∈fi(t)

Ej(t)

fiti(t)·
∑

Rj∈fi(t)
Erj(t)

, if condition 3 is satisfied

92, otherwise
(18)

92=
ω4

fiti(t)
+ω5

∑
Rj∈fi(t)

(Ej(t)−Erj(t))+ ω6 ‖fi(t)‖ (19)

where condition 3 is ‖fi(t)‖·
∑

Rj∈fi(t) Ej(t) 6= 0∩fiti(t) 6= 0.
ω4, ω5 and ω6 are weights that reflect the effect of the fitness
value, the residual energy of a robot after communicating
with its closest robot representative, and the number of robots
whose closest robot representative is Ri on the possibility that
Ri ∈ R(t + 1), respectively. If fiti(t) = 0, robot Ri will be
selected again as a robot representative at t + 1. The fitness
value of the robot plays the most important role in guiding the
update of the robots. Thus, the value of ω4 is set larger than
those of ω5 and ω6. Because the energy is important for the
robot to continue to work, the value of ω5 is set to be larger
than that of ω6.
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If condition 2 is not satisfied, then

psri =


‖fic(t)‖·

∑
Rj∈fic(t)

Ej(t)

fiti(t)·
∑

Rj∈fic(t)
Erj(t)

, if condition 4 is satisfied

93, otherwise
(20)

93=
ω7

fiti(t)
+ω8

∑
Rj∈fic(t)

(Ej(t)−Erj(t))+ ω9 ‖fic(t)‖ (21)

where condition 4 is ‖fic(t)‖·
∑

Rj∈fic(t) Ej(t) 6= 0∩fiti(t) 6=
0. ω7, ω8 and ω9 are weights. Similar to the design approach
of ω4, ω5 and ω6, the value of ω7 is larger than those of ω8
and ω9, and the value of ω8 is set larger than that of ω9.
Diversity among particles can lead to premature conver-

gence avoidance and help to escape from local optima [55].
Although some robot representatives become ordinary robots
in some iterations, to improve the search efficiency and guar-
antee the diversity of the population, the ordinary robots
with high qualifications can be selected again to act as robot
representatives in the future. Given Ri ∈ A \ R(t), we define
an indicator function as follows:

Iai (t) =


1, if fiti(t) ≤ B ∧ Ei(t)
≥ E0 ∧ Ei(t) ≥ Er ′i (t)

0, otherwise

(22)

B =

∑
Rj∈Ni(t) fitj(t)

‖Ni(t)‖
(23)

E0 =

∑
Rj∈Ni(t) Ej(t)

‖Ni(t)‖
(24)

Iai (t) = 1 indicates that robot Ri can be a candidate for being
a robot representative in the future.

To maintain a sufficient number of robot representatives
to effectively represent all of the robots, we set H (t) as the
lower bound of ‖R(t)‖. ‖R(t)‖ is the number of the robot
representatives selected at t . Obviously, ‖R(t)‖ is dynamic.
To guarantee the diversity of the population in the former
stage and the convergence speed in the latter stage of the
proposed approach, H (t) is designed to be dynamic and is
expressed as

H (t) = Hmax −
t(Hmax − Hmin)

maxiter
(25)

where Hmax and Hmin are the upper and lower bounds of
H (t), respectively. The value ofHmax is related to the number
and density of the robots. If the robots are too concentrated,
the value of Hmax should be small. Too many robot repre-
sentatives that are very close to each other lead to redundant
information, and increase the number of data transmissions.
Generally, the value of Hmax is set to be four-fifths of the
number of robots, and the value of Hmin is set to be one-fifths
of the number of robots.

In the first iteration of the proposed RRS algorithm,
the robot representatives are selected from the robots that

satisfy condition 1. The robots that have the maximal possi-
bilities in (13) among their neighbor robots are selected as the
robot representatives. Then, the selected robot representatives
are assumed to be eliminated temporarily. After this first
selection, new robot representatives are repeatedly selected
from the remaining robots through the same method used in
the first selection. When the number of robot representatives
is sufficient, the selection of robot representatives is finished.
If the number of robot representatives is not sufficient and
does not increase in ε successive selections, new robot repre-
sentatives will be selected from the robots that do not satisfy
condition 1. The robots that have the maximal possibilities
in (13) among their neighbor robots are selected as the robot
representatives.

In later iterations, the robot representatives are preferen-
tially selected from the robot representatives selected in the
former iterations. In this way, the robot representatives can
maintain better connections with the base stations to perform
further data transmissions when considering the relocation
manner of the base stations proposed below. Equations (18)
and (20) are used to determine whether a robot Ri ∈ R(t)
can be a robot in R(t + 1). The robot representatives are
first selected from the robots that satisfy condition 3 or
condition 4. Then, the selected robot representatives are
assumed to be eliminated temporarily. After this first selec-
tion, new robot representatives are repeatedly selected from
the remaining robots through the same method used in the
first selection. When the number of robot representatives
is not smaller than three-quarters of H (t), new robot rep-
resentatives will be selected from the robots that were not
selected as robot representatives in the last iteration. If the
number of robot representatives is smaller than three-quarters
ofH (t) and does not increase in ε successive selections, robot
representatives will be selected from the robots that do not
satisfy condition 3 or condition 4.

If the number of robot representatives is not sufficient, then
equation (22) is used to decide whether Ri ∈ A \ R(t) can
be a robot Ri ∈ R(t + 1) to increase the number of robot
representatives and improve the population diversity at the
same time. Pseudocode of the RRS algorithm is shown in
algorithm 2 and algorithm 3. Algorithm 2 is called part 1 of
the RRS algorithm and describes the selection approach in the
first iteration. Algorithm 3 is called part 2 of the RRS algo-
rithm and describes the selection approach in later iterations.
In algorithms 2 and 3, condition 5 is that the number of robot
representatives does not increase in ε successive selections.
The value of ε is set to be 30.

B. INITIAL DEPLOYMENT OF BASE STATIONS
The initial deployment of base stations affects the CEC of
the robots greatly since it determines the data transmission
distances between the robot representatives and base sta-
tions. In addition, the larger the number of the base stations,
the wider the transmission of the data due to the large com-
munication ranges of the base stations compared with robots,
which can alleviate the communication limit. However, too
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Algorithm 2 RRS Algorithm (Part 1)
1: Initialize robots, maxiter, Hmin and Hmax
2: for t = 1 do
3: for i = 1 : N do
4: Evaluate fiti(t),‖Ni(t)‖ and Ei(t).
5: if condition 1 is satisfied then
6: if Rm = argmaxRj∈Ni(t) pj(t) then
7: Rm ∈ R(t)
8: I rm(t) = 1
9: else

10: Rm ∈ A \ R(t)
11: I rm(t) = 0
12: end if
13: end if
14: end for
15: Temporarily eliminate the robot representatives

selected
16: Execute lines 3-14 for the remaining robots based

on (13)
17: if ‖R(t)‖ ≥ H (t) then
18: Go to line 34
19: else
20: if condition 5 is satisfied then
21: for i = 1 : N do
22: if condition 1 is not satisfied then
23: Execute lines 6-12 based on (13)
24: end if
25: end for
26: if ‖R(t)‖ < H (t) then
27: Temporarily eliminate the robot represen-

tatives selected
28: Execute lines 21-25 for the remaining

robots
29: end if
30: else
31: Go to line 15
32: end if
33: end if
34: end for

many base stations will have no obvious improvement and
lead to a high cost.

We see the initial deployment of the base stations as
a constrained optimization problem and propose a novel
method to deploy the base stations based on the harmony
search (HS) algorithm [52]. The constraint can be mathemat-
ically expressed as

d(BSi,BSj) ≥ 1.5 · rbc (26)

where d(BSi,BSj) is the distance between the base station BSi
and base station BSj, and rbc is the communication range of a
base station. We make this constraint to reduce the overlaps
of the base stations. The related parameters are the following:
• Harmony memory size (HMS) (number of solution vec-
tors in harmony memory (HM)).

Algorithm 3 RRS Algorithm (Part 2)
1: for t = 2 : maxiter do
2: for i = 1 : N do
3: if Ri ∈ R(t − 1) then
4: if condition 2 is satisfied then
5: if condition 3 is satisfied then
6: if Rm = argmaxRj∈Ni(t) psrj (t) then
7: Rm ∈ R(t)
8: I rm(t) = 1
9: else
10: Rm ∈ A \ R(t)
11: I rm(t) = 0
12: end if
13: end if
14: else
15: if condition 4 is satisfied then
16: Execute lines 6-12 based on (20)
17: end if
18: end if
19: end if
20: end for
21: Temporarily eliminate the robot representatives

selected
22: Execute lines 2-20 for the remaining robots
23: if ‖R(t)‖ ≥ 3/4 ∗ H (t) then
24: Go to line 48
25: else
26: if condition 5 is satisfied then
27: for i = 1 : N do
28: if Ri ∈ R(t − 1) then
29: if condition 2 is satisfied then
30: if condition 3 is not satisfied then
31: Execute lines 6-12 based

on (18)
32: end if
33: else
34: if condition 4 is not satisfied then
35: Execute lines 6-12 based

on (20)
36: end if
37: end if
38: end if
39: end for
40: if ‖R(t)‖ < 3/4 ∗ H (t) then
41: Temporarily eliminate the robot represen-

tatives selected
42: Execute lines 27-39 for the remaining

robots
43: end if
44: else
45: Go to line 21
46: end if
47: end if
48: for i = 1 : N do
49: if Ri ∈ A \ R(t − 1) then
50: if Iai (t) = 1 then
51: Ri ∈ Rc(t)
52: end if
53: end if
54: end for
55: if ‖R(t)‖ < H (t) then
56: Add robots in Rc(t) to R(t)
57: end if
58: end for
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• Harmony memory considering rate (HMCR) (the proba-
bility of choosing new harmony memory vector (HMV)
decision variables from solution vectors stored in HM).

• Pitch adjusting rate (PAR) (the probability of adjusting
the newly generated HMV decision variables that are
selected from HM).

• Maximal number of improvisations
The initial deployment method is explained in the following
four steps:

Step 1. Initialization of HM
In the HS algorithm, the set of solution vectors is stored

in HM. The HMV here is the positions of the base stations.
The aim is to determine a reasonable number of base stations
for the swarm robot network, and thus, each HMV should be
encoded a variable number of base stations. The length of an
HMV is expressed as

Nb = r · (Nbmax − Nbmin )+ Nbmin (27)

where r is a random number within the range of [0, 1]; and
Nbmax and Nbmin are, respectively, the upper and lower bounds
of Nb. The value of the lower bound is set to 2. The value
of the upper bound is the same as the number of the robot
representatives. EachHMV is evaluated in terms of a function
defined as

f1 = ω10 ·
∑

BSi∈CB

∑
Rj∈NBSi (t)

I rj (t)− ω11 · Nb (28)

where ω10 and ω11 are the weights; CB denotes the set of
all base stations that can communicate with each other; and
NBSi (t) is the set of neighbor robots of base station BSi at t .
Here, (28) is used to help find the positions of the base stations
that can communicate with more robot representatives and to
try to decrease the number of base stations and save on the
cost.

Step 2. Improvise a new harmony
The improvisation of a new solution vector (a′ =

(a′1, a
′

2, . . . , a
′
Nbmax

)) is based on three main factors: memory
consideration, random consideration and pitch adjustment.
Each new HMV a′ inherits the values of its decision variables
from the best HMV (abest ) stored in the HMwith a probability
of HMCR.

anewi ←

{
anewi ∈ abesti , w.p.HMCR
anewi ∈ <, w.p.(1-HMCR)

(29)

where < denotes the set of decision variables inside of the
search region.

The pitch adjustment is used to improve the new solution
vector by slightly modifying the values that are selected
from HM. These decision variables are pitch adjusted with
a probability of PAR. If a generated random number is
within PAR, then the new decision variable (base station)
will be adjusted by replacing the candidate base station
with its nearest robot representative based on the Euclidean
distance. Otherwise, the new decision variable will not
change.

Step 3. Update the HM
The new vector is compared with the least effective

HM solution in terms of (28). If it is larger, the new vector
will be included in the HM, and the least effective harmony
will be excluded.

Step 4. Check the stopping criterion
Steps 2 and 3 repeat until the maximal number of improvi-

sations is reached. Once reached, the best HMV is selected.
Considering that there are some isolated robot representa-

tives or robot representative sparse regions, we deploy some
base stations that move randomly in the search region to cover
more robot representatives. The number of such base stations
is in proportion to the size of the search region.

C. RELOCATION OF BASE STATIONS
A relocation approach for the base stations is proposed to
reduce the data transmission distance and improve the search
accuracy. For each base station, the most valuable robot
representative (with the minimal fitness function value and
sufficiently high residual energy) in its communication range
is selected to guide its relocation. The distance between the
robot representative and the base station should be as short
as possible to decrease the CEC of the robots. The selection
criterion of such robot representatives is the following:

RRs(Rj) = arg max
Rj∈Nbi

{
Ej

fitj · d(RRj,BSi)

}
(30)

whereNbi denotes the set of all robot representatives inside of
the communication range of base station BSi, and d(RRj,BSi)
is the distance between robot representative RRj and base
station BSi. The updates of the velocity and position of base
station BSi are mathematically expressed as

V t+1
bij = ω · V

t
bij + c3 · r3 · (X

t
rij − X

t
bij )+ c4

· r4 · (
ˆX t+1rij − X

t
bij ) (31)

X t+1bij = X tbij + V
t+1
bij (32)

where c3 and c4 are learning factors; r3 and r4 are random
numbers within the range of [0, 1]; X tri is the position of the
robot representative, which is selected to guide the relocation

of base station BSi;
ˆX t+1ri is the estimated position of the robot

representative at t + 1; and Vbi and Xbi are, respectively,
the velocity and position of base station BSi.
There are three terms that affect the velocity update of

a base station. The first term is the inertial velocity of the
base station itself. The second term is based on the position
of the most valuable robot representative that is inside of
the communication range of a base station. In this manner,
the base station can move toward the most valuable robot
representative that is inside of its communication range to
shorten the data transmission distance, and thus decrease the
CEC of the robots. The third term is a predictive term. The
positions of the robot representatives in the next iteration can
be forecasted through (8) and (9), and the only difference is
that kbest t is substituted by kbest t−1. In this way, each base
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station can dynamically keep a relatively stable connection
with the most valuable robot representative that is inside of
its communication range. This relocation approach for the
base stations can substantially alleviate the problem of the
communication limit.

The aim of the relocation of the base stations is to reduce
the data transmission distances. Here, the data transmission
distance is the distance between the base station and the most
valuable robot representative. To guarantee that the approach
is feasible in real-time tasks, the velocities of the base stations
are initially set to be much larger than those of the robots.
The base station can reach its target update location very
quickly. In addition, in later iterations of the RRS algo-
rithm, robot representatives are preferentially selected from
the robot representatives selected in the former iterations. The
robot representatives selected in the previous iteration have
large possibilities to be selected as the robot representatives
in the next iteration. Considering the relocation approach
of the base stations, the current and next iteration positions
of the most valuable robot representative are used to guide
the relocation of the base station, which can dynamically
maintain a good connection between the robot representative
and the base station.

Instead of having all robots transmit data to base stations,
only the most valuable robot representatives must transmit
data to the base stations. The sum of the distances of the data
transmissions between the robots and base stations can be
significantly decreased.

D. DATA TRANSMISSION
In this phase, the base stations receive data from the robot
representatives, and then, they aggregate and analyze the
data to determine whether the known best position updates.
Afterward, if the known best position updates, the base sta-
tions broadcast the new known best position to all of the
robots that are inside of the communication ranges of the base
stations. The data transmission process is illustrated by Fig. 2.
In Fig. 2, the circles represent the robots, the triangles repre-
sent the robot representatives, the squares represent the base
stations, and the arrows indicate the data flow.

FIGURE 2. Data transmission in a swarm robot network.

The proposed target search algorithm is shown in
algorithm 4. In algorithm 4, opt{pbest ti }c means the optimal
value of the history best positions of all of the robots that can
communicate with each other.

Algorithm 4 The Proposed Target Search Algorithm
1: for each robot Ri do
2: Initialize Vi,Xi
3: Evaluate Ri
4: Set pbest0i = Xi
5: end for
6: kbest0 = opt{pbest0i }c
7: for t = 1 : maxiter do
8: for i = 1 : N do
9: for j = 1 : d do

10: Update the velocity and position of Ri based
on (8) and (9)

11: if V t
ij < Vjmin then

12: V t
ij = Vjmin

13: end if
14: if V t

ij > Vjmax then
15: V t

ij = Vjmax
16: end if
17: if X tij < Xjmin then
18: X tij = Xjmin
19: end if
20: if X tij > Xjmax then
21: X tij = Xjmax
22: end if
23: end for
24: Evaluate Ri
25: if fit(X ti ) < fit(pbest t−1i ) then
26: pbest ti = X ti
27: end if
28: end for
29: Select robot representatives using the RRS algorithm
30: if t < 2 then
31: Deploy base stations
32: elseBase stations relocate based on (31) and (32)
33: end if
34: for k = 1 : Nb do
35: Select the most valuable robot representative

inside of the communication range of base station BSk
36: The selected robot representative transfers data to

base station BSk
37: Base station BSk does data aggregation
38: if kbest updates then
39: Base station BSk broadcasts new known best

position to the robots that are inside of its communication
range

40: end if
41: end for
42: kbest t = opt{pbest ti }c
43: end for

E. HANDLE MULTIPLE TARGETS IN A SIMULTANEOUS
SEARCH
To effectively handle multiple targets in a simultaneous
search, the robot swarm is dynamically divided into several
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subswarms, and each subswarm searches for a specific target
independently. The probability that robot Ri can respond to
target Tj is

p(TjRi) =
I (TjRi)2∑nd

k ′=1 I (Tk ′Ri)
2

(33)

where I (TjRi) is the signal strength of target Tj as detected
by robot Ri, and nd denotes the number of targets detected
by robot Ri [48]. A response threshold prt is usually used to
decide which target to search for by each robot. However, too
many robots could be divided into the same subswarm and
search for the same target, while few robots try to search for
other targets.

A scheme is proposed to balance the number of robots
searching for different targets. In this scheme, first, robots
are divided into several subswarms based on the response
threshold prt . Specifically, if p(TjRi) ≥ prt , then robot Ri
is divided into the subswarm sj that searches for target Tj.
Second, if the number of robots in a subswarm si is large
than N

Nt
(Nt is the number of targets), then robots who have

higher response probabilities to target Tk among their neigh-
bor robots in subswarm si are added to subswarm sk .

To maintain the diversity of each subswarm and avoid local
optima, a quality similarity degree (QSD) is defined as

QSDi(t) =
‖Nsi(t)‖2

‖Nsi(t)‖fit(X ti )−
∑

Rj∈Nsi(t) fit(X
t
j )

(34)

Nsi(t) = {Rj∈κsk | d(Ri,Rj)(t)≤2rc for all j 6= i} (35)

where κsk denotes all of the robots in subswarm sk . Robots
who have sufficient response probabilities to a target and
low quality similarity degrees should be divided into the
same subswarm. Since the positions of the robots change,
the response probabilities of the robots change. A dynamic
division of the robot swarms can improve the search effi-
ciency. The dynamic swarm division approach is shown in
algorithm 5.

In algorithm 5, u = argmaxR′i∈Ni1(t)∩κsj f2(Ti2R
′
i); and

f2(TjRi) = ω12 · p(TjRi) − ω13 · QSDi(t). The value of ω13
in later iterations must be set to be small to guarantee good
convergence.

Considering that there can exist more than one most valu-
able robot representative (for different targets) in the commu-
nication range of a base station, the update of base station BSi
is based on the following:

V t+1
bij = ω · V

t
bij + c5 · r5 · (X̄

t
rij − X

t
bij )

+ c6 · r6 · (
ˆ̄

X t+1rij − X
t
bij ) (36)

X t+1bij = X tbij + V
t+1
bij (37)

Nri(t) = {RRj′ ∈ RM (t) | d(BSi,RRj′ ) ≤ rc + rbc} (38)

X̄ trij =

∑
k∈Nri(t) X

t
rkj

‖Nri(t)‖
(39)

where c5 and c6 are learning factors; r5 and r6 are ran-
dom numbers within the range of [0, 1]; Vbi and Xbi are,

Algorithm 5 Dynamic Swarm Division
1: for t = 1 : maxiter do
2: for each target Tj do
3: for each robot Ri do
4: Compute p(TjRi) based on (33)
5: if p(TjRi) > prt then
6: Ri ∈ κsj
7: end if
8: end for
9: if

∥∥κsj∥∥ ≥ N
Nt

then
10: for each robot Ri1 ∈ κsj do
11: for i2 = 1 : Nt do
12: for i3 ∈ Ni1(t) ∩ κsj do
13: Compute p(Ti2Ri3)
14: Compute QSDi3(t) through (34)
15: end for
16: if

∥∥κs(i2)∥∥ < N
Nt

then
17: Add robot Ru to κs(i2)
18: end if
19: end for
20: end for
21: end if
22: end for
23: end for

respectively, the velocity and position of base station BSi;
RM (t) denotes the set of most valuable robot representatives;

and
ˆ̄

X t+1rij is the estimated value of ¯X t+1rij in the next generation.
It is worth noting that in each iteration, once the swarm

division is finished, each subswarm will search for a specific
target independently. During the data transmission phase,
each base station broadcasts the new known best position
for target Ti (denoted as kbesti, i = 1, . . . ,Nt ) to all of the
robots who are searching for Ti and are located inside of
the communication range of the base station. The broadcast
happens only when the base station has found a new update
for the known best position. For example, R1, R2 and R6 com-
pose a subswarm searching for T1. R3, R4 and R5 compose a
subswarm searching for T2. R2, R4, R5 and R6 are inside of
the communication range of the base station BS2. If BS2 has
found a new update of kbest1, then BS2 broadcasts the new
kbest1 to R2 and R6. If BS2 has found a new update of kbest2,
then BS2 broadcasts the new kbest2 to R4 and R5.
Fig. 3 presents the flowchart of the whole procedure.

V. COMPLEXITY ANALYSIS
In the proposed target search algorithm, at the beginning of
the first iteration, each robot sends a data transmission to its
neighbor robots to select the robot representatives. The data
contains information about the position, fitness and residual
energy of the robot. At the beginning of the later iterations,
each robot also sends a data transmission to its neighbor
robots to select the robot representatives. This time, the data
contains information about the position, fitness, ID of its
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FIGURE 3. Flowchart of the proposed approach.

closest robot representative, the residual energy of the robot
and the required energy when the robot communicates to its
closest robot representative. As a result, there are N data
in the network at the beginning of the iterations. After the
selection of robot representatives, each robot representative
introduces itself to its neighbor robots by broadcasting a data
transmission, which contains the robot representative’s ID
and its position. During the deployment (at the first iteration)
and the relocations (at later iterations) of the base stations,
each base station broadcasts a data transmission that contains
its position and base station ID. At the data transmission
phase, the robot representatives that are selected to guide
the relocations of the base stations send data to the base
stations. Finally, if there is an update in the known best
position, the base stations will broadcast data that contains

the updated known best position to the robots inside of their
communication ranges. If we assume that there are Nnb base
stations that are finding updates of the known best position,
the number of robot representatives and base stations are,
respectively, denoted as Nr and Nb. Then, the total number of
control data instances in the network is N +Nr + 2Nb+Nnb.
Therefore, the overall complexity of the control data in the
network is O(n).

During the selection of robot representatives, the distances
between all of the robots are computed to find all of the
neighbor robots of each robot. Thus, the time of the distance
computation is C2

N . During the deployment of the base sta-
tions, first, the distances between all of the base stations are
computed to find all of the base stations that can communicate
with each other. Second, the distances between each base
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station and all of the robots are computed to find all of the
neighbor robots of the base station. The time of the distance
computation is C2

Nb + Nb ∗ N . During the relocations of the
base stations, the distances between each base station and
all of the robot representatives are computed to find all of
the robot representatives inside of the communication range
of the base station. The time of the distance computation is
Nb∗Nr . Therefore, the total time for the distance computation
is C2

N +C
2
Nb +Nb ∗N at the first iteration and C2

N +Nb ∗Nr
at later iterations. The time complexity is O(n2).

VI. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL DESIGN
To verify the effectiveness of the proposed algorithm, we con-
duct a series of simulation experiments using MATLAB. The
proposed algorithm is compared with the original PSO algo-
rithm, the DPSO algorithm, the CDPSO algorithm, the algo-
rithm (PDPSO) presented in [6], the IGES algorithm [50] and
the IGS algorithm [49]. We assume that no obstacles exist.
To guarantee the comparison accuracy, average values are
taken from 30 simulation runs.

We consider the following: if the communication ranges of
the sensors are at least twice as large as their sensing ranges,
then the connectivity can be better obtained [56]. In addition,
the value of the communication range usually ranges from
10 to 300 meters, as referred to in the definition of the
communication limit. Thus, we set rc = 11m and rs = 5m.
The ωmax and ωmin in (12) are always set to 0.9 and 0.4.
The radio energy parameter values used are the referenced
parameters in [57]. Other experiment parameters are obtained
through a large number of experiments. The parameter setting
is shown in Table 2.

TABLE 2. Parameter setting.

Different experimental cases are considered to validate the
effectiveness and robustness of the proposed algorithm, and
these cases are shown in Table 3. Experimental cases 1−4
are designed to test the performance of the proposed algo-
rithm in a single target search. In experimental case 1, the size
of the search region is 300 m ∗ 300 m, the number of
robots is 6, and the maximal number of iterations is 50.
In experimental case 2, the only difference from experimental
case 1 is that the number of robots is 30. In experimental
cases 3 and 4, the size of the search region is 700 m ∗ 700 m,

TABLE 3. Different experimental cases.

and the number of robots is 10. The only difference between
experimental cases 3 and 4 is in the maximal number of
iterations. Experimental cases 5−8 are designed to test the
performance of the proposed algorithm in performing a mul-
tiple target simultaneous search. In experimental case 5,
the size of the search region is 300 m ∗ 300 m, the number
of robots is 50, the maximal number of iterations is 200, and
the number of targets is 3. In experimental case 6, the size
of the search region is 300 m ∗ 300 m, the number of robots
is 60, the maximal number of iterations is 100, and the
number of targets is 5. In experimental cases 7 and 8, the size
of the search region is 300 m ∗ 300 m, the number of robots
is 60, and the number of targets is 10. The only difference
between experimental cases 7 and 8 is in the maximal number
of iterations.

These experimental cases vary in the size of the search
region, the number of robots, the maximal number of itera-
tions or the type of search tasks (single target or multiple tar-
get simultaneous search). Thus, they comprehensively reflect
the search scenarios of swarm robots.

The positions of the robots and targets are initialized ran-
domly. The test environments are shown in Figs. 4-9. The
small green circles represent robots, and the centers represent
the positions of the robots. The red asterisks represent the
targets.

FIGURE 4. Test environment in experimental case 1.

Search error is defined as the distance between the returned
optimal position and the position of the target searched.

e =
√
(XT − XOP)2 + (YT − YOP)2 (40)
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FIGURE 5. Test environment in experimental case 2.

FIGURE 6. Test environment in experimental cases 3 and 4.

FIGURE 7. Test environment in experimental case 5.

where (XT ,YT ) is the position of the target, and (XOP,YOP)
is the returned optimal position.
Mean search error is defined as follows:

ē =
e1 + · · · + eNt

Nt
(41)

where ē is the mean search error, and ei is the search error for
target Ti.

FIGURE 8. Test environment in experimental case 6.

FIGURE 9. Test environment in experimental cases 7 and 8.

B. EXPERIMENTAL RESULTS
Since mobile base stations are introduced in our proposed
target search algorithm, we denote this algorithm as the
mobile base station-based distributed particle swarm opti-
mization (MBDPSO) algorithm in the comparison results.
Figs. 10-13 show a comparison of the search error
(fitness) when using the PSO algorithm, DPSO algorithm,
CDPSO algorithm and MBDPSO algorithm in experimental
cases 1 − 4, respectively.
In Figs. 10-13, the blue lines represent the search error

when the robots are guided by the PSO algorithm to per-
form a single target search. Clearly, the performance of the
PSO algorithm is the best among the four algorithms. In the
implementation of the PSO algorithm, all of the robots are
assumed to be able to communicate with each other, and thus,
the global best position of the robots can be known by each
robot precisely and in a timely manner. Accurate knowledge
of the global best position can better guide the robots to search
for the target. However, the communication limit is not a
negligible factor in practice, and not all of the robots can
always communicate with each other.

The performance of the MBDPSO algorithm is second
only to that of the PSO algorithm. As shown in Fig. 11,
the search error represented by the black line can converge
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FIGURE 10. Performance comparison of the four algorithms in
experimental case 1.

FIGURE 11. Performance comparison of the four algorithms in
experimental case 2.

FIGURE 12. Performance comparison of the four algorithms in
experimental case 3.

to zero when the number of robots and the number of iter-
ations are large enough. In contrast to the PSO algorithm,
the proposed MBDPSO algorithm takes the communication
limit of the robots into account. In the MBDPSO algorithm,
the global best position is replaced by a known best posi-
tion of the robots in the velocity update equation of each
robot. An appropriate number of base stations are introduced
to strengthen the communications among the robots, which
makes the known best position of the robots more approxi-
mate to the global best position.

FIGURE 13. Performance comparison of the four algorithms in
experimental case 4.

The performance of the CDPSO algorithm is no better than
that of the MBDPSO algorithm. This is because although a
communication term is added to the velocity update equation
of each robot, it cannot be guaranteed for a specific robot
to be able to communicate with the server when the time
condition is satisfied. Thus, the global best position cannot
be well known by all of the robots.

The search error represented by the green lines is ulti-
mately the highest in cases 1 − 4. This is because the DPSO
algorithm does not take any action to alleviate the effect of
the communication limit. Global best position updates that
are not timely lead to inaccurate search results.

Table 4 illustrates the search errors when using the
PSO algorithm, DPSO algorithm, CDPSO algorithm and
MBDPSO algorithm to perform a single target search when
the number of robots changes. The search errors are obtained
under the circumstance that the size of the search region is
300 m ∗ 300 m and the maximal number of iterations is 80.
The units of all of the search errors in the table are in meters.

TABLE 4. Search errors when using different algorithms as the number of
the robots changes.

As seen from Table 4, with an increase in the number of
robots, the search errors when using the DPSO algorithm and
CDPSO algorithm decrease. The reason is that as the number
of robots increases, more robots can participate in the com-
munications. Thus, the information of the global best position
can be transmitted among more robots, which leads to better
position updates of the robots and a smaller search error. The
performance of the CDPSO algorithm is better than that of
the DPSO algorithm because the CDPSO algorithm considers
the communication limit of the robots and tries to strengthen
the communications among the robots by adding a commu-
nication term in the velocity update equation of each robot.
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Although the search error when using the PSO algorithm is
the smallest, the implementation of the PSO algorithm is not
realistic considering the communication limit. Table 4 shows
that the search error when using the proposed MBDPSO
algorithm is the second smallest. Under the circumstance
that the communication limit exists, the MBDPSO algorithm
can exhibit a satisfactory search performance, although the
number of robots is not very large, which can save on the
cost.

Figs. 14-17 depict part of the position evolutionary pro-
cess of the robot swarm when using the proposed MBDPSO
algorithm to perform a single target search. The size of the
search region is 700m ∗ 700m, and the number of robots is
ten. In Figs. 14-17, the robots update their positions gradually.
It can be seen that along with the increase in the number of
iterations, the target can be successfully found by the robots
in the end.

FIGURE 14. Positions of the robots and the target at initial when using
the MBDPSO algorithm to perform a single target search.

Under the circumstances that the test environment is the
same as that in Fig. 14, Fig. 18 shows the positions of the
robots and the target at t = 45 when the PSO algorithm is
used to perform a single target search. Fig. 19 shows the posi-
tions of the robots and the target at t = 90 when the CDPSO
algorithm is used to perform a single target search. As shown
in Fig. 16 and Fig. 18, when the number of iterations is
the same, the optimal position of the robots in Fig. 18 is
nearer to the target than that in Fig. 16. This is because in the
implementation of the PSO algorithm, the global best position
can be transmitted to all of the robots since it is assumed
that no communication limit exists. In Fig. 19, the search
error decreases slightly. The reason is that there are a few
communications that are successfully established between
the robots and the server. Thus, the transmission of the global
best position of the robots among the robots can be slightly
improved. When the number of iterations is not sufficiently
large, the main dependence on the guidance of the historical
best positions of the robots has no obvious effect on reducing
the search error.

Fig. 20 shows the comparison result of the CEC of the
robots when using static base stations, base stations that

FIGURE 15. Positions of the robots and the target at t=10 when using the
MBDPSO algorithm to perform a single target search.

FIGURE 16. Positions of the robots and the target at t=45 when using the
MBDPSO algorithm to perform a single target search.

FIGURE 17. Positions of the robots and the target at t=105 when using
the MBDPSO algorithm to perform a single target search.

move randomly in the search region and base stations that
relocate according to the proposed approach in this article.
This comparison result is obtained in experimental case 4.
The time span from start to when the iteration is 15% of
the value of the maximal number of iterations is denoted as
stage 1. The time when the iteration is half of the value of the
maximal number of iterations is denoted as stage 2. The time
when the maximal iteration arrives is denoted as stage 3.
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FIGURE 18. Positions of the robots and the target at t=45 when using the
PSO algorithm to perform a single target search.

FIGURE 19. Positions of the robots and the target at t=90 when using the
CDPSO algorithm to perform a single target search.

When static base stations are used, the only difference
from the proposed MBDPSO algorithm is that an appropriate
number of base stations are initially deployed in the search
region and the base stations remain stationary after that.
When base stations that move randomly in the search region
are used, the only difference from the MBDPSO algorithm
is that the relocation approach of the base stations is ran-
dom. As seen from Fig. 20, compared with the other two
approaches, the proposed approach can save on the CEC of
the robots greatly.

During the relocations of the base stations in the proposed
MBDPSO algorithm, each base station can move toward the
most valuable robot representative that is inside of its com-
munication range to shorten the data transmission distance.
Considering (7), shortening the data transmission distance
can help to decrease the CEC. However, base stations that
move randomly in the search region provide no obvious
help in decreasing the distance between the robot represen-
tative and the base station, which leads to more CEC than
that of the proposed MBDPSO algorithm. For the approach
that uses static base stations, the data transmission distance
between the robot representative and the base station depends
only on the position of the robot representative. If the robot

FIGURE 20. Comparison of the approaches using base stations different
in relocating approaches.

representative is far away from the base station, the CEC of
the robots will be large.

Figs. 21-24 describe the search error of each tar-
get by using the MBDPSO algorithm in experimental
cases 5 − 8, respectively. In experimental cases 5 − 8,
the proposed MBDPSO algorithm is used to guide the robots
to search for multiple targets simultaneously. In Figs. 21-24,
the lines in different shapes and colors represent the search
error of the different targets. All of the search errors decrease
along with an increasing number of iterations, which means
that the MBDPSO algorithm can successfully guide the
robots to search for all of the targets simultaneously. In addi-
tion, if the number of iterations is large enough, then all of
the targets can be found effectively. As shown in Fig. 23
and Fig. 24, when the maximal number of iterations is 40,
the search errors for some of the targets are not zero. However,
when the maximal number of iterations is 200, all of the
search errors converge to zero, namely, all of the targets can
be found successfully.

FIGURE 21. Performance of the proposed algorithm in multiple target
simultaneous search in experimental case 5.

Table 5 illustrates a comparison of the time required to find
all of the targets for the PSO algorithm, DPSO algorithm,
CDPSO algorithm, PDPSO algorithm, IGES algorithm, IGS
algorithm, and MBDPSO algorithm. The unit of all of the
time data in the table is second. Obviously, the PDPSO
algorithm, IGS algorithm, IGES algorithm and MBDPSO
algorithm require less time compared with the other three
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FIGURE 22. Performance of the proposed algorithm in multiple target
simultaneous search in experimental case 6.

FIGURE 23. Performance of the proposed algorithm in multiple target
simultaneous search in experimental case 7.

FIGURE 24. Performance of the proposed algorithm in multiple target
simultaneous search in experimental case 8.

algorithms, since they can search for multiple targets simul-
taneously. However, when the PSO algorithm, DPSO algo-
rithm, and CDPSO algorithm are used to search for multiple
targets, a sequential method must be adopted, which causes
more time consumption.

As seen from Table 5, when the number of targets is small,
the time spent by the IGS algorithm is smaller than that by the
PDPSO algorithm. This is because a robot grouping strategy
is introduced in the IGS algorithm. In the IGS algorithm,
the robots can be assigned to search for different targets based
on their fitness values. However, in the PDPSO algorithm,

TABLE 5. Performance comparison of the seven algorithms in multiple
target search.

each robot is programmed before its deployment to find a spe-
cific target. The robots searching for each target are fixed, and
there is no cooperation between the mini-swarms. However,
when the number of targets is large, the time spent by the
IGS algorithm is larger than that by the PDPSO algorithm.
The reason is that the balance of the search resource is not
accounted for in the IGS algorithm. An imbalance of the
search resource means that the number of robots searching
for the same target is too large, while there are very few
robots searching for other targets.When the number of targets
is large, the phenomenon of the imbalance of the search
resource becomes serious, which leads to more searching
time to find all of the targets.

Compared with that by the PDPSO algorithm and the IGS
algorithm, the time spent by the IGES algorithm is smaller.
The main reason is that the IGES algorithm takes the com-
munication limit of the robots into consideration. The IGES
algorithm mainly takes advantage of local information to
guide the update of the robots. However, in the PDPSO algo-
rithm, due to the communication limit of the robots, the global
best information cannot be efficiently known by all of the
robots. Thus, the efficiency of the PDPSO algorithm is greatly
reduced. In the IGS algorithm, the robots are grouped based
on their fitness values, which makes the most appropriate
robot group search for a target. When the communication
limit exists, the sorting of the best positions and the distance
computations cannot be effectively finished, which has a bad
influence on the grouping result and the performance of the
IGS algorithm.

The time spent by the MBDPSO algorithm is clearly the
smallest. In the MBDPSO algorithm, each robot is updated
according to the DPSO algorithm. Both local and global
information are used to guide the update of the robots. How-
ever, the IGES algorithm uses only local information to guide
the update of the robots, which is not as efficient as the update
manner of the MBDPSO algorithm. Moreover, during the
velocity update of the robots in the IGES algorithm, only
the last 10 historical states are considered, which could cause
some good historical solutions that arose before to be lost.
However, in theMBDPSO algorithm, all of the historical best
positions can be fully taken advantage of to guide the update
of the robots.

In addition, in the MBDPSO algorithm, an appropriate
number of mobile base stations are introduced to alleviate
the communication limit of the robots. During the dynamic
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swarm division, the response probability to a target is used as
one of the main division criteria to divide the robots into sev-
eral subswarms to search for different targets independently.
As the position of a robot changes, the response probability of
the robot to the target changes. The dynamic swarm division
that is performed at the beginning of each iteration makes the
most appropriate robot subswarm search for a specific target,
which can improve the search efficiency to the target.

Figs. 25-28 show part of the position evolutionary pro-
cess of the robot swarm when using the proposed MBDPSO
algorithm to perform a multiple target search. The size of
the search region is 300 m ∗ 300 m, the number of targets
is ten, and the number of robots is sixty. In Figs. 25-28,
the robots move according to the proposed approach. Along
with the increase in the number of iterations, all of the targets
can be successfully found by the robots in the end. Under
the circumstances that the test environment does not change,
Figs. 29-31 show the positions of the robots and the targets
at t = 100 when using the PDPSO algorithm, IGES algo-
rithm, and IGS algorithm to perform a multiple target search,
respectively.

FIGURE 25. Positions of the robots and targets at initial when using the
MBDPSO algorithm to perform a multiple target search.

FIGURE 26. Positions of the robots and targets at t=20 when using the
MBDPSO algorithm to perform a multiple target search.

Fig. 27 and Fig. 29 show that at the same iteration,
the number of successfully found targets when using the

FIGURE 27. Positions of the robots and targets at t=100 when using the
MBDPSO algorithm to perform a multiple target search.

FIGURE 28. Positions of the robots and targets at t=200 when using the
MBDPSO algorithm to perform a multiple target search.

FIGURE 29. Positions of the robots and targets at t=100 when using the
PDPSO algorithm to perform a multiple target search.

PDPSO algorithm is smaller than that when using the pro-
posed MBDPSO algorithm. This is because in the MBDPSO
algorithm, the dynamic swarm division that is performed at
the beginning of each iteration selects the most appropriate
robots to search for the target, which improves the efficiency
of the target search. However, in the PDPSO algorithm,
the robots searching for each target are fixed. Moreover,
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the communication limit is not considered in the PDPSO
algorithm. However, an appropriate number of mobile base
stations are used to strengthen the communications among
the robots in the MBDPSO algorithm.

As seen from Fig. 27 and Fig. 30, at the same iteration,
the number of successfully found targets when using the
IGES algorithm is smaller than that when using theMBDPSO
algorithm. The reason is that the communication limit of the
robots is considered in the IGES algorithm, while the velocity
update manner of the robots is not as efficient as that in the
MBDPSO algorithm, which reduces the search efficiency.

FIGURE 30. Positions of the robots and targets at t=100 when using the
IGES algorithm to perform a multiple target search.

Fig. 27 and Fig. 31 show that at the same iteration, the
number of successfully found targets when using the
IGS algorithm is smaller than that when using the MBDPSO
algorithm. In Fig. 31, there are more robots that are far away
from any of the targets than in Fig. 27. The reason is that in
the IGS algorithm, the communication limit of the robots is
not considered. The global best position cannot be known in
a timely manner by all of the robots in the same group. Thus,
the update of the robots is badly affected. In addition, during
the grouping of the robots, the sorting of the best positions and
the distance computations cannot be successfully performed,

FIGURE 31. Positions of the robots and targets at t=100 when using the
IGS algorithm to perform a multiple target search.

since the positions of some robots cannot be known by other
robots. Moreover, the IGS algorithm does not consider the
balance of the search resource, which leads to a bad grouping
result and low search efficiency in searching for some targets.

Finally, experiments have been performed to test the
robustness of the proposed target search algorithm. The size
of the search region is 300m ∗ 300m, the number of targets is
ten, and the initial number of robots is sixty. The main idea
is to test whether all of the targets can be found effectively
if some of the sensors equipped on the robots die suddenly.
Assume that one-fifth of the sensors suddenly die at t = 15.
The experiment results are shown in Figs. 32-35. As seen
from Figs. 32-35, all of the targets can be found successfully
in the end, although the number of the sensors that can operate
normally decreases suddenly. The reason is that through the
dynamic swarm division of the robots, the most appropriate
robots are used to search for each target. When the number
of sensors that can operate normally decreases suddenly,
although the number of robots equipped with good sensors in
a subswarm is not large, the high quality of the search popu-
lation is helpful for finding the optimal solution. Here, a high
quality means that the position of a robot is relatively near the
target that the robot is searching for. In addition, population
diversity is guaranteed by taking the quality similarity degree

FIGURE 32. Positions of the robots and targets at initial.

FIGURE 33. Positions of the robots and targets at t=10.
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FIGURE 34. Positions of the robots and targets at t=20.

FIGURE 35. Positions of the robots and targets at t=200.

of a robot into account, which can avoid falling into local
optima.

VII. CONCLUSION
In this article, we propose a new approach based on the
DPSO algorithm to guide swarm robots to perform target
searches while considering the communication limit and the
CEC of the robots. In our approach, robot representatives are
dynamically selected based on the proposed RRS algorithm
to represent all of the robots in transferring data to the base
stations. In addition, an appropriate number of the mobile
base stations are introduced to alleviate the communication
limit of the robots. The initial deployment method and relo-
cation approach for the base stations are proposed to reduce
the data transmission distances and thus decrease the CEC
of the robots. Moreover, a dynamic swarm division method
is proposed to help to efficiently handle multiple targets
in a simultaneous search. Several experiments have been
performed to verify the effectiveness and robustness of the
proposed approach. The experimental results show that the
proposed approach outperforms the other approaches in the
target search while considering the communication limit and
the CEC of the robots.

However, the proposed approachmight not be suitable for a
dynamic target search with very high real-time requirements.
During the implementation of the proposed approach, the tar-
get could change its position at a high frequency. Information
updates that are not sufficiently timely lead to inaccurate
search results. Therefore, a swarm robot target search method
with good real-time performance can be a future research
direction.
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