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ABSTRACT Liquid crystal on-silicon (LCoS) display is one of the most representative micro-display
technologies, and is widely adopted in virtual reality (VR) and augmented reality (AR) devices thanks to a
relatively simple structure using a semiconductor manufacturing process to realize high-resolution displays.
However, the structural complexity to handle color frames by field sequential color (FSC) scheme hinders
more widespread adoptions of the LCoS displays. In this article, to resolve the problem, we propose
a novel FSC driver architecture using resistive random access memory (ReRAM) that diminishes the
driver’s structural complexity with matrix-vector multiplications. The proposed architecture leverages fast
matrix-vector multiplications with a memristor crossbar array to expedite the FSC operation that extracts the
individual red, green, and blue color sub-frames from an entire image. We present the hardware performance
of our architecture that is implemented using the crossbar array and peripheral circuits. Compared to
the conventional static random access memory (SRAM)-based architecture, we confirm that the proposed
design is much superior in terms of chip size, leakage power, and frame rate in various image resolutions.
Specifically, the chip size and leakage power are reduced by up to 96% and 99%, respectively, and the frame
rate is improved by up to 36%. We also analyze image quality loss caused by ReRAM read and write noise.

INDEX TERMS ReRAM (resistive random access memory), memristor crossbar, LCoS (liquid
crystal-on-silicon), FSC (field sequential color), high-resolution displays.

I. INTRODUCTION
Recently, as virtual reality (VR) and augmented reality (AR)
technologies become more popular, a micro-display tech-
nology for wearable glasses is being spotlighted [1]–[4].
Micro-displays can be produced from various display tech-
nologies such as organic light-emitting diode (OLED), liquid
crystal on-silicon (LCoS), liquid crystal display (LCD), and
micro LED [5]–[10]. Their market demand is rapidly increas-
ing since they are widely adopted in a range of electronic
display devices, including a head-mounted display (HMD),
head-up display (HUD), and projector [11]–[14]. Also,
the micro-display technology faces new challenges of devel-
oping an energy-efficient micro-display device with high res-
olution, high luminance, and low latency while simplifying
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its manufacturing process. Hence, many studies have been
conducted to overcome the challenges [15]–[18]. LCoS is one
of the most representative micro-display technologies, and
it has been popularly employed in VR and AR devices, like
Google Glass, and beam projectors since it can realize high
resolution with a relatively uncomplicated structure using
a typical semiconductor manufacturing process. The LCoS
display constructs a single red, green, and blue (RGB) color
frame by using the field sequential color (FSC) scheme to
overlap three individual red, green, and blue color sub-frames
sequentially [19]–[22]. This approach is completely different
from those of other display technologies, including OLED,
LCD, and micro LED, that illuminate the RGB color lights
at each pixel of the displays. Hence, the FSC driver is typi-
cally designed to split each input frame into three different
R, G, and B sub-frames and store them in three separate
buffers and then sequentially output to the LCoS display
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panel [20], [23], [24]. Although the LCoS technology has
the advantages of small size, high resolution, and low power
consumption, and the ease of large-scale integration, the com-
plexity of FSC drivers restricts their widespread use.

In this article, we propose a novel FSC driver architecture
using resistive random access memory (ReRAM)’s crossbar
structure to reduce the structural complexity of the LCoS
micro-displays. To the best of our knowledge, this is the
first approach that leverages matrix-vector multiplications for
the LCoS FSC method and proposes its driver architecture
using ReRAM technology. We first present a new algorithm
with matrix-vector multiplications for the FSC operation,
and describe the internal structure of the FSC driver when
implementing the algorithm. We also show the memristor
crossbar organization of the FSC driver and the detailed
implementation of its peripheral circuits. We introduce an
optimization using a multi-level cell (MLC) ReRAM-based
design of the driver to further reduce the area overhead of the
basic single-level cell (SLC) ReRAM-based design.

To demonstrate the superiority of our proposed FSC
driver in terms of chip size, power consumption, throughput,
i.e., frame rate, and endurance, we evaluate the performance
of the FSC drivers for LCoS micro-displays with standard
definition (SD), high definition (HD), full high definition
(FHD), and ultra high definition (UHD) resolutions. As a
result, compared to the existing static random access memory
(SRAM)-based FSC driver, we obtained up to 84% and 98%
reductions of chip size and leakage power, respectively, and
increased the frame rate by up to 36%. We also found that the
chip size was diminished up to 96% further by employing the
MLCReRAM-based design instead of the SLC one, although
some image quality loss occurred.

In summary, this article makes the following key
contributions:
• We propose a new methodology that reduces the
structural complexity of the LCoS FSC driver using
matrix-vector multiplications.

• We present a ReRAM-based FSC driver architecture
for LCoS micro-displays and its implementation details,
including memristor crossbar organization and periph-
eral circuits.

• We convince that ReRAM is definitely applicable to the
FSC driver with its outstanding performance, especially
in terms of chip size and leakage power.

The rest of this article is organized as follows. Section II
describes the background and related works. Section III
presents the ReRAM-based LCoS FSC driver architecture,
and Section IV describes its hardware implementation. In
Section V, we perform the performance evaluation. Finally,
the conclusion is made in Section VI.

II. BACKGROUND AND RELATED WORKS
A. FSC FOR LCoS DISPLAYS
Figure 1 shows the timing diagram used in FSC method to
display a single color field with RGB color frames. Each
color frame must be loaded prior to setting and illumination;

FIGURE 1. Display timing diagram for a single color field of an LCoS
display. The R, G, and B frames are continuously output at identical
intervals.

a short loading time is required to ensure that the refresh rate
is sufficiently high, i.e., over 300 Hz [24]. Typically, each
image pixel contains 24 bits in RGB format and is stored
in a memory in succession to other pixels. To minimize the
loading time of each color frame without latency, an FSC
driver is designed to read image frames from a memory in
burst and divide each of them into RGB color frames in
advance before being loaded.

FIGURE 2. A simple structural diagram of the conventional FSC drivers.
An SRAM is typically used to implement the memory blocks and RGB
frame buffers, but it incurs an unavoidable resource overhead [20], [23].

Figure 2 depicts a brief architecture of a conventional FSC
driver that extracts RGB color frames from an input image.
The driver mainly consists of a line buffer, three different
frame buffers for the three RGB colors, and a control unit.
The line buffer temporarily holds image pixels read from
memory; each pixel is split into the three different frame
buffers for RGB colors. After the color splitting is performed
on all pixels of the input image, each color frame is finally
placed in its own frame buffer. Thus, the control unit can load
all the color frames onto an LCoS display panel in sequence
without any extra latency. SRAM is usually employed to
implement the frame buffers but this incurs a considerable
resource overhead [23].

B. MEMRISTOR CROSSBAR BASED ACCELERATION
Figure 3 presents a memristor crossbar array that is designed
for a matrix-vector multiplication of X and V , as follows:

Ik =
n∑
i=1

Xk,i × Vi for all k, where 1 ≤ k ≤ m (1)

Since Ik is the sum of all the output currents from mem-
ristors Xk,i when the input voltage Vi ranges over all i from
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FIGURE 3. A brief structure of a memristor crossbar array for
matrix-vector multiplications. V , I , and X are the input voltage, output
current, and stored resistive conductance, respectively. SA stands for a
sense amplifier [25].

1 to n, the matrix-vector multiplication is completed within
one clock cycle by obtaining Ik for all k from 1 to m in
parallel. The row and column decoders are designed to store
a conductance matrix X in the crossbar array and to apply a
vector V as input voltages for their multiplication.

The memristor crossbar array can be leveraged in many
applications, such as image compression and neural process-
ing, and expedites matrix multiplications [26]–[29]. A mem-
ristor crossbar based-accelerator for a lossy two dimensional
discrete wavelet transform (DWT) was proposed in [26]. The
accelerator comprises a computational memristor crossbar
that performs the multiply add operations, an intermediate
memory array that stores the row-transformed coefficients,
and a final memory that holds the compressed image. The
crossbar array performs the transpose matrix-vector multipli-
cations in both storage and computing modes. The former
mode stores the analog conductance values of the cross-
bar in the form of a coefficient matrix, and the later mode
performs the multiplication operations without disturbing
memristor status. The crossbar is controlled by voltage pulse
generators. The accelerator achieves 10× reduction in the
number of operations compared to a conventional digital
implementation. This reduction leads to five orders of mag-
nitude reduction in area, approximately 11× improvement in
energy efficiency, and 1.28× faster in computation without
any significant degradation in image quality.

In addition to the image compression, the neural pro-
cessing also relies heavily on matrix-vector multiplications.
Kim et al. developed a digital neuromorphic processor using
a memristor crossbar-based synapse [29]. The memristive
synaptic crossbar array stores not only multibit synaptic
weight values but also neural network configuration data.
The crossbar array efficiently multiplies and accumulates the
presynaptic weight values of each neuron for inference, and
is accessible both column-wise and row-wise to expedite the
synaptic weight updating during learning. The pulse width
modulator (PWM) based voltage pulse generators and two
types of analog-to-digital converters (ADCs) are used to read

and write the multibit memristor crossbar array. The crossbar
with 64K memristor cells shows 12.8× more area efficient
than the conventional SRAM-based crossbar array without
loss of functionality.

III. ReRAM-BASED ARCHITECTURE FOR LCoS FSC
In this section, we propose a new methodology to perform
the FSC operation using ReRAM technology and present an
architectural design of the FSC driver for LCoS displays.

A. PROPOSED METHODOLOGY
To reduce the resource overheads of existing SRAM-based
LCoS FSC drivers by using ReRAM technology, we propose
a novel FSC methodology that separates each input image
into RGB color frames using the fast matrix-vector multipli-
cations of Figure 3.

FIGURE 4. Pixel data layout on our proposed methodology.

Figure 4 (a) shows how image pixel data are deployed on
the memristor crossbar array in our proposed methodology.
Note that each pixel of an RGB format is composed of three
bytes for red, green, and blue. All the pixels in an image row
are ordered on the same row of the crossbar. Ri,j, Gi,j, and Bi,j
indicate the R, G, and B bytes of the pixel at the (i, j) position
of the crossbar array, respectively. Figure 4 (b) presents the
matrix representation of all RGB pixel data in the crossbar
array conceptually. To obtain a specific color frame from the
crossbar array, we need to perform n matrix-vector multipli-
cations to sequentially extract n pixel columns of that color,
where n is the pixel width of the input image.
Figure 5 exhibits how to perform nmatrix-vector multipli-

cations that extract a red frame from an RGB image frame,
which is loaded on the crossbar array X . Each column of
the second 3n × n matrix contains the input voltages that
return each pixel column of the red frame, i.e., the rightmost
m×nmatrix, on matrix-vector multiplication with X . In other
words, each column of the 3n × n matrix has a one-hot
encoded array of size 3n to get a single column of X for
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FIGURE 5. Extraction of a red frame from an RGB image frame. Pi,j indicates the (i, j ) pixel of the image frame mapped on the crossbar
array X, and each pixel is assumed to contain only three bytes of R, G, and B. Ri,j , Gi,j , and Bi,j mean the R, G, and B bytes of the Pi,j pixel,
respectively.

each matrix multiplication. Therefore, we can obtain all RGB
frames of an input image sequentially, using only 3 × n
matrix-vector multiplications.

B. PROPOSED ARCHITECTURE
Figure 6 illustrates the architecture of our ReRAM-based
LCoS FSC driver. It mainly consists of the following four
components: memristor crossbar array, global decoder for
column extraction, PWM array, and control unit.

FIGURE 6. Proposed FSC architecture using ReRAM.

First of all, the crossbar array consists of eight banks that
store each bit of each byte of an RGB image frame into each
bank in parallel, respectively. It means that the i-th bit of
each byte is written into the i-th bank. Each cross-point of the
memristor crossbar can be theoretically designed to contain
RGB color values from 0 to 255, as shown in Figure 4 (a).
However, if we adopt such analog memristor-based cross-
bar as in [27], [28], [30] for the driver, we will face severe
write latency and inevitable input/output errors, along with
the chip area and energy overheads caused by multi-level
ADCs. We thus employ the binary structure of eight banks

that store each bit at each cross-point location. In other words,
an SLC ReRAM is employed for each bank. It is possible to
obtain single-byte columns via matrix-vector multiplication,
as in Figure 5, using the SLC structure. The data layout
of the crossbar array is in the form of a two-dimensional
matrix, as depicted in Figure 4 (b), except that eachmemristor
cross-point contains a one-bit value. Hence, we store each
image frame that will be subjected to FSC processing in
the crossbar array and extract the RGB color frames from
the image frame by applying matrix-vector multiplications
consecutively.

Second, the global column decoder is designed to deter-
mine the column address in the crossbar array where all
color component values of the column to be extracted are
stored. The extracted color components, which is one of the
R, G, and B, are transferred to the output buffer. The decoder
hierarchically selects the column of the array to be extracted;
it first decodes the desired column position of the image
frame and then selects one of the R, G, or B line. For example,
to extract all G components of the k-th column of the image
frame, the decoder first determines the k-th column position
of the frame and then selects the G component from the R, G,
andB lines. Note that thewrite operation from the input buffer
to the crossbar exploits the internal row and column decoders
of the array; we also discuss this feature in Section IV-A.

Third, the PWM array performs both the read and write
operations of the crossbar array by generating appropriate
voltage pulses of various widths. For read operation, i.e., col-
umn extraction, the PWM array delivers a one-hot binary
vector input for the matrix-vector multiplication to extract
one specific byte column at any one time from the image
frame data stored in the conductive filaments of the crossbar
array. In Figure 5, each column of the 3n×nmatrix represents
a one-hot binary vector, and the corresponding result column
of the n×nmatrix does the extracted byte vector, respectively.
For write operation, the PWM array converts sequential RGB
bytes from the input buffer into PWM signals, i.e., voltage
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pulses, that vary the conductance of the memristor cells in the
crossbar array. In the MLC-based design, an input value to be
written is converted to a voltage pulse with an appropriate
pulse duration by the PWM array. In other words, a larger
input value leads to a longer pulse duration. Note that the
read operation needs a voltage pulse of a single fixed width,
whereas the write operation in the MLC requires that of
various widths depending on the RGB values to write.

Finally, the control unit stores the RGB image frames com-
ing through the input buffer into the memristor crossbar array,
and also controls the entire process of obtaining separated R,
G, and B sub-frames by combining the byte columns derived
from the multiple matrix-vector multiplications.

As mentioned above, matrix-vector multiplications on the
memristor crossbar array are required to extract the R, G,
and B sub-frames from each input RGB image. Thus, our
proposed LCoS FSC driver supports two different modes of
operation, i.e., image writing and color sequencing, using the
crossbar array. In the image writing mode, each input image
frame is sequentially read from an external memory using
64-byte burst reads, and is relocated into eight banks of the
crossbar array by interleaving bit-by-bit through the input
buffer. Next, the driver sequentially extracts the R, G, and
B color frames through iterative matrix-vector multiplication
from the stored image frame on the crossbar array in the color
sequencing mode. We can perform the FSC operations to an
input image stream by executing both modes repeatedly.

IV. HARDWARE IMPLEMENTATION
In this section, we describe the organization of the memristor
crossbar of our FSC driver and the peripheral circuitry.

FIGURE 7. Memristor crossbar array organization.

A. MEMIRSTOR CROSSBAR ORGANIZATION
Figure 7 illustrates the internal structure of the memristor
crossbar array that is used to design the crossbar array of
the proposed driver, which is adapted from the memory
array organization of representative non-volatile memory

simulators, i.e., NVSim [31] and Destiny [32]. The crossbar
array features eight banks in the SLC ReRAM-based design;
each bank is hierarchically organized into mats and sub-
arrays. In the case of theMLCReRAM-based design, we only
require to use four banks for the FSC driver. The detail of
the MLC ReRAM-based design is presented in Section IV-B.
Each bank is designed to operate independently to store each
bit of R, G, and B bytes of an input image frame simulta-
neously by exploiting bank-level parallelism. H-tree routing
scheme is used to connect the multiple mats, and to associate
multiple sub-arrays with a predecoder within mats. Each
sub-array has a cell array, row and column decoders, an ADC
array, and wordline and output drivers. The cell array is a
memristor cell, i.e., SLC or MLC, -based crossbar wherein
the RGB color data are stored. The row and column decoders
determine the cross-point locations of the row and column
addresses used for sequential writing of the pixel data bytes of
the input image. The ADC array is employed to obtain digital
values from the analog voltages of each column output in the
cell array. The ADC can have different designs depending on
whether the cell array is implemented as SLC or MLC. In
other words, 1- and 2-bit ADCs are utilized for SLC andMLC
ReRAM-based designs, respectively.

B. OPTIMIZATION USING MULTI-LEVEL CELL
As the image resolution of a micro-display is upscaled from
SD toUHD, the size of thememristor crossbar array increases
incrementally. Thus, we present an optimization of adopting
an MLC ReRAM-based design of the proposed FSC driver
to diminish this area overhead. Although this complicates the
ADC and PWM circuits, we halved the area of the cross-
bar array using the MLC ReRAM-based design that stores
two bits in each memristor cell. In the MLC ReRAM-based
design, the FSC driver requires only four banks of the cross-
bar array differently from the SLC ReRAM-based design
using eight banks. Also, the MLC ReRAM-based design
requires a PWM-based voltage pulse generator to deliver
pulses of different durations for the write operation and a
two-bit ADC rather than a sense amplifier, i.e., one-bit ADC,
for the read operation. The area reduction thus obtained is
exhibited in Table 3.

C. PERIPHERAL CIRCUIT DESIGN
The conductance of a memristor cell can be incrementally
adjusted by modulating either the pulse width of its con-
stant input voltage or the amplitude of the voltage input
[33], [34]. Realizing a pulse amplitude modulator (PAM)
requires programmable analog circuits that are difficult to
integrate into a digital system, whereas the PWM is more
appropriate for a digital architecture and is relatively easy
to implement, as only digital logic gates are required. The
PWM can be implemented with either delay lines or a digital
counter [29], [35]. The delay line-based digital PWM requires
many delay cells to produce different pulse widths, and a
large multiplexer to select one output from these cells; the
area and power overheads are considerable [35]. Seriously,
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the delay cells are susceptible to process, voltage, and tem-
perature (PVT) variations, introducing pulse width variability
that may disrupt writing to the memristor cells. Therefore,
we adopt the counter-based digital PWM since it can be
implemented with a few digital components to produce volt-
age pulses with various widths and is more vulnerable to the
PVT variations.

FIGURE 8. Pulse width modulator-based voltage pulse generator.

Figure 8 shows the PWM-based voltage pulse generator
circuit which is comprised of a counter and a comparator.
Once the start signal is asserted, the counter begins to record
the number of cycles of the PWM clock signal CKPWM
and the comparator outputs ‘‘1’’. The comparator continu-
ally checks that the counter output value CNTPWM reaches
the desired number of cycles NPWM . When this occurs,
i.e., CNTPWM = NPWM , the comparator outputs ‘‘0’’. There-
fore, the pulse width tPWM generated by the counter-based
PWM pulse generator is expressed by

tPWM =
NPWM
fCKPWM

(2)

where fCKPWM is the frequency of the clock signal CKPWM .
While the SLC-based design uses a fixed value of NPWM ,
the MLC-based one requires various NPWM values, which
varies according to the value to be written. Note that a larger
value of NPWM incurs a longer voltage pulse, leading to
an higher value to be written to the memristor cells in the
crossbar array. As discussed in Section III-B, the entire color
component values of a column of the input image are extract
by the matrix-vector multiplications. Therefore, we design
the decoder to select an desired column to be read in the
crossbar array. Figure 9 depicts the global decoder for column
extraction. It consists of an N -bit column decoder and N
color decoders hierarchically, where N is the width of the
input image. The column decoder is a binary log2 N -to-N
decoder that determines the address of the column position to
be extracted in the image. The color decoder accepts a color
index input in binary form and an enable signal, and chooses
one of the R, G, and B lines or deasserts all the lines. Note that
the enable signal is the output of the column decoder. In other
words, the enable signal of the corresponding color decoder

FIGURE 9. Global decoder for column extraction.

is ‘‘1’’ when the desired column is selected by the column
decoder. When the enable signal is asserted, the desired color
component, which is one of R, G, and B, of the column
determined by the column decoder is selected. Otherwise,
no R, G, or B line is selected and the outputs of all the lines
are ‘‘0’’.

Algorithm 1 FSC Extraction Algorithm
INPUT N : input image width.
OUTPUT ColorIndex: RGB color index, ColumnIndex: col-
umn index of the input image.
1: procedure FSC_EXTRACT(N )
2: for i← 0 to 2 do
3: // To generate the color index
4: ColorIndex = i
5: for j← 0 to N − 1 do
6: // To generate the column index
7: ColumnIndex = j
8: end for
9: end for
10: end procedure

Algorithm 1 briefly describes the FSC extraction flow
using the global decoder. The input to the algorithm is the
input image widthN and the outputs are the color and column
indices. The color index is first selected among R, G, and B
and the column index is then chosen from 0 toN−1 for the all
three color components. Once the color and column indices
are determined, the PWM array sends the readout signals to
the desired RGB column of the crossbar array. Then, the M
color values of the corresponding column are extracted by
the ADC array and the output driver of the cell array in the
crossbar, whereM is the height of the input image.
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V. EVALUATION
A. EXPERIMENTAL SETUP
In this section, we explain the experimental methodology
to evaluate the performance results of our FSC driver com-
pared to the conventional SRAM-based one. We also present
two distinct SLC and MLC ReRAM-based designs of the
proposed driver to explore the impact of area optimization
described in Section IV-B.

First, to assess the hardware performance of the proposed
FSC driver in terms of chip size, energy, leakage power, and
read/write latency, we used Destiny V2 [32] and Synopsys
Design Compiler [36] for evaluating its memristor crossbar
array and peripheral circuits, respectively. Also, the periph-
eral circuits were designed using Verilog HDL and synthe-
sized using a standard cell library. Note that we used 65-nm
technology node to evaluate the hardware performance.

TABLE 1. ReRAM Simulation Parameters.

The Destiny simulator is based on NVSim [31], which
is one of the representative non-volatile memory simula-
tors, and has been extended to further simulate MLC-based
memories. The simulator was configured to evaluate the
memristor crossbar arrays using the characteristics presented
in [37] while optimizing to minimize the write energy-delay
product (EDP). Table 1 presents some simulation param-
eters of the SLC and MLC ReRAM. Both designs employ
HfO2-based 1T1R cells, i.e., one NMOS switch transis-
tor and one bipolar resistive memory, and the cell area
is 20 F2 [38]. Parallel-series reference-cell (PSRC) current
sensing is applied to deliver fast sensing speed. The MLC
design uses a read-and-compare method that checks for faults
with two successive reads and one comparison for read opera-
tions. It applies an iterative write-and-verify method of reset-
before-set scheme for write operations, but the SLC design
adopts normal read and write. The simulator estimates the
performance of SRAM as in [39] while it is configured that
each cell has 146 F2 of area and comprises six transistors,
i.e., 6T.

We estimated the performance of four different FSC driver
implementations for the image resolutions, i.e., SD, HD,
FHD, and UHD, shown in Table 2. The table presents the
simulation parameters for each resolution, i.e., the total pix-
els and bytes, memory capacity, and internal bank capacity
organization. Second, we calculated the frame rate, i.e., frame
per second (FPS), based on the estimated read/write latency.
Finally, we used CrossSim simulator [40], [41] to study the

TABLE 2. Simulation Parameters by Image Resolution.

image quality loss of output images regarding each combi-
nation of two ReRAM cell designs, i.e., SLC and MLC, and
four image resolutions. Table 3 lists the performance results
of the proposed and SRAM-based drivers.

B. PERFORMANCE ANALYSIS
1) CHIP SIZE
The proposed ReRAM-based FSC driver using both SLC and
MLC shows greatly reduced chip size compared to those of
the SRAM-based drivers over the all image sizes. Specifi-
cally, when comparing the area of our design using SLC with
that of the SRAM-based, we can have 3.30×, 4.52×, 4.54×,
and 6.19× better efficiencies when handling the SD, HD,
FHD, and UHD images, respectively. As the image resolution
increases, our design shows a better area efficiency because
the SRAM size increases linearly while the memristor cross-
bar size increases a little as the number of pixels of the
images increases. Also, we can obtain further area reduction
of 73.56%, 73.89%, 74.68%, and 74.87%, respectively, in the
SD, HD, FHD, and UHD, when using the MLC-based array.
It is worth noting that the proposed peripheral circuits occupy
a very little area (< 4%) of the entire chip. In short, the MLC
ReRAMallows the FSC driver to reduce the chip size bymore
than 90% (range: 92.28%∼ 95.97%) compared to the SRAM
at all the resolutions. This considerable area reduction stems
from the high density provided by memristor. Therefore,
the memristor-based crossbar array is certainly appealing in
terms of chip size for realizing the FSC driver.

2) ENERGY AND LEAKAGE POWER
We obtained the energy consumption for the read and write
operations as well as the leakage power to compare overall
power efficiency of the drivers. The SRAM-based design con-
sumes less energy than the proposed ReRAM-based one. For
example, the driver with the SRAM consumes the energy of
only 3.94 nJ while the energy of our design with SLC reaches
18.47 nJ in the SD resolution, which is 4.7× more energy
consumption. The energy consumption of the SRAM-based
design increases somewhat with the image sizes, which is not
the case of our design with both SLC and MLC. In addition,
the energy consumed by the peripherals in the proposed
design is negligible and does not affect the total energy

VOLUME 8, 2020 223391



Y. Han et al.: Novel ReRAM-Based Architecture of FSC Driver for High-Resolution LCoS Displays

TABLE 3. Performance Results.

significantly. Although the SRAM-based design exhibits
a better energy performance than the proposed architec-
ture, it consumes a very considerable leakage power, which
reaches up to 53.28 W while the leakage of the proposed
design with both SLC and MLC ReRAM never exceed 1 W
in all the resolutions. Particularly, in the case of FHD resolu-
tion, the leakages consumed by the SRAM-based design are
58.03× and 211.71× more than our ReRAM-based designs
with SLC and MLC, respectively. When considered all the
resolution and the cell type, our ReRAM-based architecture
can provide from 97.83% to 99.53% leakage power reduction.
Hence, the ReRAM-based FSC driver is also very attractive
in leakage power aspect while sacrificing the energy.

3) FRAME RATE
To confirm that the proposed FSC driver architecture sat-
isfies the frame rate required by recent micro-displays,
we evaluated the frame rates, i.e., FPS, of SLC and
MLC ReRAM-based designs using the read/write latency
(Lread /Lwrite) shown in Table 3. Lwrite was estimated under
10 ns in SLC ReRAM and about 160 ns in MLC ReRAM,
respectively, and Lread was under 10 ns for both designs.
These latency results were obtained by applying the write
EDP optimization to the simulator that adopts the simulation
parameters in [37]. The frame rates were calculated follow-
ing Equation (3), (4), (5), and (6).

Rframe =
⌊

1
Tframe

⌋
(3)

Tframe = Tload + Textract (4)

Tload =
⌈
W × H × Npixel

Nburst

⌉
× Lwrite (5)

Textract = (W × Npixel)× Lread (6)

The frame rate Rframe is defined as the floored inverse of
the frame time Tframe that is required for the FSC operation of
a single image frame. Also, the frame time consists of Tload
and Textract , which are the times for loading a single image

frame into the memristor crossbar array of the driver and
extracting R, G, and B sub-frames from the crossbar array by
performing successive matrix-vector multiplications, respec-
tively. To determine Tload , we first obtained the total number
of bytes in a single image frame by multiplying the image
width W , the image height H , shown in Table 2, and the
number of bytes per pixel Npixel together. In our experiment,
Npixel is 3 because we assumed that each image pixel contains
three bytes of RGB colors. After that, we divided the total
number of bytes by the number of bytes per burst write
Nburst , especially 64 in the experiment, and applied a ceiling
function on the result. Finally, we multiplied the write latency
Lwrite for each burst write access with the ceiling result to
get the Tload of an image frame. In the case of Textract ,
we could simply calculate the time bymultiplying the number
of matrix-vector multiplications for an FSC operation and the
read latency Lread of each the multiplication. The number of
matrix-vector multiplications was computed by multiplying
the image width W and the number of bytes per pixel Npixel ,
because the single multiplication yielded a one-byte column
from all banks of the memristor crossbar array.

Thus, we confirm that most of the ReRAM-based drivers
deliver frame rates faster than 60 FPS; it means that the
drivers can support micro-displays of various resolutions.
We also found that the SLC ReRAM-based driver is slightly
better compared to the SRAM-based design in terms of
frame rate. Although the MLC ReRAM design afforded
only 16 FPS for UHD resolution because of the very long
write latency, this is not a serious problem because most
micro-displays do not currently deliver UHD. Moreover,
We expect that the problem will soon be resolved by the
improvements in semiconductor process technology and
ReRAM write schemes.

4) IMAGE QUALITY LOSS
The analysis of the impact of non-idealities, variabilities, and
physical limitations of the ReRAM technology is desirable.
However, evaluating the noise of every cell of the crossbar
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FIGURE 10. Image loss comparison in SLC and MLC ReRAM-based FSC
drivers considering the read/write noise of a memristor crossbar array.
PSNR and SSIM denote peak signal-to-noise ratio and structural
similarity, respectively. Both indices are popularly used for image quality
assessment.

by thorough characterization of the non-idealities, variabil-
ities, and physical limitations for the ReRAM and analyz-
ing its impact on the entire driver is practically intractable.
Therefore, we assumed that the noises induced by those
uncertainties are accumulated at the read and write oper-
ations, and performed image quality loss simulations with
the noises for the driver. Figure 10 shows the peak-signal-
to-noise ratio (PSNR) and structural similarity index mea-
sure (SSIM) data; the output RGB sub-frames were compared
to the input images. We estimated the image quality loss
of our ReRAM-based FSC driver caused by its read/write
noise. The FSC operations were simulated using a CrossSim
simulator to obtain RGB sub-frames for SD, HD, FHD, and
UHD inputs. The simulator was configured to use a numerical
model for circuit approximation. Also, we employed the set-
tings of DG_LOOKUP and G_PROPORTIONAL to model
the read and write noises, respectively. The normalized stan-
dard deviation of the read/write noise (σ̄ noise) was varied
from 0 to 0.2 in steps of 0.025.

Figure 10 (a) shows that, for the SLC ReRAM-based
design, the PSNR remains stable at 100 dB with 0 to 0.050 of
σ̄ noise, but decreases rapidly after 0.075. We found that
the MLC ReRAM-based design severely reduces the PSNR,

even at low σ̄ noise. The SSIM results in Figure 10 (b) also
confirm that the proposed driver is applicable enough in terms
of output image quality. The structural similarity of the output
images in the SLC ReRAM-based design rarely decreases
from 1.0 until at 0.1 of the σ̄ noise, but declines gradually
after that. The SSIM index of theMLCReRAM-based design
declines more steeply, but remains acceptable; the index is
higher than 0.8 when the σ̄ noise is 0.05.

FIGURE 11. FSC operation results of an FHD image in SLC and MLC
ReRAM-based designs for different normalized standard deviations of
read/write noise (σ̄ noise).

Figure 11 presents the FSC results simulated by employing
the CrossSim simulator. We obtained eight output images
using the original FHD ‘‘Lena’’ image. The bottom left four
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images were produced by the SLC ReRAM-based design,
and the bottom right four images were produced by the MLC
design. The image quality loss in the SLC ReRAM-based
design is barely noticeable, even at a σ̄ noise of 0.15. How-
ever, the MLC ReRAM-based design begins to suffer from a
significant quality loss at a σ̄ noise of 0.10.
As mentioned above, the output image quality of the SLC

ReRAM-based driver is significantly superior to that of MLC
ReRAM-based one; thus we need to find the balance between
the image quality loss and resource-saving by the MLC
ReRAM-based design.

5) ENDURANCE
Finally, we discuss the durability of the proposed
ReRAM-based FSC drivers by considering the read/write
endurance of ReRAM. According to existing
studies [42]–[47], ReRAM can be composed of various oxide
materials such as ZnO, HfO2, Ta/TaOx , TaOx /TiO2, HfO2/Pt,
and so on; thus, it can provide various endurance between 106

and 1012 cycles. Since the proposed drivers perform write
operations to all the crossbar array cells for loading each
image frame, their lifetime is also strongly constrained by
the number of writes required for the loading.

We evaluate the lifetime of the proposed drivers based on
60 FPS, i.e., 60 frames per second, which is the most com-
monly supported maximum frame rate for micro-displays.
The SLC ReRAM-based driver only needs one write each
time so that it can be used continuously for more than
30,000 years based on the endurance of 1012 cycles and con-
servatively about 31.7 years based on 109 cycles. In the case
of MLC ReRAM, iterative writes may occur to each cell for a
single load because we employ the write-and-verify method.
However, it is definitely clear that we are still able to design
the ReRAM-based FSC driver to obtain sufficient durability.
We also expect that the ReRAM endurance improves more
and more as technology advances.

VI. CONCLUSION
In this article, we proposed a novel FSC driver architecture
based on ReRAM for high-resolution LCoS micro-displays.
To the best of our knowledge, this is the first approach that
applies matrix-vector multiplications for LCoS FSC and pro-
poses a novel ReRAM-based FSC driver architecture. The
proposed architecture adopts our FSC operation algorithm
that exploits matrix-vector multiplications with the ReRAM’s
memristor crossbar array to expedite the individual R, G,
and B color sub-frame extractions. We implemented the
proposed driver that includes a memristor crossbar array,
a global decoder for column extraction, a PWM array, and
an FSC controller and demonstrated that our architecture is
vastly superior to the conventional SRAM-based one. Specif-
ically, our design reduces the chip size and leakage power
by more than 96% and 99%, respectively, compared to the
SRAM-based driver while supporting a frame rate faster than
60 FPS. Accordingly, our proposed ReRAM-based architec-
ture is very appealing to realize low-cost and power-efficient

FSC drivers for high-resolution LCoS displays without a
frame rate performance degradation.
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