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ABSTRACT The rapid development of aviation technology has made the application of unmanned aerial
vehicles (UAVs) more popular in recent years. Due to the inadequate capability of a single UAV, flying ad
hoc networks (FANETs), which consist of multiple different UAVs, not only break the limits of single UAV
by introducing the cooperation between UAVs, but also complete more complex missions by extending the
communication range at infrastructure-less areas. One of the most important design issues for FANETs is the
communication and cooperation between UAVs, and the number of UAV relays has been proved to be closely
related to the improvement of system performance. However, few FANET protocols or algorithms have been
proposed from the perspective of scheduling the number of relays. Inspired by the idea, this paper proposes
an optimal relay number selection algorithm based on a more realistic network model which includes a novel
cooperative (n+ 2)-node system model considering the distance metrics between relays and a Nakagami-m
short-term static fading channel model more suitable for UAV operation environments. The system outage
probability is calculated by introducing theMeijer-G function, and a three-dimensional discrete timeMarkov
chain (DTMC)model is established and analyzed to derive the closed-form binary expressions of throughput,
energy efficiency and average transmission delay. In order to balance the three performance to achieve a
comprehensive system performance, a trade-off factor named EDT is further proposed and maximized to
evaluate the optimal number of relays. Finally, simulation results assess the impact of network parameters
on system performance, and verify the superiority of the proposed algorithm over its fixed relay number
counterpart.

INDEX TERMS FANETs, outage probability, relay number selection, DTMC, system performance.

I. INTRODUCTION
In the past decade, the rapid development of flight control
technology and integrated circuit technology has greatly pro-
moted the application of unmanned aerial vehicles (UAVs),
making the mobile communication networks composed of
UAVs, which act as both sensors and routers, become a
powerful complement to the static wireless sensor networks
(WSNs). UAVs have gained widespread attention in the
emerging communication field for their excellent advantages
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of high mobility, low cost, strong survivability and no risk
of casualties. They not only play an important role in modern
militarywars such as intelligence reconnaissance andmilitary
strike, but also have broad application prospect in future
civilian fields such as traffic monitoring, managing wildfire
and power line inspection.

Since the 21st century, with the increasing demand of
wireless users for communication modes and quality of ser-
vice (QoS), taking military communication as an example,
the application of UAVs has developed from the early sin-
gle and large UAV to the current UAV group composed
of multiple different UAVs. Especially, multi-UAV systems
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organized in an ad hoc manner are known as flying ad hoc
networks (FANETs). Compared with the single UAV applica-
tion, FANETs not only significantly improve the communica-
tion efficiency and transmission rate, but also break through
the range limitation that UAV can only operate within the
coverage of the star network centered on the base station (BS).
There is no doubt that the prominent element for the success
of FANETs is the cooperation between UAVs.

As everyone knows, cooperative communication (CC), as a
virtual multiple input multiple output (MIMO) technology,
is one of the effective anti-fading technologies because it can
effectively use the diversity gain obtained by neighbor nodes
to assist the communication between the source node and
destination node, significantly improving the system perfor-
mance. In recent years, CC has been widely used in many
popular wireless mobile networks such as WSNs [1], vehicu-
lar ad hoc networks (VANETs)[2]; cognitive radio networks
(CRNs)[3] and wireless local area networks (WLANs)[4].
CC can effectively improve the communication capacity and
transmission rate by making neighbor nodes form a relay set
and cooperate with each other to forward the data information
buffered in them.

Obviously, FANETs stand as a fascinating blend of CC and
UAVs. Figure 1 shows the network structure of FANETs.

FIGURE 1. The network structure of FANETs.

As shown in Figure 1, different from the traditional sin-
gle UAV system, besides the communication mode UAV-to-
Infrastructure (U2I) where the large UAV must be equipped
with an expensive and complicated hardware to communicate
with the ground BS or satellite, there has another mode,
i.e., UAV-to-UAV (U2U), in FANETs. The mode U2U can
be built between small UAVs that are only equipped with
cheap and simple hardware. Obviously, the introduction of
U2U can effectively reduce the hardware load of network
and the acquisition and maintenance cost of nodes, extend the
scalability and improve the survivability, making cooperative
system complete missions faster than single UAV system.
An application example of FANETs is shown in Figure 2.

A. RELATED WORK
FANETs were mostly used in the military field in their early
days. Since the 21st century, the flourish of UAV technology

FIGURE 2. A FANET scenario for aerial surveillance.

has gradually prompted FANETs become a new way in the
field of civil communication. Until now, a lot of related work
has been proposed to study and improve them.

Mentioning the origin of FANETs, there were various
names of wireless networks composed of UAVs before 2013.
For example, the earliest name can be traced back to the UAV
ad hoc network named by T X Brown et al. at the university
of Colorado in 2004 [5]. T X Brown et al. developed and
built a wireless network test bed using IEEE 802.11b (WiFi)
radio equipments mounted on small low-cost UAVs, and
described the real ad hoc network behavior among UAVs
by recording detailed data on network throughput, delay,
range, and connectivity under different operating regimes.
Aerial robot team is another name, but as a collaborative and
autonomous multi-UAV system whose network architecture
is ad hoc, its research mainly focuses on the collaborative
coordination of multi-UAV systems, rather than the design
and optimization of network structures, algorithms or pro-
tocols [6]. The third commonly used name is aerial sensor
network proposed in [7], which presented a low-cost, minia-
ture controlled-mobile aerial sensor network called Sensor
Fly. Reference [7] also demonstrated the hardware design,
flight control and collaborative localization capabilities of the
Sensor Fly system.

It was not until 2013 that Ilker Bekmezci et al. first
formally defined the concept of FANETs in [8], discussed dif-
ferent FANETs application scenarios, and clarified the differ-
ences between FANETs, MANETs (mobile ad hoc networks)
and VANETs from the perspective of node mobility, topology
change, computational power, etc. Furthermore, [8] intro-
duced the main FANETs design challenges and open research
issues by providing a comprehensive review of the existing
FANETs literatures in order to encourage more researchers to
work for the solutions. Based on [8], by introducing the basic
networking architecture and main channel characteristics, [9]
provided an overview on FANETs with the help of three
cases: UAV-aided ubiquitous coverage, UAV-aided relaying
and UAV-aided information dissemination. The key design
considerations as well as the opportunities were further high-
lighted to pave the way for investigators to study FANETs
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system. Obviously, the early work mainly focused on the
overview of network basic principles, application scenarios
and open issues, the research on FANETs is still in their
infancy [10].

However, the unique features of FANETs, such as high
mobility, low node density, and high frequency of topology
changes, introduce great challenges to the communication
design. Recently, many researches [11]–[25] have been pro-
posed, and them can be classified in Figure 3 according to the
different layers of open system interconnect (OSI) model.

FIGURE 3. The related work of FANETs.

In terms of network layer, due to the rapid mobility
and highly dynamic topology, designing a routing protocol
for UAV networks is a challenging task [11]. As a result,
a lot of work has been devoted to the design of FANETs
routing protocols [11]–[17]. Among them, several overview
articles [11]–[14] have been reported from the perspective
of topology-based routing [12], position-based routing [13]
and cluster-based routing [11]. For example, [11] exten-
sively surveyed and qualitatively compared the cluster-based
routing protocols in terms of outstanding features, compet-
itive advantages and limitations. Some open research issues
and challenges on cluster-based routing were also discussed
in [11]. Meanwhile, many efforts [15]–[17] have been made
to improve network performance. An adaptive density-based
routing protocol (ADRP) was proposed in [15] to improve
the forwarding efficiency by dynamically fine-tuning the
rebroadcasting probability according to the number of neigh-
bor nodes. NS-2 simulation results revealed that ADRP
achieved better performance than ad hoc on demand distance
vector (AODV) protocol in terms of the packet delivery frac-
tion, average end-to-end delay, and normalized routing load,
etc. In order to solve the two main problems of short flight
time and inefficient routing, [16] saved the communication
energy by anticipating the operational requirements of UAVs
to adjust their transmission power, and reduced the routing
overhead by using a variant of the K-means density clustering
algorithm to select the optimal cluster heads. Simulation
results evaluated the performance from the aspects of energy
consumption, cluster lifetime etc. Based on the optimized
link-state routing (OLSR) protocol, [17] designed an OLSR
extension, i.e., predictive OLSR (P-OLSR), by taking advan-
tage of the Global Positioning System (GPS) information
available on board. A test bed was built to evaluate the

link performance, communication range and routing perfor-
mance. Furthermore, the superiority of P-OLSR over OLSR
in the presence of frequent network topology changes was
proved.

Although the existing routing protocols have revealed
promising results, further investigations (quick recovery,
effective dynamic topology formation and maintenance, etc.)
are required to take full advantage of UAVs in various appli-
cations. For example, many existing works do not take energy
efficiency into account, which is a vital problem for com-
mercial off-the-shelf battery powered UAVs, and the traffic
characteristics (load balancing) exchanged among nodes.

On the other hand, some media access control (MAC)
protocols [18]–[22] have been designed to coordinate and
provide means for UAVs to access the medium in an effi-
cient and fair manner. Among them, [18], [19] devoted to
improve network performance by designing modified MAC
protocol. For example, an adaptive MAC protocol scheme
for UAVs (AMUAV) was proposed in [18]. AMUAV imple-
mented a transmission scheme in which UAVs send control
packages (Request-to-Send (RTS), Clear-to-Send (CTS), and
Acknowledgement (ACK)) with omni-directional antennas
and switch to directional antennas to send data packets.
OPNET simulation results proved that AMUAV protocol can
improve throughput, end-to-end delay and bit error rate for
multi-UAV systems. References [20], [21] have been pro-
posed to realize a collision-free time slot allocation. Ref-
erence [20] proposed a token-based MAC protocol with
full-duplex (FD) and multi-packet reception (MPR) radios.
This protocol eliminated the packet collision by frequently
updating channel state information (CSI) to ensure UAVs
can have the latest CSI at any time. Performance results
showed the effectiveness of proposed MAC protocol. More-
over, in order to address the well-known directional antenna
deafness problem, Temel and Bekmezci [22] designed a
MAC protocol called as LODMAC (location oriented direc-
tional MAC) by incorporating the utilization of directional
antennas and location estimation of neighbor nodes. Per-
formance results showed that LODMAC protocol outper-
forms the well-known DMAC (directional MAC) protocol in
terms of throughput, utilization, average network delay and
fairness.

It is obvious that some existing MAC protocols have well
investigated on eliminating packet collision, dealing with
hidden exposure terminal problems and directional deafness
issues. However, how to provide continuous and timely posi-
tioning information for directional antenna is still a difficult
point. Moreover, MAC protocols which can not only adapt
to dynamic UAV networks but also make full use of channel
resources has not been well studied.

Comprehensively, some works [23]–[25] have been pro-
posed from the perspective of cross-layer analysis. Consid-
ering the problem of spectrum scarcity, [23] proposed an
integration of UAVs with cognitive radio (CR) technology,
discussed the CR-UAV integration issues, and highlighted
future research challenges in layer-wise manner. From the
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FIGURE 4. Timeline of FANETs.

perspective of cross-layer design, an adaptive hybrid com-
munication protocol including a position-prediction-based
directional MAC protocol (PPMAC) and a self-learning rout-
ing protocol based on reinforcement learning (RLSRP) was
proposed in [24]. Simulation results showed that the proposed
PPMAC overcome the directional deafness problem with
directional antennas, and RLSRP provided an automatically
evolving and more effective routing scheme. Tian et al. [25]
firstly studied the issue of how to utilize CC to improve the
connectivity recovery efficiency in FANETs, and designed a
CC-based connectivity recovery algorithm named C3RUN,
which not only uses CC to enlarge UAV’s communication
range and thus achieve quick repair of network connectivity,
but also enables UAVs to proactively move to better places
for ensuring the establishment of relay links. Simulation
results revealed that C3RUN not only can achieve connectiv-
ity recovery with less nodes and shorter distance to move, but
also can achieve 100% success ratio for connectivity recovery
compared with existing work.

The cross-layer design approach has received consider-
able attention in recent years. A cross-layer protocol, which
allows exchanging useful information and feedback among
layers for routing decisions, would be an interesting choice
to achieve the reliability requirement of FANETs. In future
design of cross-layer protocols, machine learning (ML) based
algorithms (such as deep learning, neural networks, reinforce-
ment learning, etc.) are considered as most promising tech-
niques. Moreover, more low-complex algorithms for solving
the cross-layer optimization problems need to be designed to
make the cross-layer protocols more efficiently employed in
practical applications.

For quick review, the development of FANETs and some
state-of-the-art works are shown in Figure 4.

To sum up, the current work of FANETs has the following
deficiencies. Firstly, compared with the research of routing
protocols, less work has been concentrated on the design
of MAC layer schemes. Although some existing MAC pro-
tocols [17]–[21] have been proposed, most of them mainly
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devote to improve single performance or solve optimization
problems such as position prediction and directional deaf-
ness. To the best of our knowledge, there is no MAC scheme
has been proposed from the perspective of controlling the
number of relays. As described in [8]: ‘‘in many applications,
the performance enhancement is closely related with the
number of UAVs. For example, the higher number of UAVs
can complete a search and rescue operation faster. FANET
protocols and algorithms should be designed so that any num-
ber of UAVs can operate together with minimal performance
degradation’’. Coincidentally, this idea coincides with us.
In our finished work [26], an important conclusion that under
a specific communication scenario (such as the communica-
tion distance between source nodes and destination nodes),
there always exists an optimal number of relays in the system
which can maximize the energy efficiency has been drawn.
Based on this, is it possible to design an optimal relay number
selection algorithmwhich can dynamically adjust the number
of relays according to the changing communication distance?

Secondly, most existing system models proposed to ana-
lyze multi-relay cooperative networks ignores the distance
difference between relays. In FANETs, very low node density
and very fast channel quality change led to a fact that many
existing theoretical assumptions considered in other networks
cannot be well applied to FANETs. For example, [27]–[29]
all studied the MAC schemes under multi-relay networks,
but they all made an ideal assumption that the probability
parameters such as outage probability, frame error rate (FER)
or packet error rate (PER) from the source (S) to the t-th
relay Rt , and that from Rt to the destination (D) were equal.
Specifically, [29] has assumed that PERSR1 ≈ PERSR2 ≈
· · · ≈ PERSRn = PERSR and PERR1D ≈ PERR2D ≈ · · · ≈
PERRnD = PERRD. That is, [29] equated multiple relays to a
‘‘super’’ single relay and thus ignored the distance metrics
between different relays. It is reasonable in the low-speed
mobile networks such as WSNs and WLANs. However, it is
obviously unsuitable for FANETs.

Finally, most of the existing literatures only analyze single
performance optimization without considering a trade-off
between multiple performances. Until now, single perfor-
mance optimization is the main object of current FANET
research, such as improving the throughput [19], and enhanc-
ing the connectivity recovery efficiency [25]. However, it is
insufficient in high-speed mobile communication scenarios
that emphasize comprehensive performance. On the other
hand, there always exist some contradictory performances
in the system. How to balance them to achieve an optimal
comprehensive performance is also a key problem that needs
to be studied.

B. CONTRIBUTIONS AND PAPER STRUCTURE
Focusing on the above shortcomings, our main contributions
are summarized as follows:
a) The proposal of a novel network model. Focusing on

the problem that the distance difference caused by net-
work characteristics of FANETs cannot be ignored,

a novel (n+ 2)-node system model considering the dis-
tance metrics between relays is proposed. Furthermore,
a Nakagami-m short-term static fading channel model
is selected for FANETs, and the outage probability of
all communication links is analyzed by introducing the
Meijer-G function.

b) The design of an optimal relay number selection algo-
rithm. According to the inspiration that the improvement
of FANET performance is closely related to the number
of UAVs, a distance-based optimal relay number selec-
tion algorithm is designed.Moreover, the proposed strat-
egy can balance multiple performances by introducing a
trade-off factor which is called as EDT.

c) The establishment of a novel discrete time Markov
chain (DTMC) model. Focusing on the mathemati-
cal description problem of the proposed algorithm,
a 3-dimensional DTMC model is built and analyzed.
Furthermore, the closed-form expressions of through-
put, energy efficiency and average transmission delay
are derived by calculating the transmission completion
probability Pr (i, k, J).

d) Four simulation cases are performed to evaluate the
influence of network parameters such as the maximum
transmission number, communication distance, and the
location of relays on system performance. Moreover,
the superiority of the proposed strategy over its counter-
part whose optimal number of relays is fixed are verified.

The rest of this paper is organized as follows: the sys-
tem model and the proposed algorithm are introduced in
Section II. Section III analyzes the system outage proba-
bility, builds a 3-D DTMC, and calculates the transmis-
sion completion probability Pr (i, k, J) by deriving one-step
state transition probability. System performance analysis
and the evaluation of optimal relay number are presented
in Section IV and Section V, respectively. Section VI
presents the simulation cases. Finally, the conclusion is drawn
in Section VII.

II. SYSTEM MODEL AND OPTIMAL RELAY NUMBER
SELECTION ALGORITHM
In this section, we build both system and channel models
for multi-relay cooperative FANETs. Furthermore, the main
assumptions used in this paper are described, and the optimal
relay number selection algorithm is introduced.

A. SYSTEM MODEL
As shown in Figure 5, this paper considers a multi-relay
cooperative FANET consisting of a UAV source node (S),
a ground BS destination node (D), and nUAV neighbor nodes
Rt , t = {1, 2, · · ·, n}. It is assumed that the distance between
any two nodes does not exceed the communication range of
antennas and the hidden terminals do not exist.

As described in Section I, it is the distinct characteris-
tic of FANETs that makes many existing multi-relay sys-
tem models which ignore the distance difference between
relays significantly unsuitable for analyzing FANETs.
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FIGURE 5. A FANET assisted by multiple UAV neighbor nodes.

FIGURE 6. A (n+2) node system model for multi-relay FANETs.

Therefore, as shown in Figure 6, this paper builds a dedicated
(n+ 2)-node system model for multi-relay FANETs. In this
model, the distance between S (D) and Rt , i.e., dSRt (dRtD),
is different. Each node in the network operates in half
duplex and is equipped with the same switched beam antenna
arrays [22] that can focus more energy on predetermined
directions. That is, system can only conduct once transmis-
sion towards one of the M directions of the antennas within
a time slot. Given that the main beam angle is θ . In radians,
the beam number of the antenna can be calculated as:

M = 2π/θ, (M > 1) (1)

In order to cover the entire communication range, antennas
may transmit data continuously and the beams calculated
in formula (1) are numbered from 1 to M . Nodes can only
transmit or receive data through one of these antenna beams at
a given time slot. Obviously, in order to broadcast data, Smust
carry out sequential transmissions through all the beams. This
paper also assumes that all nodes use the identical antenna
patterns and can maintain the beam direction at any time.
Moreover, the switching time between antenna beams is
ignored which can be achieved by using some digital signal
processing (DSP) technologies. A perfect CSI is considered,
all nodes in the network remain fully synchronized, and the
feedback channel is ideal.

As for the selection of channel models, according to the
conclusion drawn in [30]: ‘‘the fading model should be
chosen according to the operation environment. For exam-
ple, Rayleigh fading can be more suitable for low altitude
crowded area applications, while Nakagami-m and Weibull
fading with high fading parameters best fit for high alti-
tude open space missions.’’ It is known that Nakagami-m
channel is equivalent to the Rayleigh when m = 1. For

generality, this paper adopts independent Nakagami-m fad-
ing. On the other hand, because the very high mobility is the
most distinct characteristic between FANETs and traditional
terrestrial networks, we further select the short-term static
feature to characterize the complex FANETs time-varying
channel. It is worth noting that in our finishedwork for typical
terrestrial networks such as VANETs [26] and WSNs [31],
the long-term static Rayleigh fading is chosen as the chan-
nel model. The difference between long-term and short-term
static feature lies in the changing frequency of channel fading
coefficient. Given that the duration for sending a specific data
frame is an ARQ process, and each transmission in it refers
to an ARQ round. A frame can be transmitted at most L times
in one ARQ process. The channel fading coefficient of link
i-j under the lth ARQ round, i.e. hij,l , changes differently
under the two channel features. In particular, hij,l keeps con-
stant while l changes for the same node pair (i, j) under the
long-term static channel, i.e., hij,l can be rewritten as hij, and
the channel fading coefficients are independent for different
node pairs. However, for the short-term static channel, hij,l is
independent and identically distributed (i.i.d) while l changes
for the same node pair (i, j), and independent for different
node pairs. It is obvious that the short-term static feature
is more accurate to describe the frequent FANETs time-
varying channel. Therefore, this paper adopts independent
Nakagami-m short-term static fading as the channel model,
and selects the additive white Gaussian noise (AWGN) as the
noise model.

Furthermore, denoting the power intensity gain ωij,l ,∣∣hij,l ∣∣2, because of the adopted channel model, ωij,l obeys
the Gamma distribution with parameter of

(
mij, �ij/mij

)
, i.e.,

ωij,l ∼ Ga
(
mij, �ij/mij

)
, (i ∈ (S,Rt) , j ∈ (Rt ,D) , i 6= j),

and its probability density function (PDF) is:

fωij,l (v) =
(
mij
�ij

)mij
·
v(mij−1)

0
(
mij
) · exp(−mij

�ij
v
)

(2)

where mij > 0 is the Nakagami multi-path fading parameter
of link i-j, �ij = E

[
ωij,l

]
> 0 is the average power of link

i-j (E [·] is the expectation), and 0 (·) is the Gamma function
as shown in formula (3):

0 (x) =
∫
+∞

0
tx−1e−tdt, x > 0 (3)

This paper assumes that relays work in the decode-and-
forward (DF) mode, and thus after the first ARQ round,
k (k = {0, 1, 2, · · ·, n}) out of n neighbor nodes successfully
decode the data frame broadcast by S, and assist S in retrans-
mitting the frame.

B. OPTIMAL RELAY NUMBER SELECTION ALGORITHM
In order to maximize the performance improvement in a
specific communication scenario, an optimal relay number
selection algorithm is proposed in Figure 7. It is worth noting
that the detailed hardware implementation of the proposed
algorithm is beyond the scope of this paper.
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FIGURE 7. Flowchart of the optimal relay number selection algorithm.

It can be seen from Figure 7 that the algorithm is mainly
composed of two modules: the control module and transmis-
sion module. Specifically, in the control module, S judges
whether its buffer is empty. If yes, it keeps idle. Other-
wise, it broadcasts handshake messages, i.e., control frames,
for transmission. After D receives the handshake message
broadcast from S, through advanced positioning technologies
such as GPS, differential GPS (DGPS), assisted GPS (AGPS)
and inertial measurement unit (IMU), D exchanges hand-
shake messages, and calculates n∗ relays to participate in the
cooperation based on the communication distance between it
and S.

In the transmission module, S transmits data frames in
the form of omnidirectional broadcast, if D decodes the data
frame correctly; S will transmit a new data frame in the next
ARQ round. Otherwise, D judges whether the ARQ round l
is less than the maximum value L. if yes, system enters
retransmission phases. Otherwise, a NACK is fed back by D
and l is reset to 0. In the retransmission phase where relays
work in the DF mode, k out of n∗ relays successfully decode

the data frame broadcast from S, if k = 0, the data frame is
retransmitted by S in the next ARQ round. Otherwise, k relays
directionally transmit data frames to D. Similarly, k relays do
not stop retransmission until them receive an ACK from D,
or L is reached.

III. SYSTEM OUTAGE PROBABILITY ANALYSIS AND
MARKOV MODEL ESTABLISHMENT
This section devotes to analyze system outage probability and
to establish the corresponding Markov model.

A. SYSTEM OUTAGE PROBABILITY ANALYSIS
Supposing that the transmitted signal is x with a signal-to-
noise ratio (SNR) of γ , the received signal is y, and the
channel fading coefficient is h, then the outage probability
of the data link with signaling rate r bits/slot/Hz is:

Prout = Pr {I (x; y|h) < r} = Pr
{
log2

(
1+ γ |h|2

)
< r

}
(4)

In this paper, the outage events that happen on link S-R,
and S-Dwith and without successful reception at relays in the
lth ARQ round are denoted as SRout,l , SRDout,l and SDout,l ,
respectively. The assumption: dR1D 6= dR2D 6= · · · 6= dRnD
but dSR1 = dSR2 = · · · = dSRn = dSR is made to simplify
the analysis. It is known that E

[∣∣hij,l ∣∣2], i.e., E [ωij,l], is pro-
portional to d−βij , where β is the path loss factor. Therefore,
in the Nakagami-m short-term static fading channel with
AWGN communication scenario, the probability of above
outage events is expressed as follows:

Pr
(
SRout,l

)
=

l∏
u=1

Pr
{
log2

(
1+ γ

∣∣hSR,u∣∣2) < r
}

=

l∏
u=1

Pr
{
ωSR,u < ε

}
=

l∏
u=1

FωSR,u (ε) (5)

Pr
(
SRDout,l

)
=

T kR∏
u=1

Pr
{
log2

(
1+ γ

∣∣hSD,u∣∣2) < r
}
·

l∏
v=T kR+1

Pr

{
log2

(
1+

k∑
t=1

γ
∣∣hRtD,v∣∣2

)
< r

}

=

T kR∏
u=1

Pr
{
ωSD,u < ε

}
·

l∏
v=T kR+1

Pr

{
k∑
t=1

ωRtD,v < ε

}
(6)

Pr
(
SDout,l

)
=

l∏
u=1

Pr
{
log2

(
1+ γ

∣∣hSD,u∣∣2) < r
}

=

l∏
u=1

Pr
{
ωSD,u < ε

}
=

l∏
u=1

FωSD,u (ε) (7)
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where ε , 2r−1
γ

, FX (x) is the cumulative distribu-
tion function (CDF) of the random variable X . ωSR,u,
ωSD,u and ωRtD,v are the elements of power intensity gain
matrixes WSR ,

[
ωSR,1 ωSR,2 · · · ωSR,L

]
1×L ,WSD ,[

ωSD,1 ωSD,2 · · · ωSD,L
]
1×L and

WRD ,


ωR1D,1 ωR1D,2 · · · ωR1D,L
ωR2D,1 ωR2D,2 · · · ωR2D,L
... · · ·

...
ωRnD,1 ωRnD,2 · · · ωRnD,L


n×L

,

respectively. T kR represents that k out of n UAV neighbor
nodes successfully decode the data frame for the first time
in the T kR th ARQ round. Equations (5) and (7) mean that the
transmission of links S-R and S-D have failed (i.e., outage
happens) for l ARQ rounds, while equation (6) represents the
transmission of link S-D assisted by k relays has failed for l
ARQ rounds. In particular, in the l failed transmissions seen
by D, the first T kR times received from S, and the last

(
l − T kR

)
times sent by k relays. The probability of T kR can be expressed
as:

Pr
(
T kR = t

)
=

(
n
k

) [
Pr
(
SRout,t−1

)
− Pr

(
SRout,t

)]k
·

Pr(n−k)
(
SRout,t

)
(8)

which means that k out of n UAV relays do not correctly
decode the frame transmitted from S until the tth ARQ round.
It is known that ωij,l is a Gamma random variable

with parameter of
(
mij, �ij

/
mij
)
. Therefore, the solution of

Pr
{

k∑
t=1

ωRtD,v < a
}

in formula (6) is essentially to calcu-

late the CDF of the sum of k independent but not neces-
sarily identical (i.n.i.d) Gamma random variables. Denoting
ξ1, ξ2, · · · , ξk as k i.n.i.d Gamma random variables with
parameters of mt and �t (t = 1, 2, · · ·, k). Making Z =
k∑
t=1

ξt , the PDF and CDF of Z can be obtained according

to [32]:

fZ (z) =
k∏
t=1

(
mt
�t

)mt
Gκ,0κ,κ

[
exp (−z) |9

(1)
κ

9
(2)
κ

]
(9)

FZ (z) =
k∏
t=1

(
mt
�t

)mt
Gκ+1,0κ+1,κ+1

[
exp (−z) |9

(1)
κ ,1

9
(2)
κ ,0

]
(10)

where κ =
∑k

t=1mt is an integer, and G
κ,0
κ,κ [x] is the Meiger-

G function [33] shown in formula (11):

Gm,np,q

[
µ

∣∣∣∣9(1)κ9(2)κ
]

= Gm,np,q

[
µ

∣∣∣∣ a1, a2, · · · , apb1, b2, · · · , bq

]

=
1
2π i

∫
C

m∏
j=1
0
(
bj − s

)
·

n∏
j=1
0
(
1− aj + s

)
q∏

j=m+1
0
(
1− bj + s

)
·

p∏
j=n+1

0
(
aj − s

)µsds
(11)

where the integral path C depends on the relative size of
parameters. 9(1)κ and 9(2)κ are in (12) and (13), as shown at
the bottom of the next page.

In particular, when mt = 1 (t = 1, 2, · · ·, k) and the aver-
age power �t 6= �l (t, l = 1, 2, · · ·, k, t 6= l), the PDF of
the sum of k exponential random variables (i.e., the Rayleigh
fading channel) can be obtained as follows based on
equation (9):

f RayleighZ (z)=
1

k∏
t=1

�t

Gk,0k,k

exp (−z)
∣∣∣∣∣∣∣
1+

1
�1
, · · · , 1+

1
�1

1
�1
, · · · ,

1
�1

 (14)

which can be simplified in equation (15) by using the Meijer-
G identity:

f RayleighZ (z) =
k∑
t=1

∏
s6=t

1
�s

1
�s
−

1
�t

 1
�t

exp
(
−

z
�t

)
(15)

From above, we can obtain the expressions of outage prob-
ability for all data links.

B. MARKOV MODEL ESTABLISHMENT AND ANALYSIS
According to the system model and optimal relay number
selection algorithm described in Section II, a 3-dimensional
DTMC model is established in Figure 8.

In the DTMC, state S represents that D decodes the data
frame successfully, state F represents that D fails to decode
the data frame until the Lth ARQ round is reached. State
Ri,k,j represents that in the i-th ARQ round, k relays correctly
decode the data frame j times, but D fails to decode it, and
1 ≤ i ≤ L − 1, 0 ≤ k ≤ n, 0 ≤ j ≤ i.

Obviously, there are totally (L + 1)+ n
L−1∑
i=1

i states in this

DTMC. From Figure 8, j = 0 when k = 0. j 6= 0 and 1 ≤ j ≤
i when k 6= 0 (i.e., 1 ≤ k ≤ n).

Based on the obtained expressions of outage probability,
the one-step transition probability of this 3-D DTMC model

can be analyzed. There are mainly three types of transition:
1) The transition from the initial state S (F).
The state S (or F) that represents a successful (or failed)

transmission of the previous data frame can only move to
state S, R1,0,0, or R1,k,1 (1 ≤ k ≤ n), reflecting the transmis-
sion events that in the first ARQ round, D decodes the frame
correctly; both D and n relays fail to decode the frame; k out
of n relays successfully decode the frame for the first time, but
D fails to decode the frame, respectively. Their corresponding
one-step transition probability is:

PrSS = PrFS = 1− Pr
(
SDout,1

)
(16)

PrSR1,0,0 = PrFR1,0,0 = Pr
(
SDout,1

)
· Prn

(
SRout,1

)
(17)
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FIGURE 8. The 3-dimensional DTMC model.

PrSR1,k,1 = PrFR1,k,1 = Pr
(
SDout,1

) ( n
k

) [
1− Pr

(
SRout,1

)]k
·Pr(n−k)

(
SRout,1

)
, 1 ≤ k ≤ n (18)

Summing k in formula (18):
n∑

k=1

PrSR1,k,1

=

n∑
k=1

PrFR1,k,1

= Pr
(
SDout,1

) n∑
k=1

(
n
k

) [
1− Pr

(
SRout,1

)]k

×Pr(n−k)
(
SRout,1

)
= Pr

(
SDout,1

) [
1− Prn

(
SRout,1

)]
(19)

Obviously, the sum of formulas (16)-(18) equals to one,
which satisfies the basic rule that the sum of all the one-step
transition probability of state S (F) is one.
2) The transition from the general state Ri,0,0.
The general state Ri,0,0 that represents both D and n relays

fail to decode the frame in the i-th ARQ round can move to
state S, Ri+1,0,0, Ri+1,k,1 (1 ≤ k ≤ n), or F (only when i =
L − 1), reflecting the transmission events that in the (i+ 1)th
ARQ round, D decodes the frame correctly; D and n relays
still fail to decode the frame; k out of n relays successfully
decode the frame for the first time, but D fails to decode the

9(1)κ =

κ︷ ︸︸ ︷
m1︷ ︸︸ ︷(

1+
m1

�1

)
, · · · ,

(
1+

m1

�1

)
, · · · ,

mk︷ ︸︸ ︷(
1+

mk
�k

)
, · · · ,

(
1+

mk
�k

)
(12)

9(2)κ =

κ︷ ︸︸ ︷
m1︷ ︸︸ ︷(

m1

�1

)
, · · · ,

(
m1

�1

)
, · · · ,

mk︷ ︸︸ ︷(
mk
�k

)
, · · · ,

(
mk
�k

)
(13)
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frame; D finally fails to decode the frame and discards it,
respectively. Their transition probability can be expressed as:

PrRi,0,0S
= 1− Pr

(
SDout,i+1|SDout,i

)
, 1 ≤ i ≤ L − 1 (20)

PrRi,0,0Ri+1,0,0
= Pr

(
SDout,i+1|SDout,i

)
·

Prn
(
SRout,i+1|SRout,i

)
, 1 ≤ i ≤ L − 2 (21)

PrRi,0,0Ri+1,k,1

= Pr
(
SDout,i+1|SDout,i

) ( n
k

)
×
[
1− Pr

(
SRout,i+1|SRout,i

)]k
·

Pr(n−k)
(
SRout,i+1|SRout,i

)
,

1 ≤ i ≤ L − 2, 1 ≤ k ≤ n (22)

PrRL−1,0,0F
= Pr

(
SDout,L |SDout,L−1

)
(23)

Similarly, formula (24) can be derived by summing k in
formula (22), and the same conclusion can be drawn as that
from formula (19).

n∑
k=1

PrRi,0,0Ri+1,k,1

= Pr
(
SDout,i+1|SDout,i

)
·

n∑
k=1

(
n
k

) [
1− Pr

(
SRout,i+1|SRout,i

)]k
×Pr(n−k)

(
SRout,i+1|SRout,i

)
= Pr

(
SDout,i+1|SDout,i

)
·
[
1− Prn

(
SRout,i+1|SRout,i

)]
, 1 ≤ i ≤ L − 2 (24)

3) The transition from the general state Ri,k,j.
The general state Ri,k,j that represents in the ith ARQ

round, k relays have successfully decoded the frame j times
while D still fails to decode the frame can move to state
S, Ri+1,k,j+1, or F (only when i = L − 1), reflecting the
transmission events that in the (i+1)thARQ round, D decodes
the frame correctly with the cooperation of k relays; D still
fails to decode the frame correctly with the cooperation of k
relays; and D finally fails to decode the frame and discards
it when the maximum transmission number L is reached,
respectively. Therefore, the transition probability expressions
of state Ri,k,j can be expressed as:

PrRi,k,jS
= 1− Pr

(
SRDout,i+1|SRDout,i

)
,

1 ≤ j ≤ i ≤ L − 1, T kR = i− j+ 1, 1≤k≤n (25)

PrRi,k,jRi+1,k,j+1
= Pr

(
SRDout,i+1|SRDout,i

)
,

1 ≤ j ≤ i≤L − 2, T kR = i− j+ 1, 1 ≤ k ≤ n (26)

PrRL−1,k,jF
= Pr

(
SRDout,L |SRDout,L−1

)
,

1 ≤ j ≤ L − 1,T kR = L − j, 1 ≤ k ≤ n (27)

From above, all one-step transition probability expressions of
the 3-D DTMC model can be obtained.

C. TRANSMISSION COMPLETION PROBABILITY
In order to analyze system performance in Section IV, it is
necessary to obtain the probability that the ARQ process for
transmitting a frame is completed through k relays cooper-
atively retransmit the frame J (0 ≤ J ≤ i− 1) times in the
i-th ARQ round, i.e., Pr (i, k, J), which is also called as the
transmission completion probability in this paper. It is worth
noting that all the possible values of J when i ≥ 2 are
presented in Figure 9. Obviously, when i = 1, it means that
the transmission process ends in the first ARQ round, i.e., D
successfully decodes the frame in the first round.

FIGURE 9. All possible values of cooperative retransmission times J.

From Figure 9, the transmission completion probability
Pr (i, k, J) can be expressed as:

Pr (i, k, J)

=


1− Pr

(
SDout,1

)
, i = 1 (a)

Pr
(
î, k, J

)
, 2 ≤ i = î ≤ L − 1 (b)

Pr (L, k, J) , i = L (c)

(28)

where Pr
(
î, k, J

)
represents the probability that the ARQ

process is completed before reaching the maximum transmis-
sion number L (i.e., 2 ≤ i = î ≤ L − 1), while Pr (L, k, J)
represents the probability that the process is not completed
until L is reached (i = L). They are expressed as:

Pr
(
î, k, J

)
=


Pr
(
î, 0, 0

)
, k = 0, J = 0 (a)

Pr
(
î, k̂, Ĵ

)
, 1 ≤ k = k̂ ≤ n,

1 ≤ J = Ĵ ≤ î− 1 (b)

(29)

and

Pr (L, k, J) =


Pr (L, 0, 0) , k = 0, J = 0 (a)

Pr
(
L, k̂, Ĵ

)
, 1 ≤ k = k̂ ≤ n,

1 ≤ J = Ĵ ≤ L − 1 (b)

(30)

The expressions of four sub-formulas in formulas (29)
and (30) are respectively analyzed below:
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1) The formula (29-a), i.e., Pr
(
î, 0, 0

)
.

Pr
(
î, 0, 0

)
, which represents that the S-D link successfully

completes the transmission in the îth ARQ round without
any cooperation, can be expressed as follows according to
themultiplication of one-step transition probability of DTMC
model shown in Figure 8:

Pr
(
î, 0, 0

)
= PrS(F)R1,0,0 · PrR1,0,0R2,0,0 · · · · · PrRî−1,0,0S

= Prn
(
SRout,1

)
Prn

(
SRout,2|SRout,1

)
· · · Prn

(
SRout,î−1|SRout,î−2

)
Pr
(
SDout,1

)
·

Pr
(
SDout,2|SDout,1

)
· · · Pr

(
SDout,î−1|SDout,î−2

)
×

[
1− Pr

(
SDout,î|SDout,î−1

)]
= Prn

(
SRout,î−1

)
· Pr

(
SDout,î−1

)
·

[
1− Pr

(
SDout,î|SDout,î−1

)]
= Prn

(
SRout,î−1

)
· Pr

(
T SDD = î

)
(31)

where Pr
(
T SDD = î

)
= Pr

(
SDout,î−1

)
− Pr

(
SDout,î

)
,it rep-

resents the probability that the S-D link successfully com-
pletes transmission in the îth ARQ round.
2) The formula (29-b), i.e., Pr

(
î, k̂, Ĵ

)
.

Pr
(
î, k̂, Ĵ

)
, which represents that the S-D link successfully

completes the transmission in the îth ARQ roundwith k̂ relays
cooperatively retransmit the frame Ĵ times (i.e., the S-R-D
link), can be expressed as:

Pr
(
î, k̂, Ĵ

)

=


PrS(F)R1,0,0 · PrR1,0,0R2,0,0 · · · · · PrRî−Ĵ−1,0,0Rî−Ĵ ,k̂,1

· · · · · PrRî−1,k̂,Ĵ S , 1 ≤ Ĵ ≤ î− 2

PrS(F)R1,k̂,1 · PrR1,k̂,1R2,k̂,2 · · · · · PrRî−1,k̂,î−1S , Ĵ = î− 1

= Prn
(
SRout,î−Ĵ−1

)( n
k̂

)
×

[
1− Pr

(
SRout,î−Ĵ |SRout,î−Ĵ−1

)]k̂
·

Pr

(
n−k̂

) (
SRout,î−Ĵ |SRout,î−Ĵ−1

)
·

[
Pr
(
SRDout,î−1

)
− Pr

(
SRDout,î

)]
= Pr

(
T k̂R = î− Ĵ

)
· Pr

(
T SRDD = î

)
(32)

where Pr
(
T SRDD = î

)
= Pr

(
SRDout,î−1

)
− Pr

(
SRDout,î

)
,

it represents the probability that the S-R-D link successfully
completes transmission in the îth ARQ round. From (32),

formula (8) can be rewritten as:

Pr
(
T k̂R = t

)
= Prn

(
SRout,t−1

) ( n
k̂

)
×
[
1− Pr

(
SRout,t |SRout,t−1

)]k̂
·

Pr

(
n−k̂

) (
SRout,t |SRout,t−1

)
(33)

3) The formula (30-a), i.e., Pr (L, 0, 0).
Pr (L, 0, 0), which represents that the S-D link does not

complete transmission until the Lth ARQ round without
cooperation. It is worth noting that whether the last round
is successful (PrRL−1,0,0S ) or failed (PrRL−1,0,0F ), it means that
the transmission process has been completed. Similar to for-
mula (31), Pr (L, 0, 0) can be expressed as:

Pr (L, 0, 0)

= PrS(F)R1,0,0 · PrR1,0,0R2,0,0 · · · · · PrRL−2,0,0RL−1,0,0
·
(
PrRL−1,0,0S + PrRL−1,0,0F

)
= Prn

(
SRout,1

)
Prn

(
SRout,2|SRout,1

)
· · · Prn

(
SRout,L−1|SRout,L−2

)
·

Pr
(
SDout,1

)
Pr
(
SDout,2|SDout,1

)
· · · Pr

(
SDout,L−1|SDout,L−2

)
·[

1− Pr
(
SDout,L |SDout,L−1

)
+ Pr

(
SDout,L |SDout,L−1

)]
= Prn

(
SRout,L−1

)
· Pr

(
SDout,L−1

)
(34)

4) The formula (30-b), i.e., Pr
(
L, k̂, Ĵ

)
.

Pr
(
L, k̂, Ĵ

)
, which represents that the S-R-D link does not

complete transmission until the Lth ARQ round. Similar to
formulas (32) and (34), Pr

(
L, k̂, Ĵ

)
can be expressed as:

Pr
(
L, k̂, Ĵ

)

=



PrS(F)R1,0,0PrR1,0,0R2,0,0 · · · PrRL−Ĵ−1,0,0RL−Ĵ ,k̂,1
· · ·

(
PrRL−1,k̂,Ĵ S + PrRL−1,k̂,ĴF

)
, 1 ≤ Ĵ ≤ L − 2

PrS(F)R1,k,1PrR1,k,1R2,k,2
· · ·

(
PrRL−1,k̂,L−1S + PrRL−1,k̂,L−1F

)
, Ĵ = L − 1

= Prn
(
SRout,L−Ĵ−1

)( n
k̂

)
×

[
1− Pr

(
SRout,L−Ĵ |SRout,L−Ĵ−1

)]k̂
×Pr

(
n−k̂

) (
SRout,L−Ĵ |SRout,L−Ĵ−1

)
·

Pr
(
SRDout,1

)
Pr
(
SRDout,2|SRDout,1

)
· · ·

Pr
(
SRDout,L−1|SRDout,L−2

)
·[

1− Pr
(
SRDout,L |SRDout,L−1

)
+Pr

(
SRDout,L |SRDout,L−1

)]
= Pr

(
T k̂R = L − Ĵ

)
· Pr

(
SRDout,L−1

)
(35)

The complete expression of Pr (i, k, J) can be obtained by
substituting equations (31)-(32) and (34)-(35) into (28).
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However, it is necessary to reorganize the formula (28)
for energy efficiency analysis in Section IV. Specifically,
combining formulas (29-a) and (30-a) into (36) (denoted
as Pr (i, 0, 0)), (29-b) and (30-b) into (37) (denoted as
Pr
(
i, k̂, Ĵ

)
) to represent the probability that the transmission

is completed without (i.e., k = J = 0) and with (i.e.,
1 ≤ k̂ ≤ n, 1 ≤ Ĵ ≤ i−1) cooperation of relays, respectively.

Pr (i, 0, 0)

=

{
Prn

(
SRout,i−1

)
· Pr

(
T SDD = i

)
, 2 ≤ i ≤ L − 1

Prn
(
SRout,L−1

)
· Pr

(
SDout,L−1

)
, i = L

(36)

Pr
(
i, k̂, Ĵ

)

=


Pr
(
T k̂R = i− Ĵ

)
· Pr

(
T SRDD = i

)
, 2 ≤ i ≤ L − 1,

1 ≤ k̂ ≤ n, 1 ≤ Ĵ ≤ i− 1

Pr
(
T k̂R = L − Ĵ

)
· Pr

(
SRDout,L−1

)
, i = L,

1 ≤ k̂ ≤ n, 1 ≤ Ĵ ≤ L − 1

(37)

Obviously, equations (36), (37) and (28-a) also constitute
the complete expression of Pr (i, k, J). This reorganized for-
mula is shown in formula (38), which is used to analyze the
energy efficiency in Section IV. The original expression (28)
is used to analyze the average transmission delay.

Pr (i, k, J)

=


1− Pr

(
SDout,1

)
, i = 1

Pr (i, 0, 0) , 2 ≤ i ≤ L, k = 0, J = 0

Pr
(
i, k̂, Ĵ

)
, 2 ≤ i ≤ L, 1 ≤ k = k̂ ≤ n,

1 ≤ J = Ĵ ≤ i− 1

(38)

IV. SYSTEM PERFORMANCE ANALYSIS
Based on the one-step transition probability and transmission
completion probability obtained in Section III, this section
mainly derives the closed-form expressions of system per-
formance, which includes throughput, energy efficiency and
average transmission delay, under arbitrary maximum trans-
mission number L and relay number n.

A. THROUGHPUT
This paper defines system throughput as the average number
of data frames correctly received by D within one time slot,
i.e., the average number of time slots consumed by theDTMC
in the state S, which can be equivalent to the steady state
probability of state S. Supposing that the steady state distri-
bution of the 3-D DTMC model is π = (πS , π1, · · ·, πF )

where πS is the steady probability of state S. It is worth
noting that throughput πS is a binary function of L and n.

Then πS can be derived according to
{
πP = π∑
π = 1

, where P

is a

[
(L + 1)+ n

L−1∑
i=1

i

]
×

[
(L + 1)+ n

L−1∑
i=1

i

]
state transi-

tion probability matrix composed of all one-step transition

probability in Section III. πS can be obtained as:

πS (L, n) =
1− FER (L, n)

h (L, n)
(39)

where FER (L, n) is the system frame error rate (FER),
h (L, n) is a binary function of L and n. They are shown as:

FER(L, n)

,

 PrSR1,0,0 · PrR1,0,0F +
n∑

k=1

PrSR1,k,1 · PrR1,k,1F , L = 2

equation (42) , L ≥ 3
(40)

and

h(L, n) ,

 1+ PrSR1,0,0 +
n∑

k=1

PrSR1,k,1 , L = 2

equation (43) , L ≥ 3

(41)

where equations (42) and (43) are:

FER(L, n)

, PrSR1,0,0 ·
L−2∏
i=1

[
PrRi,0,0Ri+1,0,0

]
· PrRL−1,0,0F

+

n∑
k=1

PrSR1,k,1 ·
L−2∏
i=1

[
PrRi,k,iRi+1,k,i+1

]
· PrRL−1,k,L−1F

+

n∑
k=1

 L−1∑
T kR=2

PrSR1,0,0 ·
T kR−2∏
i=1

[
PrRi,0,0Ri+1,0,0

]
·PrR

(TkR−1),0,0
R
TkR ,k,1

·

i=L−2,j=L−T kR−1∏
i=T kR ,j=1

[
PrRi,k,jRi+1,k,j+1

]
· PrR

L−1,k,L−TkR
F

 ,
L ≥ 3 (42)

and

h(L, n) , h(L − 1, n)+ PrSR1,0,0 ·
L−2∏
i=1

[
PrRi,0,0Ri+1,0,0

]
+

n∑
k=1

PrSR1,k,1 ·
L−2∏
i=1

[
PrRi,k,iRi+1,k,i+1

]

+

n∑
k=1

 L−1∑
T kR=2

PrSR1,0,0 ·
T kR−2∏
i=1

[
PrRi,0,0Ri+1,0,0

]
·PrR

(TkR−1),0,0
R
TkR ,k,1

·

i=L−2,j=L−T kR−1∏
i=T kR ,j=1

[
PrRi,k,jRi+1,k,j+1

] ,L ≥ 3 (43)

The throughput πS (L, n) can be derived by substituting
formulas (40)-(43) into (39).
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B. ENERGY EFFICIENCY
Energy efficiency is the average number of data frames suc-
cessfully transmitted by system within a time slot per energy
(Joule). Similarly, the binary function of energy efficiency
η (L, n) can be expressed as:

η (L, n) = K ·
1− FER (L, n)
Pavg (L, n)

(44)

where K (frames/s) is the average number of data frames
transmitted in a time slot. Pavg (L, n) is the average power
consumption value per a frame under arbitrary L and n,which
are calculated as:

Pavg (L, n) =
L∑
i=1

i−1∑
J=0

n∑
k=0

Pr (i, k, J) · P (i, k, J) (45)

where Pr (i, k, J) is the solved transmission completion prob-
ability shown in equation (38), P (i, k, J) is its corresponding
power consumption value. It is worth noting that this paper
uses a general power consumption model which considers
the power consumption of all the amplifiers PA and the power
consumption of transmitter and receiver circuit blocksPct and
Pcr , which can be expressed as:{

Pct = PDAC + Pfilt + Pmix + Psyn
Pcr = Pfilr + PLNA + Pmix + PIFA + PADC + Psyn

(46)

where PDAC , Pfilt , Pmix , Psyn, Pfilr , PLNA, PIFA and PADC
are the power consumption values of the digital-to-analog
converter (DAC), the filter at the transmitter, the mixer, the
frequency synthesizer, the filter at the receiver, the low-noise
amplifier (LNA).

Based on equation (38), (45) can be rewritten as:

Pavg (L, n) = Pr (1, k, J)P (1, k, J)

+

L∑
i=2

Pr (i, 0, 0)P (i, 0, 0)

+

L∑
i=2

i−1∑
J=1

n∑
k=1

Pr (i, k, J)P (i, k, J) (47)

where P (1, k, J), P (i, 0, 0) and P (i, k, J) can be expressed
respectively as:

P (1, k, J)

= M · (PA + Pct)+ (n+ 1)Pcr , i = 1 (48)

P (i, 0, 0)

=

{
iM (PA + Pct)+ i (n+ 1)Pcr , 2 ≤ i ≤ L − 1
LM (PA + Pct)+ [(L − 1) n+ L]Pcr , i = L

(49)

P (i, k, J)

=


[M (i− J)+ kJ ] (PA + Pct)+ [(n+ 1) (i− J)

+kJ ]Pcr , 2 ≤ i ≤ L − 1

[M (L − J)+ kJ ] (PA + Pct)+ [(n+ 1) (L − J)
+kJ ]Pcr , i = L

(50)

Pavg (L, n) can be obtained by calculating
equations (48)-(50) and substituting the results into equa-
tion (47). Then, the energy efficiency η (L, n) can be derived.

C. AVERAGE TRANSMISSION DELAY
The average transmission delay in this paper is defined as the
average total transmission time per a data frame. It is known
that under arbitrary L and n, one frame needs to be transmitted
E [TD (L, n)] times on average before it is correctly received
by D, where the first E [TR (L, n)] times are broadcast by S.
Therefore, T (L, n) can be expressed as:

T (L, n)

=
M · E [TR (L, n)]+ (E [TD (L, n)]− E [TR (L, n)])

K
(51)

where E [TD (L, n)] is calculated as:

E [TD (L, n)] =
L∑
i=1

i · Pr (TD = i) (52)

Based on equation (28), Pr (TD = i) can be rewritten as:

Pr (TD = i) =


1− Pr

(
SDout,1

)
, i = 1

Pr
(
TD = î

)
, 2 ≤ i = î ≤ L − 1

Pr (TD = L) , i = L

(53)

where

Pr
(
TD = î

)
= Prn

(
SRout,î−1

)
· Pr

(
T SDD = î

)
+

î−1∑
J=1

n∑
k=1

Pr
(
T kR = î− J

)
· Pr

(
T SRDD = î

)
(54)

and

Pr (TD = L)

= Prn
(
SRout,L−1

)
· Pr

(
SDout,L−1

)
+

L−1∑
J=1

n∑
k=1

Pr
(
T kR = L − J

)
· Pr

(
SRDout,L−1

)
(55)

After calculating E [TD (L, n)], known that if n relays fail
to decode the frame until L, they will refuse to receive it in
the Lth ARQ round. Therefore, E [TR (L, n)] are derived as:

E [TR (L, n)] =
L−1∑
i=1

n∑
k=1

i · Pr
(
T kR = i

)
(56)

where Pr
(
T kR = i

)
has been given in equation (33).

T (L, n) can be derived by solving equations (52), (56) and
substituting the results into equation (51).
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TABLE 1. System parameters.

V. EVALUATION OF THE OPTIMAL RELAY NUMBER n∗

FOR BALANCING MULTIPLE PERFORMANCE
Based on the above analysis, this section further discusses
how to evaluate the optimal relay number n∗ that can balance
throughput, energy efficiency and average transmission delay
from a general value n.
It is reasonable that high throughput and energy efficiency,

and low transmission delay are three of the most crucial
considerations in the design of wireless network strategy.
As a result, it is ideal to increase throughput and energy
while reducing transmission delay in most wireless mobile
networks including FANETs. However, these performance
metrics are often contradictory to each other. For instance,
reducing power consumption of battery-powered devices
leads to a long packet delay in the network [34]. It is this
trade-off relationship that makes it very difficult to improve
multiple performance at the same time.

In order to determine the appropriate number of relays,
this paper proposes a trade-off factor called EDT (energy,
delay and throughput) according to the above optimization
principle. That is:

EDT = η (L, n) ·
πS (L, n)
T (L, n)

(57)

It can be seen from equation (57) that the main goal of
our proposed optimal relay number selection algorithm is
to maximize EDT to balance the throughput, energy effi-
ciency and average transmission delay. Based on the system
performance in Section IV, because the number of relays n
is the important parameter that affects these performances
simultaneously (i.e., all the three-performance metrics are a
function of n when L is given), the optimization function
of EDT can be obtained, which is shown in equation (58),
by using n as the control knob parameter.

max imizen∗∈[1,n]EDT (58)

Obviously, the optimal value n∗ can be obtained by rig-
orously searching a sufficient range for n, thus solving the
integer programming problem shown in formula (58). The
acquisition of n∗ means that the ground BS (i.e., D) can
calculate and schedule optimal number of relays according
to the different communication distance between S and D,

FIGURE 10. Case 1: the impact of parameters on throughput.

achieving the highest comprehensive performance in the spe-
cific communication environment.

VI. SIMULATION EXPERIMENTS
In order to analyze the impact of network parameters on
system performance and to verify the effectiveness of the
proposed algorithm, this section performs four study cases
by using MATLAB numerical simulations.

The system parameters adopted in the simulation are sum-
marized in Table 1. qSR is the ratio of the distance between S
and R (i.e., dSR) to the distance between S and D (i.e., dSD).
That is, qSR = dSR/dSD. Then qRtD = dRtD/dSD, t = {1, 2, · ·
·, n} is n random numbers in the range of [1− qSR, 1], and the
communication range of antennas is set to 1000 meters (m).

A. STUDY CASE 1: THE IMPACT OF NETWORK
PARAMETERS ON SYSTEM PERFORMANCE
To evaluate the impact of network parameters on system
performance, Figures 10-12 simulate throughput, energy effi-
ciency and average transmission delay as a function of n
under the same dSD, different L and qSR, respectively.
It can be seen firstly from Figure 10 and 12 that with

the increase of n, both throughput and delay monotoni-
cally change (throughput increases but delay decreases) to
a certain value and then keep constant, indicating that there
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FIGURE 11. Case 1: the impact of parameters on energy efficiency.

FIGURE 12. Case 1: the impact of parameters on transmission delay.

indeed exists a suitable n in the system. Beyond this value,
the increase of system cost (such as increasing the number of
UAVs) will not improve the system performance.

However, the trend of energy efficiency in Figure 11 which
increases first and then decreases with n, even reflecting
that after exceeding an appropriate n, the increase of system
cost will lead to the decrease of energy efficiency! This also
demonstrates the importance of choosing a suitable n for
improving system performance. On the other hand, it can
be easily seen from Figure 11 that the energy efficiency is
maximal when n = 1. It is because that the channel quality
of link S-D deteriorates with the increase of dSD. In the
medium distance communications (i.e., dSD = 500 in this
case), its channel quality is worse than that of short distance
communications, making the outage probability of link S-D
gets higher and system performance becomes poorer. The
relay cooperation can effectively compensate the path loss
caused by increasing communication distance. Therefore,
as shown in Figure 11, the energy efficiency performs optimal
at n = 1, which proves the effectiveness of introducing relay
to improve system performance.

FIGURE 13. Case 2: the impact of dSD on throughput.

Secondly, Figure 10-12 also show that the maximum
transmission number L is directly proportional to both
throughput and energy efficiency, but inversely proportional
to the average transmission delay, which is realistic because
the more the transmissions are performed, the more pay-
loads the system will transmit, the throughput and energy
efficiency are naturally improved. However, it is obvious that
this improvement is at the expense of the transmission delay.

Thirdly, it can be clearly seen from Figure 10-12 that no
matter which performance is, it almost performs optimally
under the curve of qSR = 0.6, which proves that the closer
the relays gets to the middle position of dSD, the higher
performance the system will achieve. Moreover, these relays
should be preferred to the optimal relays.

Case 1 provides some theoretical references for the design
and optimization of futuremulti-relaywireless networks from
the perspective of parameter selection and setting.

B. STUDY CASE 2: THE IMPACT OF COMMUNICATION
DISTANCE ON SYSTEM PERFORMANCE
To evaluate the impact of the communication distance
between S and D (i.e., dSD) on system performance,
Figures 13-15 simulate throughput, energy efficiency and
average transmission delay as a function of n under the same
L and qSR, different dSD, respectively.

Similarly, with the increase of n, Figure 13-15 all show the
same change trend as Case 1. Furthermore, given a fixed value
of n, a larger dSD will result in worse system performance
(i.e., lower throughput and energy efficiency, and higher aver-
age transmission delay).

On the other hand, it can be clearly seen from Figure 13-15
that the longer the dSD is, the greater n the system needs to
achieve optimal performance. Taking the energy efficiency
in Figure 14 as an example, when dSD = 200m (i.e., short
distance communications), the energy efficiency performs
best under n = 0. At this point, the cooperation of relays
does not improve energy efficiency but leading to a waste
of energy consumption. When dSD = 500m (i.e., medium
distance communications), energy efficiency performs best
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FIGURE 14. Case 2: the impact of dSD on energy efficiency.

FIGURE 15. Case 2: the impact of dSD on delay.

under n = 1, which shows that the advantage of relays
is gradually presented with the increase of dSD. However,
when dSD = 800m and dSD = 1000m (i.e., long distance
communications), energy efficiency performs optimal only
under multi-relay cooperation. Specifically, n = 2 when
dSD = 800m, n = 3 and when dSD = 1000m. This is also
because that longer communication distance leads to greater
path loss, and thus more relays are needed to assist source
nodes in transmitting to ensure system performance.

Case 2 fully demonstrates the importance of using an
appropriate number of relays to effectively compensate for
the larger attenuation of system performance caused by
longer communication distance.

C. STUDY CASE 3: EVALUATION OF THE OPTIMAL RELAY
NUMBER n∗

In order to evaluate the optimal relay number n∗ analyzed
in Section V, Figure 16 simulates EDT, which is shown in
equation (57), as a function of n under the same L and qSR,
but different dSD.

FIGURE 16. Case 3: evaluation of n∗.

The following conclusions can be drawn from Figure 16
that: when S and D communicate in short distance (dSD <

400m), it is not recommended to introduce any relay for
cooperation. That is, system can achieve the highest com-
prehensive performance at n∗ = 0. However, if S and D
communicate in medium distance (400m < dSD < 800m),
a single neighbor UAV is preferred to act as the relay, i.e.,
n∗ = 1. Otherwise, if S and D communicate in long distance
(800m ≤ dSD ≤ 1000m) where S-D link is difficult to
directly communicate successfully, system can achieve the
best comprehensive performance only by increasing the num-
ber of relays (i.e., multi-relay cooperation). Specifically, it is
recommended to use 2-3 UAVs as the relays for cooperation
when dSD = 800m, while 4-5 UAVs are recommended to
assist S in transmission under dSD = 1000m.

Case 3 proves that the optimal algorithm proposed
in this paper can effectively select the optimal num-
ber of relays according to different communication dis-
tances, so as to achieve the highest comprehensive system
performance.

D. STUDY CASE 4: CONTRAST EXPERIMENT
For completeness, case 4 compares our optimal relay number
selection algorithm with its fixed relay number counterpart.
Figure 17 simulates EDT as a function of dSD under the
same L and qSR, but different n. It can be clearly seen from
Figure 17 that, compared with the four curves of fixed relay
number schemes, our proposed algorithm can enable system
to maintain the highest comprehensive performance under
any circumstances by dynamically adjusting the number of
relays according to the different communication distance.

To be specific, when dSD < 400m, the curve of n∗

coincides with that of n = 0, indicating that relays are
not introduced in the short distance communication scenario;
when 400m < dSD < 800m, the curve of n∗ overlapped
with that of n = 1, indicating that the system coordinates
a UAV to participate in cooperation based on the increasing
communication distance; when 800m < dSD < 1000m,
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FIGURE 17. Case 4: contrast experiment.

the curve of n∗ coincides with that of n = 2 and n = 4
successively, indicating that the system can compensate for
the attenuation effect caused by large path loss and space loss
in the long distance communication scenario by introducing
multiple UAVs to participate in the cooperation, so as to
effectively guarantee the system QoS.

Case 4 powerfully proves that the optimal relay num-
ber selection algorithm proposed in this paper can keep the
highest comprehensive performance of multi-relay FANETs
system at any communication distance.

VII. CONCLUSION
This paper proposes an optimal relay number selection algo-
rithm which can balance multiple system performance for
multi-relay FANETs. Based on a novel system model that
adds the distance metrics between relays, a 3-D DTMC
model considering the number of relays at any maximum
transmission number is established by designing the algo-
rithm flow. The one-step transition probability, steady-state
distribution and transmission completion probability of the
3-D DTMC model are respectively solved by analyzing
the system outage probability, and then the closed-form
binary functions of system performance including through-
put, energy efficiency and average transmission delay are
derived.

Finally, MATLAB numerical simulation results not only
analyze the influence of network parameters including the
maximum transmission number, location of relays, number of
relays and communication distance on system performance,
but also evaluate the optimal relay number n∗ by introducing
and maximizing a trade-off factor EDT. The effectiveness of
the proposed algorithm compared with its fixed relay number
counterpart is also verified.

In future work, we will further study the performance
optimization of FANETs combined with the smart Internet
of Things (IoT) based on the inspiration of [35] that pro-
poses a novel routing protocol for FANETs using modified
AntHocNet.
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