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ABSTRACT This paper presents the idea and experimental tests of a non-stationary stereovision system
used for supervision of a loading crane. The system based on two independent gimbals, equipped with
cameras, allows simultaneously to measure and track a group of individual spatial points. The four steps
calibration procedure is required for each gimbal axis, camera optics, gimbals positions, and loading crane
position. Modern camera systems have been widely applied in several fields of the industry allowing for
accurate measurements and real-time quality control. The systems based on stereo camera models and
appropriate image analysis algorithms can measure a group of spatial points, complex surfaces, small
displacements, or vibrations. There are also several vision systems such as laser tracker, camera mounted
on fully controlled rotating head (called gimbal), or TOF camera, which can be used to follow and measure
real-time object displacements. Unfortunately, they all have significant individual limitations explained in
this paper. Accuracy tests of 3D measurements including active tracking of length pattern and crane tip
have been performed within a selected working area. Based on reconstructed 3D data points, different
types of geometric errors have been presented. The results revealed effects of accuracy degradation on the
workspace boundaries and for higher observation angles, as well as 3D data bias suggesting mechanical
issues. Several improvements in calibration and gimbal construction might result in far enough accuracy for
normal operations of the crane.

INDEX TERMS Mechatronics, cameras, calibration, machine vision, stereo vision, remote monitoring,

computerized monitoring.

I. INTRODUCTION

A. AIMS AND MOTIVATION

Large development of automation in manufacturing, internet
networks, big data processing as well as human-machine
interfaces relates to the overall concept of the last indus-
trial revolution, called Internet 4.0 or Industrial Internet of
Things [1], [2]. This concept is associated with an increase
in the use of sensors, which have the ability to collect data
and enable the machines to exchange information and control
each other. One component of the Industry 4.0 is broadly
understood image data collection and processing, commonly
found under the term “Machine vision”. A high volume
of 2D and 3D data recorded by vision equipment could be

The associate editor coordinating the review of this manuscript and

approving it for publication was Ning Sun

used to identify shapes, coded characters or defects, and
enable fast real-time monitoring in smart factories.

Optical non-contact measurement techniques are one of the
most advanced solutions for industrial automation, increasing
the efficiency of manufacturing and the final quality of a
product. Depending on the application, optical measurements
could be divided into two different groups: two-dimensional
and three-dimensional. Specific devices are those equipped
with two or more integrated cameras, allow to observe a
workspace simultaneously from different positions [3]. Thus,
stereoscopic spatial observations are possible.

Most of the transport machines, such as loading crane, are
controlled manually using hydraulic control levers or, in more
advanced solutions, by a remote control panel. Both solu-
tions require the operator’s great spatial imagination and eye-
to-hand coordination. This paper presents a non-stationary
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stereovision system, which is based on traditional cameras
installed on two controlled and entirely independent gimbal
heads, separated from crane construction. This system allows
an operator to observe and actively follow the tip of the load-
ing crane in a specified workspace. In this research, the crane
Hiab XS 111 (Cargotec Corporation, Helsinki, Finland) was
used. Images captured by the cameras are used as the element
of feedback control for servo drives of each gimbal axis.
The proposed solution, based on camera models, camera
calibrations, and image analysis, is capable of tracking and
reconstructing 3D coordinates of a hanging load at the same
time and does not require centering the tracked object in the
images. Thus, the system accepts even longer delays in object
tracking and can operate smoother, which still does not affect
3D reconstruction.

The aim of this paper is to assess the accuracy of the
described non-stationary stereovision system, by executing a
series of rotations of the crane around its main axes. Captured
and reconstructed positions of the crane tip were compared
with a model of the boundary workspace. Experimental mea-
surements must have been preceded by complex calibration
of gimbals kinematics, cameras optics and positions, and the
crane position in the common workspace. In the last chapter,
sources of potential measuring errors and possibilities of
future evaluation of the proposed system are discussed.

B. RELATED WORKS

The problem of 3D reconstruction of a scene in stereo cam-
era systems can be solved using several techniques, which
commonly base on image differences detection and analysis
for selected regions of interests. For less demanding real-
time applications the image disparity can be estimated by
combining the SGM algorithm, local similarity metrics, and
by analyzing the occlusion effects [4]-[6]. The major dis-
advantage of this technique is poor performance in the 3D
scenes with a low level of ambiguity. i.e., large uniformly col-
ored surfaces. Another problem appears in the environment
consisting of numerous similar features that are difficult to
distinguish and match in the stereo images. A more accurate
global approach tends to come at a high computational cost
and cannot be used for real-time reconstruction [7]. In several
studies modifications of SGM algorithms have been proposed
which provided shorter running time of main application.
The proposed in [8] method of stereo block matching (SBM)
achieves running time of 0.3 s per pair of stereo images and
cannot be applied in real-time tracking.

Another approach to reconstruct 3D scene is the use of the
Structure from Motion (SfM) algorithm, which is fundamen-
tal for the photogrammetric systems or aerial photography in
geotechnics. The algorithm computes 3D points (structure)
as well as the camera intrinsic and extrinsic orientations
(motion) for a set of images by using the bundle adjustment
algorithm that minimizes the so-called points reprojection
errors [9]. This method is more efficient for highly detailed
scenes containing various shapes, edges, and colors, but can
produce errors in uniform areas (i.e., grass, trees, sand) [10].
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The local similarities and corresponding points need to be
first identified in the set of images which is a time-consuming
process. Although the SfM can produce a high accuracy point
cloud for correspondent image features (1-10 cm in aerial
photography [11], [12]), the remaining points can produce a
large amount of noises or surface distortions.

In more demanding applications the problem of ambigu-
ities can be solved by marking the scene using characteris-
tic reference points or by projecting light patterns. Further
calculations can use the so-called inverse camera projection
models with triangulation techniques and elements of epipo-
lar geometry to reconstruct 3D points, even for each image
pixel [13]. The time-consuming computations of image simi-
larities are not required, and close-range systems can achieve
an accuracy of 0.01 mm. A relatively small number of
reconstruction errors can be detected and eliminated in post-
processing of the point cloud. Although the structured light
projection allows for fast and accurate measurements, it still
can be proceeded only in a small measuring volume.

The most advanced cameras are characterized by high res-
olutions sensors with a diagonal of 30 mm or more and they
are equipped with high-end lenses, which result in low noises
and highly detailed images. For this reason, they are com-
monly used in most accurate 3D scanners and photogram-
metric cameras [ 14]. The latest camera models such as Ximea
xiB-64 can achieve up to 70 fps with a resolution of 65 MPix
and can be utilized. for real-time object tracking. However,
the processing of such a large amount of data requires robust
hardware components and efficient software computations.
Moreover, these cameras are relatively expensive and the
measuring volume is still limited by the camera field of view.

A different approach needs to be used for the purpose
of large volume observations. There are various integrated
tracking systems usually based on a single fully controlled
gimbal head. These trackers can be equipped with a laser
light source and allow to measure angles and single dis-
tance, or with a camera sensor allowing only for angular
measurements. The first of them can be used for quality
control of large-scale construction such as airplane wings,
while the second one can be applied for target tracking
in e.g., in urban monitoring or military drones [15]-[17].
Nonetheless, the single camera does not allow for distance
measurement in a simple manner. Here, the only approach is
the use of the photogrammetric method where a single camera
must be displaced to over a dozen positions around a static
object in order to capture images. Then, the problem of points
correspondence, camera calibration, and points reconstruc-
tion can be solved in one optimization process [18]. For fast
3D measurements, two or more cameras located in specified
positions are necessary. The integrated stereo-pair camera
system could be utilized, however, in order to measure a large-
scale objects, the cameras need to be placed in a long relative
distance.

The Lidar system, by measuring the time of flight of
a rotating laser beam, can scan the 3D geometry of a
large workspace and follow separated objects at the same
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time [19]-[22]. Apart from very expensive devices, this
method provides a relatively low angular resolution of data
points and makes difficulties in the recognition and distinc-
tion of small objects. Moreover, Lidar systems in princi-
ples are unable to extract image features such as shapes,
colors, or edges, which is essential in high-end measuring
systems. An advanced algorithm needs to be applied to extract
and recognize objects in a large point cloud. The problem
can be solved by applying additional cameras and proper
calibration procedures [23]. Another new solution for indus-
trial applications are the time-of-flight cameras (TOF), called
also depth-cameras. These devices installed on a gimbal head
allow to follow and measure 3D coordinates of the visi-
ble scene using an integrated IR illuminator and single IR
sensor. However, they have significant limitations i.e., low
sensors resolution, sensitivity to the sources of external
strong IR radiation, and low accuracy of spatial and angular
measurements [24].

In order to simplify the crane control, several modern
solutions were recently invented i.a. telemanipulation or tele-
operative systems, which are based on force feedback [25],
[26]. In [27] the authors proposed the six-axis tensometric
handgrip, directly attached to the crane tip, which allows
the operator to move the crane in desired directions using
force input of the operator’s hand. Another telemanipulation
solution may be an external exoskeleton for the operator,
which facilitates the control of a load position through simple
and intuitive boom movements. However, all these solutions
do not give any information about the actual exact position of
the crane tip [28].

Assessment of position or displacement of a load in the
long-range observation causes many difficulties to the opera-
tor or even remains impossible. Theoretically, the crane could
be equipped with additional distance indicators or angular
encoders, allowing to calculate the tip position. However,
such solutions do not include significant deflection of the
crane construction under the full load or load fluctuations.
Authors of a paper [29], [30] tested a single camera system
to control the crane position by using markers attached to the
operator’s hand. In the paper [31] authors proposed a laser
tracker integrated with a single CCD camera, which observes
and predicts the hook position in real-time, reducing the prob-
lem of image processing delay. However, the device performs
simple distance measurements, without system calibration in
relation to the crane coordinate system. The authors extended
their research in [32] utilizing three markers attached to the
crane base in order to determine only the main rotation axis
of the crane. In another research, the human-machine speech
interface was proposed to interact and control the crane move-
ments by the use of natural language [33]. Although these
systems utilize built-in encoders, they are still designed to
initialize and sustain the movements and not to measure the
actual crane position.

Several optical approaches to control the load with the use
of fuzzy logic, neural networks, and anti-sway algorithms
have been described [34]. However, the authors of this review
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paper did not present their own working solution and did not
provide accuracy tests of discussed stereovision systems. The
applied vision systems were based on fixed cameras, which
might limit their workspace.

Camera systems have been also utilized for observations
of a hanging load. In [35], two cameras have been mounted
directly to the crane base on the common beam, which
allows for simultaneous vertical rotation. Only the horizon-
tal rotation axes have been designed as an independent.
Thus, the system was not able to observe the crane rota-
tion in its base. The authors of the paper assumed that the
observed hanging load must be always hold in the centers of
the cameras images and thus simplified calculations of 3D
coordinates to a triangulation problem. However, measur-
ing accuracy depends strongly on well-established cameras
models, images distortions, and homogenous transformations
(called intrinsic and extrinsic parameters), commonly used
in 3D vision systems. The Authors did not mention about
calibration of the cameras positions using calibration patterns
and other target points.

At the present time, there are many optical, stationary
systems allowing for three-dimensional reconstruction of
the position or displacements, e.g., OptiTrack (NaturalPoint,
Inc., Corvallis, USA), Vicon (Vicon Motion Systems Ltd,
Oxford, UK) or ART (Advanced Realtime Tracking GmbH,
Weilheim in Oberbayern, Germany). Stationarity in principle
means that all the optical parameters must remain constant
during any operations, i.a., camera position and orientation,
focal length. The advantage of these ready-to-use systems is
a high accuracy (0.1 mm in the scanning area of 9 x 9 m
for OptiTrack Prime* 41 and 0.15 mm for Vicon T40S) [36],
[37]. The disadvantage may be measuring volume limitation,
due to fixed cameras positions (in relation to the global coor-
dinate system). These systems could theoretically be used to
reconstruct the three-dimensional position of the crane, but
this would require a sufficient number of cameras covering
the desired measurement space.

C. PAPER CONTRIBUTION

This paper presents the original approach to measure 3D
displacements of the loading crane using two independent and
moveable cameras. The 3D coordinates of a group of spatial
points attached to the crane are obtained based on typical
camera models and camera extrinsic parameters. However,
this solution is more flexible and allows to recalculate the
extrinsic parameters continuously by considering the kine-
matics structure of the gimbals and individual rotation of
the camera. In contrary to related works and described tech-
niques, the proposed solution does not require fast tracking
algorithms and accepts even large delays in object observa-
tions. The presented system is also more flexible in terms of
installation and alignment to specific machine construction
using separated and independent gimbals. Moreover, this
solution should be relatively cheaper and at the same time
might generate correct measurements of the crane tip even in
wide observation angles.
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Il. GENERAL IDEA AND CALIBRATION OF
NON-STATIONARY STEREOVISION SYSTEM

A standard stereovision system consists of at least two cali-
brated cameras located in well-defined relative distance and
orientations, allowing for three-dimensional measurements
in a specified workspace. Such an effective solution allows
to take 3D data of immobile or moving objects, as long
as the relations of both cameras remain constant and the
object stays visible in both images simultaneously [38]. The
authors of this paper call it the ““stationary system” for further
considerations.

The use of cameras in the stereo system requires proper
estimation of the field of view and measuring volume.
In stationary systems, such as PONTOS Live (GOM GmbH,
Braunschweig, Germany), objects can be observed only
in a certain limited area in a relatively short distance of
ca. 0.5-2.0 m [39]. Measuring volume could be extended
using an additional robotic arm and continuous recalcu-
lation of the cameras’ positions, which could be difficult
to adapt for long-range measurements. Low accuracy of
manipulator causes inaccurate measurements because an
error on the long manipulator arm drastically affects mea-
surement accuracy [40]. Moreover, the difficulty results
from the impossibility of interfering with the closed soft-
ware architecture of the PONTOS system (GOM GmbH,
Braunschweig, Germany) when recalculating camera posi-
tions. Without using the robotic arm, the distance between
cameras needs to be highly increased, but the angular range
of measurements remains similar. Theoretically, for greater
measuring volume the lenses with shorter focal length (and
thus wider observation angle) could be used, however, their
noticeably lower optical resolution, high distortions, and
image blur on boundaries could disturb details recognition.
In this case, even a high-resolution camera could not improve
image quality. Such cameras have mostly low frame rate
(per second) and are more expensive.

Field of view and high costs may not be the limitations in
the case of independently moving cameras, actively following
the observed object (Figure 1). A properly adjusted tracking
algorithm should only keep the object inside the field of view
since the 3D reconstruction can be performed for the whole
image. Even small delays in tracking are not a major problem,
as long as the tracked object is visible in the camera field of
view. Thus, the standard lenses with low distortions as well
as inexpensive cameras with low resolution and high frame
rate can be used.

In contrary to stationary systems, the actual relative posi-
tions and orientations of both cameras in the world coordinate
system should be calculated continuously. It faces the prob-
lem of continuous determination of parameters associated
with the camera and gimbal coordinate systems. For this pur-
pose, complex calibration is necessary, which involves optic
parameters, encoders signals, and gimbals kinematics. It is
worth mentioning that the camera coordinate system, associ-
ated with the main optical axis and sensor orientation, could
not be directly indicated by the use of standard measuring
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FIGURE 1. The idea of a stereovision tracking system with two
independent gimbals. The cameras coordinate systems (blue) rotate
independently in calibrated gimbals coordinate systems (green) in order
to follow a group of 3D points at the same time. The involved PID
algorithms control servo drives based on images feedbacks.

FIGURE 2. A pair of gimbals designed and used for loading crane
tracking. The construction was made mainly of steel and aluminum and
assembled using large ball bearings.

devices. The so-called camera point, where theoretically the
camera is placed, does not relate to the camera housing or the
lens mounting.

In this research, the developed stereovision system con-
sists of two industrial cameras scA1600-14gm (Basler AG,
Ahrensburg, Germany) mounted on two-axis gimbals, placed
on rigid mobile platforms (Figure 2). Rotations around
each axis are carried out using Dynamixel MX-64 and
MX-28 servo drives (Robotis, Lake Forest, USA), equipped
with internal angular encoders. The angular resolutions of
the rotations were extended by applying additional reduc-
tion gears. The main application for controlling the system
was developed in Visual Studio, including OpenCV 3.4.8
(Open Source Computer Vision Library, Palo Alto, USA),
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FIGURE 3. Calibration of camera intrinsic parameters using rectangular
flat chessboard.

Basler Pylon 6.0.1 (Basler AG, Ahrensburg, Germany),
Dynamixel (Robotis, Lake Forest, USA), and DirectX SDK
June 2010 (Microsoft Corporation, Redmond, USA) libraries.
The implemented PID algorithm for active camera tracking
was described in another authors’ publication [41].

A. CALIBRATION OF THE STEREO TRACKING SYSTEM
Complex calibration procedures for the non-stationary sys-
tem, which allow for continuous observation and simultane-
ous 3D reconstruction of the crane tip, were also developed.
In the system, a single set of parameters is insufficient due
to the fact, that cameras rotate and change positions continu-
ously. Thus, the positions and orientations of the cameras in a
common space need to be continuously recalculated. The pro-
posed calibration has been divided into four steps, for which
different calibration patterns were designed. Three steps had
been explained in detail in another authors’ publication [41].

Step 1: Calibration of camera parameters, that describe
the relation between the object space (three-dimensional)
and its projection on the image plane (flat surface of the
camera sensor) [18], [42]. These parameters, called “intrin-
sic parameters”, can be achieved once a time outside the
workspace (Figure 3) For intrinsic parameters a regular flat
chessboard and several functions from Camera Calibration
Toolbox for Matlab (The MathWorks, Inc., Natick, USA)
were utilized [43].

Step 2: Calibration of gimbals heads, which determines
the initial relation of the obtained camera origin to gimbal
base, as well as gimbal position in a common workspace.
The presented method is based fully on optical techniques,
where gimbal calibration was based on multiple observations
of the large calibration pattern separately for the Z and Y axes
(Figure 4) and continuous reading of the encoder signal. Both
the camera rotations can be transformed into circular motion
paths of the pattern around the camera (Figure 5).

Step 3: Calibration of gimbals extrinsic parameters, that
determine the positions and orientations of both gimbals
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FIGURE 4. Calibration of gimbal axes directions in relation to the camera
origin, using large calibration pattern with coded points and by
performing two individual rotations around each gimbal axis.

FIGURE 5. Determination of gimbal origin in relation to camera origin.
The blue dots indicate the origins of the calibration pattern inside the
camera coordinate system. Two circular paths indicate apparent motion
of calibration pattern origin in the camera coordinates accordingly to
gimbal axes direction. The obtained inverse transformation of both
coordinate systems and circular paths were visualized.

origins in relation to the common world coordinate system.
This step needs to be performed once a time after mounting
both gimbals in the common workspace. Due to the large
measuring volume, the calibration pattern was constructed
in the shape of a big regular 3D cross with coded markers
(Figure 6). The extrinsic parameters were obtained using
the Bouguet approach [43]. Calibration of gimbals extrinsic
parameters is based on the well-established initial relation of
each camera origin to each gimbal base (from Step 2). Since
these relationships can be further recalculated any time after
reading actual encoders signals, the calibration of gimbals
extrinsic parameters requires only new extrinsic parameters
for both the cameras in relation to the 3D cross. Then,
an inverse task can be performed for any gimbals rotations
and camera extrinsic parameters can be continuously recal-
culated, which is essential for 3D points reconstruction in
real-time.
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POPRAWNA KALIBRACJA!

FIGURE 6. Extrinsic parameters calibration for stereo cameras and
gimbals. The observed corresponding coded markers were reconstructed
(orange spheres) over the reference cross (green spheres).

fi_0: -1.1  fi_2: 104.3 fi_3: 162.0
-260.3

FIGURE 7. Crane position calibration process visualized in the main
application window with visible reconstructed trajectories of the tracked
marker. At this moment a model of the crane is placed in a previously
saved position, for different gimbals positions, therefore its kinematic
structure is not correctly recalculated and displayed.

Step 4: Calibration of the loading crane position and ori-
entation. In order to measure the crane tip positions, a rela-
tion between the world origin of the stereovision system
and the independent coordinate system of the crane must be
found. The stereovision system calibrated in the last three
steps, capable of tracking and measuring markers, was placed
nearby the crane base. A distance of approximately 4 meters
between cameras was assumed. Then, two rotations of the
crane (around the X-axis and Z-axis) were performed with
the simultaneous reconstruction of a marker attached to the tip
(Figure 7). For two obtained groups of reconstructed points,
two circle models were fitted, which normal vectors indicated
two main directions of the crane coordinate system.

As shown in Figure 8, the last section of the crane was
marked with a unique flat board with coded points printed
on it, easily recognizable by the developed software. The
lowest marker on the flat board was assumed to be the tracked
marker. The board had been fixed and positioned in relation
to the pivot of the hook and direction of the crane boom
using the Tritop photogrammetric system (GOM GmbH,
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FIGURE 8. Coded pattern indicating the crane tip position, recognized in
the pair of stereo images.

!
. I
Reconstructed . :
points (X axis) + 1
n' I

calibration
cross

Reconstructed
points (Z axis)

FIGURE 9. The idea of calibration of the crane origin Cr by tracking the
marker attached to crane tip and reconstructing its 3D positions in world
coordinate system W for two individual rotation of the boom.

Braunschweig, Germany). Since the arrangement of coded
markers is well defined on the board, further reconstruction of
all the markers allows calculating coordinates of the crane tip.
Moreover, the known orientation of the flat board has been
used to solve the problem of inverse kinematics and calculate
all booms angles. Then, the crane could be visualized in the
3D animation.

According to Figure 9, the position of the crane was consid-
ered as a projection of the initial point of vector V, onto a line,
which coincides with vector V. Based on the directions of
two vectors Vy and V, the rotation matrix was created, which
specified the orientation of the crane in the world coordinate
system. Finally, the total transform Tw_, ¢, was combined in
homogenous form and saved to the configuration file. The
computer program was designed to multiply the captured 3D
points by the obtained transform automatically and to express
the points in the crane coordinates. The described calibration
steps allowed performing further experiments.

B. AUTHORS’ APPROACH TO 3D RECONSTRUCTION
At least two cameras are necessary for the reconstruction of
the spatial coordinates of any points visible in both cameras
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\ —————— normal projection path
—————— inverse projection path

image plane 1

FIGURE 10. The general idea of 3D point reconstruction by performing
inverse projection of image point P’ and P” and finding the closest
solution for two lines intersection.

images. In most of the standard applications, the correspon-
dence problem is solved by comparing characteristic image
features [44], [45] or using coded targets (markers), which is
much more reliable for high accuracy measurements [46].

For the single camera, according to Figure 10, the relation
between representative point P and its projection P’ on the
image plane (camera sensor) can be written as the normal
projection equation (1):

P/u P,
P; Py
Sn * Pii =A. P, (1
1 4xn 1 4xn
where:
Jm v cem O
10 fu ccuw O
Ac = 0 O 1 0 )
0 0 0 1

is called the camera matrix, which includes several parame-
ters i.e., focal length f;,,, f,,, sensor skewness y, crossing point
(gm, q,,) of the main optical axis, and the sensor. Coordinates
of all projected points P’ must be normalized with respect to
their P;l coordinate in order to eliminate the unknown scale
factor s,,. Thus, all the projected points can represent one flat
image plane d = 1. For the camera located in a specified
position in world coordinate system W, the equation (1) can
be extended to:

P, /P, Py
P,/P Py
Z

1 1

where E is the homogenous transform of the camera coor-
dinate system C, including rotation and translation. All the
necessary parameters of the camera can be obtained after the
calibration process [47]. The proposed by authors particular
form of camera model allows calculating projection points
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directly in world origin instead of in the camera coordi-
nate system. Thus, for each CCD sensor, all the 3D points
are transformed at first to the individual projection plane d
according to the camera matrix A and then transferred within
the world coordinate system according to camera extrinsic
parameters E. The cameras origins are treated as the local
coordinate systems in the world coordinate system associated
with the calibration pattern. Such an approach allowed to
simplify and optimize the program code.

In stereo vision systems, the reverse task is normally per-
formed, where the position of spatial point P is unknown,
however, it still can be projected and normalized to the image
plane. Then, the projected point P’ can be transformed from
the image plane to three-dimensional vector v, using the so-
called inverse projection model:

Vy P,
/

Wl=EA " [;V : ()
1

Since the scale factor is unknown and the projected point must
have been normalized, the length of the vector v does not
represent the real distance from the point P to the camera.
In this case, the vector v indicates a line on which the point
P should lay, which still does not solve the reconstruction
problem. Therefore, a second camera localized in a different
position must be utilized.

As shown in Figure 10, the point P is observed by two
cameras and projected to image planes as a pair of corre-
sponding points P’ and P”. By applying the inverse projection
model, described in equation 4, both projected points can
be transformed to vectors v{ and v, respectively. Assuming
known translations ¢ and rotations R of both cameras, two
lines in common coordinate system W can be determined,
which should intersect in point P. In practice, the lines pass
each other by a very small distance L (from p’ to p”) as a
result of estimated cameras models and calibrations errors.
The distance L is the length of vector v3 obtained from the
cross product of v; and v, and scaled by unknown factor g.
Therefore, the reconstruction problem can be simply solved
by adding three vectors vi, v2, and v3 in W space and finding
their scale factors, using the following equation (5):

g1+t — (g2v2 +£2) + g3v3 = 0. )

Finally, it can be assumed that point P is the midpoint between
p/ and p” [19] and can be obtained using the following
equation (6):

1, . - L
P= 3 (g1 +t+gv+0). (6)

lll. EXPERIMENTAL MEASUREMENTS OF STEREO VISION
TRACING SYSTEM

The stereo pair of two already calibrated gimbals, placed in
the common workspace, could measure the 3D coordinates
on condition that the relation of two cameras mounted on
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FIGURE 11. Photogrammetric calibration of the aluminum length pattern
before system testing, by the use of GOM Tritop system (GOM GmbH,
Braunschweig, Germany).

gimbals is defined, similarly to the stationary stereo sys-
tems. Although gimbals coordinate systems remain constant,
the cameras relative orientation changes together with gimbal
axis motions. The extrinsic parameters must be recalculated
all the time to provide a reliable 3D reconstruction. In this
research, two different experiments have been carried out
using flat coded markers, whereby the selected marker was
always used to center views of cameras and all the visible
markers were reconstructed in 3D space at the same time. For
both the experiments the cameras positions and orientations
were recalculated continuously based on calibration results
and encoders signals, however, in the first test a fixed object
in different positions was considered, and the second test
was focused on dynamic 3D reconstruction during gimbals
movements. Even while static measurements the tracking
algorithm remained active.

A. RECONSTRUCTION OF LENGTH PATTERN

The first experiment with a length pattern with two coded
markers attached to it was carried out to initially ver-
ify the abilities of 3d reconstruction in the non-stationary
system. In previous research, the authors of this paper con-
ducted similar measurements using the stationary stereo-
vision system with fixed cameras [48]. In this research,
a much larger area was observed by using movable gimbals.
The experiment consisted of measuring the length pattern
fixed in different positions and with the tracking algo-
rithm enabled. The distance between markers was confirmed
by the use of the Tritop photogrammetric system (GOM
GmbH, Braunschweig, Germany) and equals 1124.56 mm
(Figure 11). An additional middle marker was attached to
the length pattern in order to center the cameras views. The
distance measured between the markers was displayed in real-
time in the main application window (Figure 12).
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FIGURE 12. The length pattern held in hands and reconstructed nearby
the origin of the world coordinate system (calibration cross), where its
length was determined most accurately.

TABLE 1. Measurements of the Length pattern (reference: 1124.56mm)

Deviation to

Angle (?f Rgsult Deviation to ReS}llt the
observation  (horizontal) the (vertical)
[°] [mm] reference [mm] reference
[mm]
-80 1092.0 -32.6 1095.2 -29.4
-64 1103.2 214 1100.8 -23.8
-48 1112.3 -12.3 1116.7 -1.9
-32 1119.7 -4.9 1120.5 -4.1
-16 1122.3 2.3 1122.9 -1.7
0 1123.7 -0.9 1124.5 -0.1
16 11272 2.6 1126.4 1.8
32 1129.1 4.5 1127.6 3.0
48 1131.2 6.6 1130.1 55
64 1136.3 11.7 1135.0 10.4
80 1149.2 24.6 1147.0 224

The first measurement was taken nearby the position of the
calibration cross (Figure 12). Then, the length pattern was
iteratively shifted by a known angle of 16° up to £80°, around
the middle point between two gimbals (assumed to be the
center point of the stereo vision system). Moreover, for each
point at the path, the measurements were performed in the
horizontal and vertical orientation of the length pattern. The
results are presented in Table 1. As expected, the results only
verified the calibration procedures and overall performance
of the non-stationary stereo vision system.

Summarizing, the deviation error increases as the angle of
observation increases. In the area between —48° and +32°,
the error is less than 10 mm, which seems to be a satisfying
result in such a large measuring volume. Moreover, the error
increases faster with increasing positive observation angle
values which might be a mechanical issue, i.e., gear trans-
mission play or gearbox assembling inaccuracies. The best
results, close to the reference value, were obtained near the
world origin (position of the calibration cross).

B. DYNAMIC RECONSTRUCTION OF CRANE POSITION
The completely calibrated stereovision system, with estab-
lished relation to the loading crane, was used to perform the
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FIGURE 13. The tracked marker (signed as END) and other reference
points, aligned to CAD model of the crane Hiab XS 111, measured and
visualized using Tritop photogrammetric system (GOM GmbH,
Braunschweig, Germany).

main experiment in a large part of the crane workspace. The
experiment consisted of camera tracking and simultaneous
reconstruction of the crane motions, after applying a con-
stant rotation of the crane around its Z-axis in the range of
460°. Each rotation was repeated after lifting boom angle
by every 5° around X-axis and exact values of these angles
were read with the aid of an accurate protractor. Such an
approach allowed further to reconstruct theoretical motion
trajectories in Matlab (The MathWorks, Inc., Natick, USA)
and compare them to those reconstructed by cameras. The
rotations were applied by manual control of the crane. Each
measurement allowed to capture ca. three hundred and fifty
points in twenty seconds. In total, sixteen representative mea-
surements were taken, covering a large part of the available
space, limited only by hall volume and marker visibility in
both cameras images.

The experiment was preceded by the photogrammetric
measurement of the marker in relation to the base coordi-
nate system of the crane using the Tritop photogrammet-
ric system (GOM GmbH, Braunschweig, Germany). Several
characteristic points, e.g., joints centers, were measured in
order to align the CAD model of the crane to these points
(Figure 13). Thus, an initial angle of the crane boom, as well
as the distance of the marker to the Z-axis, have been
determined.

The proceeded experiment resulted in sets of reconstructed
3D points which at first have been converted to the mesh
structure and visualized using ATOS Professional software
(ATOS Professional V8, Rev. 82961, Build 2015-01-28
by GOM GmbH, Braunschweig, Germany), in order to
assess the global tendency of measuring error distribution
(Figure 14). For this purpose, a reference surface was con-
structed based on known crane kinematics and results of
photogrammetric measurements. All errors were calculated
as projection distances to reference surface, however, this
approach was used only for overall assessment.
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FIGURE 14. Global deviation map of 3D reconstruction errors of the crane
tip positions in reference to a spherical model of theoretical workspace
visualized in the ATOS Professional software (ATOS Professional V8, Rev.
82961, Build 2015-01-28 by GOM GmbH, Braunschweig, Germany). Points
between the recorded trajectories have been interpolated.

FIGURE 15. Reconstructed motion trajectories of the crane compared
with theoretical reference trajectories (red).

For more accurate analysis it was proposed to calculate
four basic types of geometric errors for each set of points.
All the recorded data points have been imported to Mat-
lab (The MathWorks, Inc., Natick, USA) and visualized
(Figure 15).

As a reference, a set of theoretical motion paths were cal-
culated based on photogrammetric measurements and actual
angles of the crane boom read from the attached protractor.
The first considered error was the radius error, i.e., the differ-
ence between the radius of the circle aligned to the registered
points and the radius of the reference circle. Other considered
indicators were flatness of the circle aligned to the registered
data and parallelism of the aligned circle to the reference
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TABLE 2. Geometric Errors for Reconstructed Motion Trajectories of the
Crane Tip

Measured ~ Reference Actual Normalize Circle
No boom radius radius d radius flatness
angle [°] [mm] [mm] error [%]  error [mm]
1 47.25 3290.3 3306.8 0.50 12.6
2 52.25 3453.6 3469.7 0.47 53
3 57.00 3582.8 3598.3 0.43 2.9
4 62.00 3690.4 3711.7 0.58 2.3
5 67.42 37733 3794.1 0.55 4.2
6 72.00 3815.4 3836.3 0.55 5.2
7 77.00 3831.8 3859.5 0.72 8.7
8 82.20 3816.2 3833.7 0.46 8.6
9 86.80 3773.9 3 803.0 0.77 11.8
10 91.90 3697.4 3726.1 0.78 10.4
11 96.70 3597.9 36229 0.69 9.9
12 101.90 3457.5 34769 0.56 18.2
13 106.90 32949 33153 0.62 26.4
14 111.60 3119.3 31274 0.26 24.6
15 116.20 2921.1 2931.0 0.34 20.0
16 121.20 2686.0 2 692.6 0.25 20.3

TABLE 3. Geometric Errors for Reconstructed Motion Trajectories of the
Crane Tip

Measured M%Xir.num Mipir_num . Cir-c‘le
deviationto  deviationto Parallelism  position
No boomo reference reference  error [mm] error
angle [°] plane [mm]  plane [mm] [mm]
1 47.25 42 -30.1 343 58.6
2 52.25 -3.9 -20.6 24.5 50.6
3 57.00 -10.2 -19.6 29.8 453
4 62.00 0.9 -2.1 3.1 29.5
5 67.42 -5.1 -12.4 17.4 20.8
6 72.00 39 -2.7 6.6 1.3
7 77.00 172 3.6 20.7 223
8 82.20 13.6 -7.4 21.0 32.8
9 86.80 28.7 -10.8 39.4 493
10 91.90 539 -2.5 56.5 66.3
11 96.70 47.8 -16.2 64.0 66.1
12 101.90 75.4 -11.9 87.3 79.6
13 106.90 80.6 -29.3 109.9 81.6
14 111.60 101.5 -36.0 137.5 86.0
15 116.20 1142 -35.0 149.3 90.8
16 121.20 124.7 -37.1 161.7 83.6

circle. Both the errors have been calculated according to the
Geometric Dimensioning and Tolerancing standards (ASME
Y 14.5-2009). The last considered error was the Cartesian
distance between centers of the aligned and the reference
circle. All the described errors and their components are
presented in Table 2 and Table 3. Measurement no. 6 relates
to the initial angle of the boom for which photogrammetric
measurement had been carried out.

The normalized percentage radius error was similar in
accordance with the change of the boom angle and equals
approximately half a percent. The results remained relatively
small and acceptable in the considered large workspace. Dif-
ferent relations were observed in the parallelism of reference
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and actual circles and in the relative distance between the cen-
ters of both circles. By changing the boom angle, the smallest
error values were observed near the initial angle and increased
significantly at the boundaries of measured volume. Differ-
ently, the flatness error values of the reconstructed data points
were stable for most of the lower boom tip positions and were
increasing slightly in the highest positions. The parallelism
error in each case has a greater value than the flatness error
because geometric tolerance of parallelism contains geomet-
ric tolerance of flatness.

It was noticed that as the angle of the boom raises,
the recorded points show an increasing tendency to tilt in
relation to the reference plane. As a result, in the right part of
the workspace, each measured distance tends to be reduced.
Similar systematic errors were remarked in the length pattern
test, where negative length errors were recorded on the left
side of the workspace.

IV. DISCUSSION

The conducted experiments allowed evaluating the accu-
racy of the non-stationary stereovision system used for
three-dimensional tracking of the loading crane. However,
the results do not allow to describe the accuracy by one
general value. This is due to the impossibility of synchronous
recording of reconstructed and reference points one by one,
which is caused by the open-loop crane control system. The
loading crane and the vision system are two physically sep-
arated and independent operating systems, where only the
vision system can record actual crane tip positions over time.
Therefore, only the theoretical circular motion paths could
have been compared with the recorded points. Nevertheless,
extended evaluation of the system is possible through proper
interpretation of several described errors.

The last two errors from Table 3 seem to have the most
impact on the overall measuring error. However, all the
observed tendencies, as well as the obtained error distribution
map (Figure 19), showed room for possible improvements.
Inaccuracies in reconstruction may be caused by incorrectly
calibrated rotation axes of each gimbal in reference to the
crane origin. The problem may arise from Step 2 of the system
calibration, where only a small number of points is used to
fit the circle models and determine the rotation axes, which
in turn may cause incorrect relation of gimbal and camera
coordinate systems.

Similar results were obtained in another research, where
the laser system has been used to measure the distance and
control position of the crane hook [20]. The tracking error
was less than 50 mm in a distance up to 23 m. However,
the performance and abilities of the non-stationary stereovi-
sion system proposed in this paper are much higher, since the
system can observe and track several objects and reconstruct
actual crane configuration at the same time. Moreover, in the
presented system, no precise camera tracking is needed which
simplifies the gimbal control algorithm.

The use of the real crane for the tests was the techni-
cal merit of the entire experiment, however, it also caused
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some difficulties. Apart from the errors of the vision system
itself, the obtained results could also depend on mechanical
issues such as various deflection of the crane structure and
its mounting base while lifting of the boom or rotating from
one side to the other [49]-[53]. Thereby, models of refer-
ence circles, which are based only on known kinematics of
the crane and single photogrammetric measurement for the
initial position of the crane tip, may have been determined
inaccurate. Moreover, the gimbals are individually situated
on the floor and separated from the crane base. It is worth
mentioning that in any circumstances the crane has a much
higher static susceptibility under load and higher dynamic
susceptibility while accelerating the crane than the observed
errors.

V. CONCLUSION AND FUTURE WORK

The non-stationary stereo vision system, composed of two
independent gimbals mounted outside the crane structure,
enables efficient tracking and reconstruction of the position
and configuration of the entire crane. It is possible to track
multiple points simultaneously, including the load or obsta-
cles, as long as they are visible in cameras images. Multistage
calibration is required after the first assembly of the system.
Normal operation requires continuous recalculation of the
cameras positions and orientations, based on current encoders
positions and well-known gimbals kinematics. The presented
system is flexible in terms of calibration and allows adapting
to different configurations in the working area.

The first experiment demonstrated typical reconstruction
errors of stereo vision systems. It was due to the observation
of the crane tip at a high angle at the boundaries of the
workspace. There were also systematically observed tenden-
cies to deform the space containing reconstructed points,
which suggested incorrectly performed calibration of the
gimbals mechanical axes related to camera coordinate sys-
tems. The errors could also be affected by the assumed mea-
surement method based on theoretical motion paths of the
crane tip, unstable mounting system, and unknown deflection
of the entire crane structure during rotation around the Z-axis.

By introducing several improvements and more accurate
gimbals calibration, the system would be far enough to mea-
sure the crane position in its working space with more than
required accuracy for normal handling. A new spatial cali-
bration pattern needs to be designed with calibration points
arranged around the camera, and not just in front of it. There-
fore, rotation of gimbal axes could be performed in a wider
range with the calibration pattern constantly visible in the
camera field of view. For a better comparison of real and
reconstructed motion paths an additional measuring equip-
ment must be utilized, e.g., laser tracker.

The proposed system has been successfully developed to
solve the inverse kinematics problem in real-time, which in
the upcoming research may enable to control the crane with
a suspended load. Besides, the future design of lightweight
gimbals construction will be desirable to improve the overall
system abilities and dynamics.
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