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ABSTRACT This paper addresses a novel approach for multi-agent control systems including Unmanned
Vehicles (UV). As UV technology advances, one or a group of UVs can be used in a wide range of industrial
or military applications. Centralized monitoring has limitations on various resources (e.g. communication
bandwidth, propagation delay, and computational power), but can lead to an optimal solution to the move-
ment of the swarm. The artificial potential field (APF) method is well-known for modeling decentralized
behavior, but most APF research only focuses on naive actions such as collision avoidance, flocking, or path
planning. In our proposed design Versatile Multi-Vehicle Control System (VMCS), we defined high-level
conditions as APF and let UVs perform swarm intelligence in various mission environments. Furthermore,
we devised a novel algorithm that controls the UVs’ APF topology which can significantly enhance the
mission efficiency. We simulated the VMCS in 3D space and showed our scheme can control the dynamic

mission scenarios for multi-UV systems.

INDEX TERMS Multi-UV control, network topology, swarm intelligence, artificial potential field.

I. INTRODUCTION

Significant advances in Unmanned Vehicle (UV) technology
have increased the possibility of replacing existing indus-
trial components. Research on managing a large number
of unmanned vehicles has become a high priority issue.
However, in the real world, aligned flocking or shaping an
image on the sky [1] (or ground [2]) have been demonstrated
only by proactive path-planning, which shows the limitation
of multi-UV’s empirical application. This lack of practical
implementation on a large-scale UV control originates from
the difficulty of planning complex paths for UVs that must
meet both scalability and optimality.

Commonly, there are two categories to design the
multi-UV control system: centralized and distributed. A cen-
tralized system places a monitor on the UV network to collect
all the data from the UVs and order them directly to carry
out their missions. Centralized decision making requires a
reduced requirement of the UVs’ intelligence and leads to
the possibility of finding the global optimum of the solution,
but it suffers from the exponentially increased delay of the
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networking and the decision overhead [3]. In addition, cen-
tralized decision making has complex implementation steps
because all data are required to make a decision. Collecting,
managing, and sending all actions require a fairly compli-
cated process. Sometimes these centralized processes are
additionally required to consider time synchronization.

On the other hand, a distributed system yields higher intel-
ligence to individual vehicles, letting each UV understand
the current situation and determine its action to complete
its mission. This approach does not cost decision delay
of UVs since each UV makes a decision by itself. In addition,
a distributed system also has strength in computational cost.
By simply comparing with the centralized system, it has
a lower computational load for decision making. Besides,
a distributed system has simplicity in implementation since
it does not need to gather all the information on a central
station. However, this isolation can lead to the local optima of
the solution or increased cost of the system due to the UV’s
specific requirements (e.g. sensors, networking devices, and
computing board).

As one of the distributed multi-agent control
mechanism, Artificial Potential Field (APF) has been steadily
studied [4]-[7]. APF defines the potential applied to mobile

223101


https://orcid.org/0000-0001-5118-0572
https://orcid.org/0000-0002-7490-5406
https://orcid.org/0000-0003-4322-8518
https://orcid.org/0000-0002-9254-9062

IEEE Access

S. Park et al.: VMCS: Elaborating APF-Based Swarm Intelligence for Mission-Oriented Multi-UV Control

UVs and derives location changes based on classical dynam-
ics. APF-based control provides efficient solutions for obsta-
cle avoidance and flock-wise movements such as grouping
and herding [8]. However, there are great walls to deploy the
APF-based system into the real-life environment.

« Stability was only discussed in the area of mathematical
safety. To prove the equilibrium position of the sys-
tem, large assumptions are made such as UV velocity,
available space, and swarm size. Relaxing these assump-
tions is mathematically challenging, so the APF-based
approaches are hard to be directly applied in real-world
scenarios.

o Some artificial potentials that require communica-
tion between the UVs constrain the network topology
because some motion causes them to be undesirably
disconnected with their neighbors or backbones.

o Previous APF-based solutions seem only suitable for
a few specific applications, such as networking or
surveillance.

The unmanned vehicle system can have large functionali-
ties by attaching auxiliary modules (mechanical arms, cam-
eras, lasers, etc.), so the system should return a wide range of
actions. For doing so, we propose a novel architecture named
Versatile Multi-Vehicle Control System (VMCS), an applica-
ble APF-based multi-UV control system. The core idea of this
system is to break away from classical mechanics. In other
words, we do not apply the APFs directly into the vehicles,
but only utilize the direction and magnitude information of
the APF calculation. Each vehicle individually calculates its
potentials to determine its next operation from the results.
In the case of the move action, the magnitude of the
UV motion is determined by the norm of the potential sum
along with the upper bound of the UV’s speed.

The former APF-based studies apply each APF directly
and derives correspondent actuator control following clas-
sical mechanics. This approach helps to shape the UVs’
movements smoothly, but there is limitation of action space.
The resulting actions of APF analysis are only movements,
so the APF can only reflect the reason of movements.
VMCS aims to improve the expandability of APF-based
multi-UV control system by additionally mapping proce-
dure letting UVs perform the specific mission. By doing so,
VMCS allows the users to design their own mechanism that
maps the APF to the actual operations for fulfilling their
requirements.

Furthermore, to show the generality of our modeling,
we defined a generic structure of the mission that can
be applied to various situations. To solve this problem,
we designed sample APF models including the potentials
each of which maintains the network connectivity, avoids
the collision, and performs the mission. To maximize the
efficiency of the swarm, we designed an algorithm that con-
trols the network topology. The network topology of the
APF-based system is usually predetermined, which make the
swarm change its shape fluidly by adjusting the potential
links. In final, we implemented a whole loop of VMCS,
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and addressed the numerical studies while comparing with
a centralized method by simulation.

Our contribution can be summarized as follows.

o We proposed a scheme to decompose the APF derivation
and the operation mapping. Unlike the previous studies
utilizing APF as a mean of the devices’ movement, our
scheme allows the APF to determine any types of the
devices’ operation, such as positioning, power control
or networking. In this paper, we simulated our scheme
in the multi-UV scenario.

o« We proposed a general model of the mission, and
designed a set of APFs that models a swarm of UVs
to perform a mission. We proved the stability of the
APFs in Section IV-D, and evaluated the performance
in Section V.

o Opverall, we conducted the simulation of our proposed
APF-based control scheme in 3D space. From the sim-
ulation results, we derived the numerical trends with
respect to the system or environmental factors, and
showed the persistence of our APF modeling.

The rest of this paper is organized as follows. Section II
introduces some researches on multi-UV control systems, and
Section III explains the general concept of VMCS. Section IV
shows VMCS design including the APF models, topology
control algorithm and stability analysis. Section V evaluates
the resulting system by numerical simulation with discus-
sions. Section VI concludes the paper.

Il. RELATED WORK

As mentioned earlier, the study of using multiple vehicles to
perform a variety of missions while considering the issues of
optimality and complexity is challenging. Various approaches
have been used to study multi-UV control considering the
challenge, but studies in distributed control systems have
been actively conducted with visible results.

Distributed multi-UV control system: There were several
attempts to design the trajectories of multiple mobile agents
within constrained environments. Morgan et al. [9] proposed
a model-predictive control-sequential convex programming
algorithm guiding a swarm of spacecrafts. This study assumes
communicationally and computationally constrained agents
that need to migrate to the other orbit while maintaining
the communication with nearby spacecraft and updating the
optimal trajectory. Bandyopadhyay et al. [10] presented an
approach using distributed optimal transport to probabilistic
guidance of a swarm of autonomous agents. The feature of
this work is an optimal transport algorithm which guarantees
faster convergence. Bandyopadhyay er al. [11] showed a
more general design of distributed control, targeting the for-
mation of large swarms. By adopting Eulerian density-control
scheme, each autonomous swarm is probabilistically con-
trolled to handle the loss or addition of the agents.
Yu and LaValle [12] solved the path planning problem of
multiple robots with minimizing several overheads (arrival
time, traveled distance, and so on). The authors exploited the
mapping between the problem and the multi-flow network.
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FIGURE 1. VMCS design.

Then, they made an integer linear programming to efficiently
solve the issue. The common point from these researches is
that the solution is only appropriate for a specific type of envi-
ronment. In detail, many of these researches only concern and
apply their system on their specific conditions, which mostly
does not justify the generality on normal multi-UV scenarios.
We aimed to operate our multi-UV system in unknown, time
variable environment with considerable stability.
APF-based path planning: APF-based mobility con-
trol has been studied in decades, from the theoretical
designs to empirical approaches. Chen et al. [13] and
Shah and Vachhani [14] defined attractive and repulsive
models between an Unmanned Air Vehicle (UAV) and the
target point and solved the optimal trajectory problem on the
3D obstacle map. Huang et al. [15] showed APF-Elaborated
Resistance Network (APFE-RN) approach to control the
2D vehicle in a road while dividing the planning process
into the virtual planning and actual control. Zhou et al. [16]
solved the local minima problem of APF-based path plan-
ning by particle swarm optimization with the tangent vector.
APF-based approaches have analyzed the path planning of
the robot control with various mathematical tools to reach
the optimality, but most of them were focused to achieve
collision avoidance in a given obstacle map. In our system,
we propose a way to increases the diversity and scalability of
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the mission by equating the mission efficiency with the basic
requirements of the swarm.

Ill. GENERAL CONCEPT OF VMCS DESIGN

Designing mathematical APF, deploying one or more vehi-
cles and observing their trajectories have been actively con-
ducted in multi-UV control domain [13], [15], [17]. However,
drawing APF for the entire map is infeasible in real envi-
ronments due to the large number of the obstacles and their
unlimited shapes. Furthermore, it is often questionable that
the UV can fulfill such mobility in practical environments.
Our scheme bridges the gap between the APF modeling and
the empirical swarm control by abstracting the APFs’ roles
and then mapping their influences.

Fig. 1 shows the overview of our scheme at a glance. The
overall flow of our system follows the general objective of
swarm control concept: decentralization and simplification of
the decision, and the APF derivation [18]. Each UV senses its
surroundings, which may result in the imperfect derivation of
the potential vectors. However, we claim that this approach
is reasonable in the practical scenario with the possibility of
the unknown, mobile obstacles. The unprecedented compo-
nent proposed in our scheme is called vector-to-operation
mapping. UVs refer the sum vector of the APFs, and map
to the specific operation which may decrease the magnitude
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FIGURE 2. Generic mission model.

of the vector. For example, in the case of vector-to-direction
mapping can be expressed as

D(x,y,z) = G x (C:—') ,

A= "tand G=min(Al, V) (1)
feF

where V. refers to the maximum scale of D, A refers to
the total sum of APFs (f), F refers to the set of the APFs
defined in VMCS, and G refers to the gain value that applies
to the UV’s final movement. If we let T refer to the decision
period of each UV, then Vi, should be set as Vipymax /7,
where Vppymax refers to the physical maximum velocity of
the UV. Consequently, the factor G implicitly represents the
UV’s velocity, and the factor A/|A| represents the UV’s
direction.

The motivation of our scheme can be summarized into
two factors: stability and extensibility. Note that the APFs
defined in the existing multi-UV system are artificial, so the
control modules equipped in the UVs must imitate the force
obtained by the fields to balance the whole system. In the
vector-to-operation mapping sequence described in Fig. 1,
only the commands containing the next destination are deter-
mined for the vehicles. This strategy lessens the burden of the
control module and contributes to the stability discussed in
Section IV-D. Furthermore, existing APF-based approaches
can be expanded to more complex swarm, including UAV
and Unmanned Ground Vehicle (UGV) with our scheme.
To show the generality of our scheme, we assume a simple
but largely-applicable scenario where UVs need to perform
a set of missions. We introduce the detail of the mission and
derived VMCS in Section IV-B, and show the performance
in Section V.

IV. DESIGNED SYSTEM

This section addresses the detailed design of VMCS.
We define the simple APF models utilized in the control deci-
sion for the mission performance. Also, we propose a topol-
ogy control algorithm that dynamically controls the topology
of the network to manage the constraints produced by the
potentials.
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(b) UV leaves mission target when un-
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(c) UV visits a specific station when ca-
pacity is full.

A. MISSION MODEL

To guarantee the applicability of the resulting APFs,
we designed a generic mission model for swarming UVs as
shown in Fig. 2. The mission model is composed of a set
of mission targets M, and a set of UVs U, and a station S
used for a return point. Each mission target is referred to
mr (1 < k < |M])) and holds a specific amount of the
mission load R,,, where R;,, > 0. Each UV is referred to
ui (1 < i < |U|) and carries a specific amount of the
mission load C,, where 0 < C,, < Cpux, and Cy,qy refers
to the maximum capacity to carry the result. We assume that
each UV knows Cj,, in priori, and has ability to periodically
check its remaining capacity. A UV can approach to a mission
target, and transport the amount of the mission load from the
target to itself at nearby of the target within a pre-defined
short distance (Fig. 2a). If the carrying amount of a UV
reaches to Cy,,y, the UV cannot transport the mission load
(Fig. 2¢), but it can reset its load at the station (Fig. 2b). The
objective of the mission is to collect all load of the scattered
mission targets by using a given group of UVs. Furthermore,
we apply the connectivity constraint to the mission, so UVs
should be connected to a gateway, which is in a fixed position.

When the mission starts, a number of the mission targets
are scattered in a 3D space with randomized Ry, . Then,
a gateway is located at the center of map, and the UVs are
randomly located at nearby of the gateway. The UVs know the
position of the gateway a priori. Through the mission opera-
tion, the UVs and the mission targets periodically broadcast
the position of each. The mission is marked as completed after
all mission targets are carried by the UVs.

Our proposed scenario can be mapped to a wide range
of the swarm applications. For delivery scenario (gathering
courier boxes to a station), R, refers to the weight of the
boxes on the target, C; refers to the current amount loaded to
the i-th UV, then Cy,,y can indicate the maximum payload
of each UV. In IoT scenario using UAV as a sink [19],
Ry, refers to the accumulated data size collected by the
sensors around the region, C; refers to the allocated space of
the storage device equipped in i-th UV, then C,,,4, can indicate
the available maximum data size the UAV can store. For more
biological cases, if R, is the amount of honey contained in
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a flower and C; are the storing amount of i-th bee, then we
can design the APF of the flying robots acting as a swarming
worker bees.

B. APF MODELS

We propose a mathematical model of APFs that regulates the
distributed behavior of multi-UV swarm. Each APF depicts
the influence needed to be applied to the UV and induce
its position to fulfill the given mission, avoiding unexpected
damage or uncontrollable state. We derive A as a sum of the
specific APFs, expressed to

A = G.F¢ + G Fm + G,Fp )

where F. refers to the collision avoidance potential, Fy, to
the mission performance potential, Fy refers to the network
connectivity potential, and G., G,, and G, refer to the gain
of each potential, respectively. F. grants the repulsive force
from the nearby obstacles, and Fy, applies the attractive force
from the mission targets or the station. Fy, gives the attractive
force from the wireless links. Recall that the result of the
APF derivation is not directly applied to the UVs’ kinematics.
Rather, the mapped commands are conducted by its own con-
trol module. In addition to the potentials, we consider the case
that the UVs are desired to connect to the backbone network
since UVs may need to communicate with the operator while
performing their mission.

The following subsections describe the aforementioned
potential factors in detail. For simplicity, we let P; and C; refer
to the position and the current load of the u;, respectively.

1) COLLISION AVOIDANCE POTENTIAL

As most of the existing approaches claimed, UV needs to
be away from the obstacles whether they are stationary or
mobile. For any detected obstacle including the other UVs,
we modeled the collision avoidance potential f¢(o;) with the
opposite direction to an obstacle (indexed to j), which can be
calculated by

[Po; — Pil\ Pi — Py,
) : 3

fc(oj) = —log ( D. |P; — Py |
]

where POj refers to the position of the obstacle o;, and D,
is the maximum obstacle detection distance. Eq. (3) shows
the exponential drop when |P0j — Pi| < D, to let fc(0;) be
dominant when the UV approximates to an obstacle.

Note that we assume a case that the detailed map contain-
ing the obstacles’ position is not given previously. It means,
the surface of the obstacles can be detected by sensors such
as LIDAR, depth camera or any other sensing module. If we
let O refer to a set of the detected obstacles within D, then
we can derive the aggregated obstacle avoidance potential
applied to a UV by

Fe= ) fe(0)). @)

0j€0
In addition, O includes a set of UVs E, where E C U
and |Pe — Pj| < D, for e € E. The positions of the
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UVs are broadcast as stated in Section IV-A, so the UVs apply
repulsive force to each other.

2) MISSION PERFORMANCE POTENTIAL

We modeled Fy, as the aggregated potential of the partial
potentials fy, attracting to the mission targets, and Fy attract-
ing to the station. The APF of f, is calculated to

Py, — P;

f, =D, — |P;—P _—
m@mn) = (D, — |P; mk|)|Pmk_Pi|

%)
where Py, refers to the position of the mission target and
D,, refers to the maximum range of the mission target to
be attracted, named to Mission Attraction Range. The UVs
obtain Py, from my itself, through the position broadcasting
mentioned in Section IV-A. Fy is calculated to
— (pCi—Cthresh Ps — P

Fs = (e 1y Ps P (6)
where Pg refers to the position of the station and Cippesp
refers to the load threshold of the UV. As shown in Eq. (5),
the scale of the potential increases when the mission target is
at closer distance. Inverse relationship between the distance
and the potential leads to the efficient formation change of
the UVs, where each UV approaches to the nearby target. The
potential from the station described in Eq. (6) applies when
the load of the UV reaches above a threshold Cyegn. On our
implementation in Section V, we experimentally set Crpresh
t0 0.9Cnqx -

With this design, UV will be strongly attracted to a station.
As regulated in the mission model, the UV filled with the
mission load (C; ~ C,4) cannot continue the mission.
We designed Fg to fulfill this restriction under any circum-
stances, which temporarily breaks the UV’s stability until C;
resets to 0. Section IV-D addresses the stability of the system
in detail.

In summary, Fp, can be calculated to

Fmn= ) fm(m)+Fs )

myg eM;

where M; refers to the set of the remaining mission targets
detected by the UV u;, which means M; = {my| (|P; —
P ) < Dy, Ry # 0, my € M}

3) NETWORK CONNECTIVITY POTENTIAL

As mentioned earlier, the swarm often needs to maintain the
network between the nodes to perform its mission. The poten-
tial introduced in this subsection is optional, but we attempted
to design a generic one to be able to be utilized at various
types of the network topologies. We adopted a graph-based
approach to this potential [15] to guarantee the network con-
nectivity of UVs. Let a set N contains the swarm’s backbone
gateways and the UVs. These backbone gateways can make
the UV ad-hoc network to communicate with outer networks.
If we let H be the set of the available next hops to connect
to the backbone network, which satisfies H C N, then the
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Algorithm 1 Topology Control Algorithm
1. H < {g}
2: c <1
3: while True do

4. if |Fp| > |Fm| + |Fc| then

5 if there is a gateway g within the distance D,, then
6: c<«1

7 H <« {g}

8 return

9: end if
10: Get a set of the UVs E within distance D,
11: if ¢ € FE satisfies ¢, < ¢ then
12: H <« E
13: ¢ < min(c,) + 1

14: end if
15:  endif

16: end while

network connectivity potential Fy, can be simply expressed to

Py, — P;
F. — e/Pn—Pil=D ! (8)
! th)} Py — Py

where Py, refers to the position of the next hop device (or gate-
way), and D,, refers to the threshold communication range
between the wireless links. The UVs obtain Py, from # itself,
through the position broadcasting mentioned in Section IV-A.
The magnitude of Fy, increases when the distances from the
next hops get larger. Note that Fy, plays the same role with
the Reynold’s second rule [20], since the UVs follows the
nearby other UVs to maintain the network. H is firstly set to
the one that includes only the gateway and then modified by
the topology control algorithm, which detects the possibility
to the expansion of the network and attempts to loosen Fp,.
Section IV-C describes this algorithm in detail.

C. TOPOLOGY CONTROL
Network connectivity guarded by Fy, (Eq. (8)) can result in the
undesirable form of swarms if H is fixed. Pre-installing H for
each UV can shape the required formation of the swarm, but
it brings complex design of the topology and the restricted
structure of the swarm. Changing H should be elaborately
designed due to the risk of losing the connectivity to the gate-
way while swarming in the 3D space. The main reason of the
difficulty in determining H originates from the independency
of the UV’s control decision. To guarantee the connectivity
to the backbone network, at least one UV needs to be linked
within one hop. Thus, changing H must be considered in
a group of the nodes. In this section, we propose a novel
topology control algorithm based on the APF calculation to
make the UVs” movements flexible without connection loss.
The main breakthrough of our algorithm is the definition of
the H change condition with respect to the relationship of the
potentials’ magnitude.

Algorithm 1 describes our topology control sequence.
Fig. 3 graphically represents the situation where three UVs
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(a) Fy restricts the dispersion of the UV due to the
large distance to the next hop.
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reduce F,

Potential sum
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\\ e
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(b) UV2 changes H and lessen the F'5, to move further.

FIGURE 3. Topology control example.

are connected to the wireless gateway. The red, blue and green
arrows on each subfigure represent the potentials Fy, F¢ and
Fm, respectively. The yellow bordered arrow represents the
direction of the potential sum A. At first, the network starts
with the star topology where all UVs refer its next hop to
the gateway (Fig. 3a). A variable c refers to the expected hop
count of the routing path to the backbone network. In the case
of Fig. 3a, UV1 to UV3 have the same value of ¢ = 1. Due to
the far distance from the gateway, UV2 suffers from the large
F,, and cannot move further to the mission target. If the poten-
tials in UV2 satisfy the condition described in line 4, the APFs
imply that the network connectivity potential interrupts the
proper deployment of the swarm. Thus, UV2 scans the nearby
neighbors which are within its wireless communication range
and confirms if one of them guarantees the routing path to the
backbone (line 11). If possible, UV2 sets ¢ to the minimum ¢
of the neighbors plus one, and change the next hop to E. Then
F, is changed and the UV2 can move forward to its desired
direction 3b. The resulting value of UV2’s ¢ is changed to 2,
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and the rest of the UVs hold their H if all of nearby UVs are
c=2.

There are some additional discussions for the topology
control algorithm.

e One may wonder why all nearest neighbors are in
H when changing the set of next hops. This strategy
originates from the philosophy of the network redun-
dancy [21]. As shown in Algorithm 1, any UV in the
network can change its ¢ by its nearby UVs. Including all
neighbors can increase the robustness by the opportunity
to reduce the expected hop count of the UV. However,
too intensive redundancy can rather highly restrict the
movement of the UVs due to the large F}, after changing
the H. On our implementation, we limited the maximum
|H | to 2 for flexible swarming.

o From line 5 to 8, we grant the chance to connect to
the gateway within a single hop by resetting H and c.
This recurrent logic helps to reduce the maximum hop
count of the network and routing overhead. However,
if all UVs try to reconnect to the gateway, it might be
difficult for the formation to escape the star topology.
On our implementation, we let UVs try to reconnect to
the gateway with 5% probability per loop.

D. STABILITY ANALYSIS

This section analyzes the movement of the VMCS designed at
Section IV-B. We adopted the Lyapunov direct method [22] to
show the existence of the equilibrium point. At first, we show
the stability of a UV in the multi-UV environment, as shown
in Fig. 4. In this analysis, we abstract all other UVs and
their total APFs into one virtual UV and its APF, and rep-
resent all the remaining missions with one virtual mission,
as shown in the figure. This abstraction is in the extended
line of modeling in Section IV-B and makes the entire scheme
intuitively understood. As shown in the figure, a UV changes
the direction to the sum of the APFs F., Fy, and F,, while
moving to the direction A’, induced by the previous control
loop. If a UV reaches an equilibrium point, the resulting
operation (Eq. (1)) derived by the APFs let the UV back to

Virtual UV

Fs : LHmz /

Station |J™*.... <

FIGURE 4. APFs applied on UV.
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the previous position, which can be expressed as
A" =F.+ Fpy + Fy. )

If we divide the above equation into vertical and horizontal
components with 6,, 6, and 6,, shown in Fig. 4, the result can
be expressed to

Fncosb, + Fccosb, + Fyycosb,, = —wa
Fpnsin6, + F¢sinf, 4+ Fy, sinf,, = 0 (10)

where w, a refers to the mass and the acceleration of the UV,
respectively. We separately prove the stability of horizontal
and vertical components.

For the convenience on the following stability analysis,
we express the potentials as

Fo = a(t) un(t), Fe = B(1) uc(r), and
Fi = y1(0)um, () + y2(1)um, () (1)

where a(t), B(t), y1(¢) and y»(¢) refer to the magnitude of the
Fn, Fe, Fm — Fs, and Fg, respectively. uy(?), ue(?), Um, (¢)
and uy, (¢) refer to the unit vectors directing each potential.
To derive the decisive factor from each potential, we revisit
Egs. (4)-(8).

let ro(t) : = [Py — Py| — Dy wWort. t,
|Pi - PUjl

D,
let r(t) : = Dy — |Pj — Py | Wort. f,

a(t) = O (12)

let r(2) : wrt t, B@)=—logri(t) (13)

y1(t) = (1) (14)

let r3(t) 1 = Ci — Ciesh W.LL £, po(t) = ™D — 1 (15)

From the Eqgs. (12)-(15), we rewrite horizontal component
of Eq. (10),

wi + " cos B,x — log ry(t) cos O.x
+12(t) cos Oy x + 13(t) cos Oy, =0 (16)

where x refers to the horizontal displacement of the UV
from the equilibrium point. We define the Lyapunov function
V(x, x) as

Vix, x) = %wfcz—}—% (er‘)(’)—log r (t)+r2(t)> x2 + r3(t)x.
a7
Then, the derivative of V(x, x) is
V'(x, x) = x(wi 4+ ¢Dx —log(r(1))x + ra(t)x + r3(1))
+% (e’°<’>r'o<r) - —— 70 + f2(1)> 24 rix. (18)

ri(?)
As aforementioned in Section IV-B2, we investigate the
case with C; < Cypresh- In Eq. (17), since ri(t) < Dy, in
Eq. (7), V(x, x) is positive definite, with equilibrium point
V (0, 0) = 0. Also, in Eq. (18), the first term is negative since
wx + Ox —log ri(t)x + ra(t) + r3(7)
> wiX + "0 cos O,x — log ri(t) cosO.x
+1r2(t) cos Oy + 13(t) cos Oy, =0 (19)
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FIGURE 5. Simulation of the proposed APF-based scheme (3D view).

from Eq. (16), and x < O due to the equilibrium. Also,
ro(t) < 0, r1(t) > 0, r2(t) < 0 from the design of the APFs
(Section IV-B), and r3(T) is negligible since C; < Cippesh-
Thus, V’(x, x) is negative definite, and the control system
of a UV satisfies Lyapunov stability in horizontal. Similarly,
the system also satisfies Lyapunov stability in vertical since
there is only difference in the term wx, which results in the
same positive/negative definite of the Lyapunov function and
its derivative. In general, each UV settles to its equilibrium
point while operating, so we can conclude that the multi-UV
system controlled by our APF models satisfies Lyapunov
stability, which means that there are equilibrium formations
that the UVs can hold. The position might some cases fall
into local minima, however, its formation still satisfies all
the constraints and does not violate the overall constructing
algorithm in the system. Therefore, we are confident that
the VMCS will work stably without any form of failure or
divergence.

V. EVALUATION

We simulated the VMCS (Section III, IV) by implement-
ing the scheme and APFs in Python. To show our results,
we implemented a visualizer as an auxiliary using OpenCV.
We simulated our scheme with our APFs using the visualizer.
The details on the implementation are as follows.

o We defined a 3D space map with size 100m x 100m x
50m (width x length x height), and the objects intro-
duced in Section IV-A, such as mission targets, UVs and
gateways.

« UVs have 3D mobility in the simulation space. At first,
UVs are randomly deployed nearby the gateway. For
every 10 ms, each UV calculates F¢, Fy,, and Fy by
Egs. (4)-(8), and determines its next destination from
Eq. (1) per loop, where F = {F¢, Fin, Fn}. Maximum
velocity of UVs V,,4x is 20 m/s.

o Mission targets are randomly spread in 3D space, 2s
after the drones are created. Mission load Ry, follows
uniform random distribution within a range (100, 500)
in default. If a UV approaches nearby the mission target,
the mission load is transported by 100 units/s. Likewise,
if a UV approaches nearby the station, UV immediately
releases its load.

« We propose a main evaluation metric as mission comple-
tion time, which refers to the time the UVs transport all
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(b) Formation in mission with F},,.

(c) Final formation after mission ends.

loads of the mission target. In case of the mission failure
(due to the unreachable mission target), we set the time-
out to 60 s to finish the simulation. From Section V-B
to V-D, distribution of mission completion time is
measured for each simulation. Additionally, we intro-
duced other metrics each of which is covered in the
subsections.

Fig. 5a shows the stabilized formation of 10 UVs where
Winax = 30, before mission targets spawned. As shown in
the figure, the swarm forms such a regular shape maintaining
similar distances between one another, where |F,, + F.| =~ 0.
We claim that this regular shape is advantageous when the
mission targets are randomly deployed since the UVs can
react quickly in any direction. Also, the UVs are not gathered
unnecessarily, so it can detect the targets in further distances.
Fig. 5b shows the formation after 5 mission targets deployed.
To enhance the visuality of the simulation, we separated the
UV icon colors from blue to red: when capacity is almost
full, the color changes to red. We captured the simulator
right after the mission is completed, where ) ;s R, = 0.
As shown in the figure, UVs move to the mission targets while
maintaining the network connectivity. Also, we observed that
the movements of the UVs are stabilized after all mission
requirements reach to 0, as shown in Fig. 5c. Additionally,
the numbers denoted to each UVs in the simulation repre-
sents the ID number and its current load. The video of our
simulation is available at [23].

Note that the APF models shown in Egs. (4)-(8)
are relatively simple and rough, but these potentials
cannot dramatically harm the formation due to the
mapping procedure described in Eq. (1). This mapping
procedure not only contributes to the stability of the sys-
tem, but extends the area of recognition modeled as APF.
From the simulation, we showed that our scheme described
in Section III can be utilized to implement practical
APF-based systems. Also, we proved that our APF models
addressed in Section IV-B stably shape the formation of
the UVs, while maintaining the connectivity to the gateway
by Algorithm 1.

Fig. 7 graphically represents the trajectories of 10 UVs,
with [M| = 5. In each figure, green circle indicates the mis-
sion target, and magenta circle indicates the gateway. Before
the mission targets are scattered, the formation of UVs extend
out from the center due to the Fe. After the targets are created,
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FIGURE 6. Simulation of the proposed APF-based scheme (2D view).
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(a) Trajectories of 10 UVs (3D view).

FIGURE 7. Trajectories of 10 UVs.

5 UVs successfully approach to the mission target, whose
position is nearby to one of targets. The other 5 UVs firstly
move towards the nearest target, but already arrived UVs
apply repulsive APF to them. From this figure, we showed
that VMCS forms the formation of UVs for mission in a
distributed way.

We also investigated the possibility of the collision
between UVs and this is represented in Fig. 8. We col-
lected the minimum distance from each UV to the other UVs
over time. As shown in the figure, UVs linearly spread for
first 1s, and shows variable distances after the mission target
spawned. However, until the mission completed, the mini-
mum distance for each UV does not drop into a certain value,
which is measured as about 8.5092 m. This investigation
shows that UVs movement derived by VMCS maintains the
distance between the UVs, by F.

The following subsections show numerical evaluations in
various cases.
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(b) Formation in mission with F3,,.

(c) Final formation after mission ends.
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(b) Trajectories of 10 UVs (2D view).

A. COMPARISON WITH CENTRALIZED SCHEME

To justify the usability of the system, we compare VMCS
results with another scheme. However, it is notable that
VMCS system aims the swarming of multi-UVs in versa-
tile mission scenario, so we proposed a generic mission
model and designed APF models for mission performance.
Unfortunately, to the best of our knowledge, it was difficult
to find corresponding studies that enables the comparative
study with our scheme in the same line. We designed our
generic model to be specified to various kinds of mission
scenarios: surveillance [24], network provision [25], deliv-
ery [26]-[28], and so on. Since each scenario has its own
metrics for evaluation (e.g., network throughput for [25]) or
different constraints (e.g., [26] exploits transit network), it is
inappropriate to compare the system with VMCS. Last but not
least, our mission model contains network connectivity con-
straint, but most of path-planning studies do not consider and,
and this constraint is considered independently [29], [30].
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FIGURE 8. Minimum distance between UVs.

Thus, we additionally designed a centralized scheme that
a central station sends moving command to the UVs by
network.

We designed the centralized multi-UV control mechanism
for our mission model as follows.

o Central control station is located at the gateway and
firstly allocates the nearest mission target to each UV.

o After the UV finishes the mission at a target, central
station allocates another unfinished mission target to the
Uv.

o If a UV reaches the maximum capacity, the UV returns
to the control station. After emptying the load, station
reallocates another unfinished mission target to the UV.

The main reason for this reactive assigning approach is
for preparing the continuous scenario as addressed in
Section V-E. Pre-scheduling mechanism is hard to be applied
to the scenario that the mission targets are continuously
spawned.

With the above major rules, we added the additional mech-

anisms to improve the validity of the system.

o Connectivity: If a UV moving to the target is deter-
mined as disconnected (could not find the route to the
central station), the UV temporally holds its position
and the central station assigns another UV a networking
task. After this newly assigned UV is placed between
the station and the UV, the disconnected UV restores its
connection and performs the task. Central station prefer-
entially chooses the networking UV that is not assigned
the mission target, which can exist after small number
of the mission targets left. If there is no unassigned UV,
central station randomly chooses a UV.

o Network delay: We added the networking delay from
the UVs to the central station. When the station com-
mands a UV (for mission targeting or networking),
the UV starts the task after the amount of the network
delay. However, the network delay is not applied when
the UV returns to the station due to the maximum
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capacity, or the UV holds its position due to the network
disconnection.
We calculated the network delay of each communication
as

NetworkDelay = tdelay,onehop X Nhopss (20

where 14e1ay,0nenop Tefers to the one-hop transmission delay
of the network. We determined #;ejay, onenop by €xploiting the
analytical wireless transmission model in [31].

We simulated both VMCS and the centralized scheme
while varying the number of UVs from 10 to 50, and Fig. 9
graphically represents the mission completion time of each.
As shown in the figure, VMCS outperforms the centralized
scheme, primarily because there is no networking delay. From
this evaluation, we showed that VMCS accelerates the mis-
sion performance against centralized scheme.

\ —VMCS
= = Centralized

Mission completion time (s)

4 . . . . . )
20 25 30 35 40 45 50

Number of UVs

FIGURE 9. Comparison with centralized scheme.

B. COMMUNICATION RANGE

Communication range of the UVs can affect the mission
performance since it limits the movement of the UVs more
occasionally. Fig. 10 shows the mission completion time
while changing the maximum communication range, where
M| = 10 and |N| = 10. Just to clarify, |M| represents the
number of mission targets as described in Section I'V-A and
|N| represents the number of swarming UVs in the mission.
Commonly, it is expected that the longer communication
range shows the better performance. However, as shown in
the figure, the case of W,,,,x = 30 outperforms the other cases
Winar = 20 and W, = 40. The reason comes from the
appliance of F,. Atthe case of W,,,,, = 40, the UVs are spread
more widely before the mission starts, which results in the
more travel time to the mission targets. From the observation,
we can conclude that increasing the communication range
does not always result in a better performance.

C. MISSION SIZE
While changing the mission size, W, is set to 30 and |N|
is set to 10. As shown in Fig. 10b, increasing mission size
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FIGURE 10. Mission performance while varying numerical factors.

results in the larger mission completion time. It is notable that
the differences of the cases |M| = 10 and |[M| = 20, and
the cases |[M| = 20 and |M| = 40 are almost similar. This
observation can lead to the conclusion that the mission size
and the mission completion time is not linearly proportional.
The reason for this is the parallelization of the UVs’ actions,
where each UV performs the mission with reasonable path.
Furthermore, the case of smaller |M| leads to the smaller
variance of the mission completion time, especially at the
|M| = 10. The reason for this is the instant deployment of 10
UVs to 10 targets, which means that VMCS can quickly dis-
patch the UVs to the targets one by one. When |M | increases,
each UV takes more variant time to approach to multiple
mission targets, in dynamic changes of formation. From this
simulation, we showed that our proposed APF models could
achieve the high performance of multi-UV system.

D. SWARM SIZE

We simulated our system while increasing the number of the
UVs, which results in Fig. 10c. In this simulation, W, is set
to 30 and [M| to 20. As expected, the case of larger |N| out-
performs the case of smaller |N|. The first reason is the less
travel time of UVs, since the UVs are densely swarming at the
3D map. Secondly, when a UV has full capacity (C; & Cyax),
there are the other UVs to be replaced and continue the mis-
sion. When a UV needs to return to the station, consecutive
topology changes can occur due to the large distance from the
station. From this simulation, we showed that our topology
control algorithm properly changes H while operating a large
number of UVs.

E. ROBUSTNESS

We investigated the persistence of our APF models, using
our system. We periodically spawned the mission targets
per 0.5 s, during 1 hour simulation. We deployed 20 UVs
in the map, with W, = 30. Then, we measured K =
ka em Ry per 10 ms, which means the current remaining
mission load. If the swarm suffers unexpected deadlock or
fails to return the station, K will linearly increase due to
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{10, 20, 40}

the accumulated mission targets. Fig. 11 shows the graphical
representation of K with respect to the simulation time.'
As shown in the figure, K oscillates around 600 to 800,
and we can estimate that there are about 3 mission targets
regularly remaining in the map. The persistence of the sys-
tem originates from the vector-to-operation mapping which
results in the bounded positioning of the UVs, and the sta-
ble APFs designed and proved in Section IV-B and IV-D.
From the evaluation, we showed that the VMCS can run the
general-purpose swarm control system designed with practi-
cal potential models.
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800 Y

Remaining mission load, K
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" "
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FIGURE 11. K with respect to the simulation time.

F. FAIRNESS

Depending on the application, performing the mission can
consume the long-term resources such as battery or stock
of supply meterials. In this case, it is best to allocate tasks
equally to the UVs to maximize the job life. In other word,
the system should guarantee fairness of the system in mission.
Thus, we investigated the amount of work done by each UV.
From the scenario of Section V-E, we collected the accumu-
lated amount of work done by each UV in a whole time. Then,

we smoothed the result by windowed average for visibility.
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we defined Throughput as the amount of the work done per a
second, whose unit is in units/s. Fig. 12 shows the throughput
measured over time. As shown in the figure, although not
exactly converges to the same, it can be seen that the UVs
converge to almost similar throughput. This result indicates
UVs do the mission fairly without idling in the middle of
mission performance. The major reason for this fairness is
the collaboration of F¢ and Fy,. When a target spawned, UVs
within D,, gathers by Fy,, but with enough distance between
them by F¢. Such spaced formation yields opportunity to be
assigned to the other targets to the UVs. Even though Fy,
applies larger potential to the UVs far from the target, cap
of velocity (Eq. (1)) prevents reversed assignment of target.
From this evaluation, we showed that our APF model shows
fairness in VMCS scheme as UVs are evenly dedicated to
the mission performance, even though each UV individually
determines its location.

D
S

W
(=}

Throughput of UV (units/s)
N
S

0 500 1000 1500 2000 2500 3000 3500
time (s)

FIGURE 12. Throughput of UVs.

G. DISCUSSION FOR USE CASES

The proposed system does not only contribute to the stability
of the control, also allows the system to be applied to var-
ious environments other than multi-vehicle control, such as
multi-agent air purifier (or conditioner) or multiple speakers
on music performance. We introduce some use cases of our
scheme.

o Swarming air purifiers: Note that existing concept for
automated building monitoring system is based on the
concept of IoT, where a centralized controller manages
the states of the connected devices [32], [33]. By adopt-
ing our scheme, air purifier can control its operation
by sensing the environment and nearby other purifiers,
without communication or network module. APF can be
modeled with respect to the dust concentration and the
operation status of the other devices at nearby of itself.

o Power control of wireless sensor network (WSN):
Life cycle of the wireless sensors is essential due to its
complexity in duty cycle scheduling [34]. By designing
APF model respect to the traffic ratio and nearby node’s
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status, the node can control its own duty cycle to meet
the network’s needs. Additionally, our system can be
utilized for dynamic control of the transmission power,
which can reduce the signal interference in the wireless
medium [35].
The sequential action of the APF’s vector sum can be any of
the agent’s operation, such as powering submodules, spray-
ing light, networking or signaling as well as movement.
By extracting the magnitude of the vector sum, the agent
can determine the level of its operation according to the
environment.

VI. CONCLUSION

We aimed to present the practical design of the APF-based
multi-UV control system for versatile environments. To over-
come the limitation of previous APF-based systems’ func-
tionality, we decomposed the APF modeling phase and the
control decision phase. We designed a generic mission struc-
ture that can be applied to the various environments, and
formulated the APF for the mission completion. Furthermore,
we proposed a topology control algorithm based on our
APF models, which increases the flexibility of the UV for-
mulation. We investigated our system in simulation, and the
numerical results showed the performance of our system in
various condition.

As future work, we can leverage our scheme to construct
various kinds of multi-agent control, such as the examples
introduced in Section III. Also, we can refine our APF mod-
els for better performance, pursuing the optimal formation
changes of the swarm. We believe that our studies have
the potential to enlarge the applicability of the APF-based
approaches. Furthermore, we expected the proposed scheme
and generalized approach to be a great inspiration to the area
of multi-agent control system research.
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