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ABSTRACT Billions of Internet of Things (IoT) devices are deployed in a variety of scenarios to monitor
events or objects of interest, thereby enhancing the quality of human living. Software define technology
can expand the functions of IoT devices by updating the code so that it can evoke new life. However, how to
disseminate the code to a given set of sensor nodes quickly andwith long lifetime still faces challenges. In this
paper, we are fully aware that most nodes in the sensor network have energy surplus, so this energy can be
fully utilized to optimize code dissemination performance. So, we first propose an Adjusting Transmission
Power based Code Multicast (ATP-CM) algorithm, which can effectively reduce the delivery delay of code
dissemination without reducing the network lifetime. After that, an Augmenting Active Slots based Code
Multicast (AAS-CM) algorithm is proposed, which can reduce broadcast waiting time and speed up code
dissemination. Combining the above two improvements, an Adjusting Transmission Power and Augmenting
Active Slots based Code Multicast (ATP-AAS-CM) scheme is proposed, which can greatly reduce delivery
delay while maintaining a high lifetime. Extensive experimental results and analysis indicate that the scheme
proposed in this paper can effectively increase the energy utilization by 13.43%-34.18%, reduce the delivery
delay by 63.88%-77.38%. Meanwhile, its lifetime is the same as that of previous schemes, which fully
illustrates the effectiveness of the ATP-AAS-CM scheme.

INDEX TERMS Internet of Thing, code dissemination, multicast, delivery delay, energy efficient.

I. INTRODUCTION
The development of microprocessor technology has greatly
promoted the Internet of Things (IoT) [1]–[3]. According
to the prediction from Gartner, by 2020, smart devices will
reach 20.4 billion [4]. Most of these IoT devices are equipped
with sensing devices that can sense the physical phenomena
of surrounding environment, so that the system can deal
with events accordingly [5]–[7]. Currently, these IoT devices
are deployed in many application fields, such as transporta-
tion [8], [9], medical and health [10], [11], environmental
monitoring [12], [13], industrial production, etc. [14]–[16].
Because these IoT devices are mainly deployed at the edge of
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network [17]–[19], and have powerful storage and processing
capability [20], [21]. With the development of 5G [22]–[24],
the utilization of IoT devices has been promotedmore rapidly.
Therefore, new network computing models such as Edge
computing [25]–[27], Fog computing [17] have emerged,
making the current network computing model shift from
cloud to edge [28]. New computing models make full use of
IoT devices deployed at the edge of the network to perceive
data, and analyze and process data at the same time [29]–[31].
Since users accessing network services are all located at the
edge of the network, users can get services nearby [3], [6],
thus reducing the delay, jitter, and high energy consumption
caused by sending service requests to the cloud through
long routing [12], [14]. In particular, the combination of
current edge computing and artificial intelligence has made
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FIGURE 1. Network application scenarios.

distributed deep data analysis and processing more com-
mon [32], [33], which has further promoted the widespread
application and deployment of IoT devices [34]–[36].

Wireless sensor networks (WSNs) are one of the earliest
and most widely studied sensor-based networks [37]–[40].
In such a network, many sensor nodes are deployed in the
areas to be monitored [41]–[43]. Among them, there is a
special node called sink connected to the Internet. All other
sensor nodes form a network through self-organization, and
transmit the sensed data to the sink through multi-hop rout-
ing [44]–[46]. However, with the development of Internet of
Things [1]–[3], senor-based network or called cloud sensor
system exists in a more flexible and extensive way. Figure 1 is
such an application scenario [4], [47], [48]. In the cloud
sensor system, sensor nodes self-organize into a network on
the one hand, and on the other hand, their data collection
methods are more flexible and diversified. It is not necessary
to connect to the Internet through the sink node like traditional
WSNs, but to collect data through emerging tools such as
mobile vehicles, Unmanned Aerial Vehicles (UAVs), which
further expands the scope of their applications [49]–[51].

Another technology that promotes the further development
of IoT devices is software define [41], [42]. Software define
networks allow IoT devices to perform system updates or
upgrades, thus invoking new functions. Due to the number
of IoT devices is large [41], [42], [52], [53], redeployment is
expensive, some devices are difficult to update, and other pro-
duction activities need to be stopped when updating, which
is costly. In the software define network, only by updating
software codes, IoT devices can gain new life [54], and the
application range of sensor nodes can be expanded, thus
having good development prospects [41], [42].

The combination of software define technology and IoT
devices has greatly expanded application prospects [41], [42].
Figure 1 shows such application scenarios. In such a network,
IoT devices are randomly deployed in multiple application
sites, such as bridges, buildings, roads, and other facili-
ties [55], [56]. On the one hand, these IoT devices sense
the data in the environment and send them to the application

center [57], [58]. On the other hand, IoT devices can complete
self-update by receiving codes. Therefore, in such applica-
tions, the network has two flows, one is data flow, and its
flow direction is from sensor devices to data collection cen-
ters (such as sinks or other mobile vehicles, etc.) [57], [58].
In data collection, it can be directly connected to the Internet
through the sink node like the traditional network, or it can
be collected through mobile vehicles like the opportunistic
routing method proposed by Bonola et al. [47]. The other is
code flow [41], [42]. The direction of code flow is opposite to
data flow, which is sent from sink to sensor nodes. Because
the code update is only performed when sensor devices need
to be upgraded, it is not a regular operation [41].

In code update, the frequently used operation is multicast,
that is, the code is sent to a specified group of sensor nodes
for system update [46]. Two important metrics in multicast
are energy consumption and delivery delay [46]. Since sensor
nodes are generally powered by battery, their energy is very
tight, so code dissemination should save as much energy
as possible [59], [60]. There have been many researches
on energy saving for sensor nodes, including routing strate-
gies, load balancing, adjusting transmission power, cooper-
ative communication, and other technologies. Among them,
the most important technology is the duty cycle mechanism.
Since the event of the physical phenomenon monitored by
sensor nodes is often happened in seconds, if the node is
periodically sleep/awake in milliseconds, then it can not only
not lose the monitoring phenomenon, but also can effectively
save energy. Therefore, the duty cycle mechanism is widely
used in sensor-based networks. The reasonwhy the duty cycle
mechanism saves energy is that the energy consumption of
nodes in the sleep state is thousands of times less than the
energy consumption in the awake state. Therefore, if possible,
let nodes be in sleep state asmuch as possible. However, when
nodes are in sleep, the delivery delay of code dissemination
will increase. This is because when the node is spreading
codes, if the receiver is in sleep state, it cannot perform data
reception, and it needs to wait for the receiver to wake up
before receiving data, which will increase the delivery delay.

There have been some studies on multicast for sensor-
based network. These studies can be divided into two cate-
gories. One focuses on how to reduce the energy consumption
of nodes, while the other focuses on how to reduce delivery
delay. Like Ref [40], [41], [42], the main method used by
these multicast strategies to reduce energy consumption is
to construct a broadcast tree and adjust the broadcast slot,
so that there are more sensor nodes in one broadcast able
to receive code, thereby reducing the number of broadcasts
and reducing energy consumption. In fact, this is like con-
structing a minimum spanning tree from the source node to
all destination nodes. Each path in the minimum spanning
tree represents a code broadcast, so in this case, the num-
ber of broadcasts is the least, that is, the energy is the
most saved. But the delay for the code to be broadcast to
each destination node is not the least. The research of opti-
mizing delivery delay needs to make the code reach each
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destination node along the minimum route. Currently,
the simplest method is to use the shortest path method. In the
shortest path method, the node closer to the source node,
the more serious its energy consumption, and energy con-
sumption is much greater than the method of saving energy
consumption mentioned above. Therefore, Cheng et al. [37]
proposed a strategy that integrates the above methods. Their
method is to make appropriate modifications to the minimum
spanning tree based on the construction of the code diffusion
tree, to reduce delivery delay while increasing a small number
of paths (i.e. the number of code broadcasts), which is a
compromise between the previous minimum energy research
and the minimum delay research. The method proposed by
Gu et al. [39] is to reduce the delivery delay by increasing the
active slot of nodes. Obviously, if the active slot of the node
can be increased, the time required for the sender to wait for
the receiver to wake up will be reduced. Unfortunately, their
method doesn’t consider the additional energy consumed
by increasing active slot, which affects the lifetime of the
network.

It can be seen from the previous discussion that the exist-
ing code multicast strategies have the following situations:
1) The energy saving strategy has a large delivery delay,
such as the code dissemination strategy for constructing a
minimum spanning tree; 2) The strategy with a small delivery
delay consumes more energy, which will damage the lifetime
of the network. Such as the strategy of the shortest path,
or the strategy of increasing the active slot. To our best
knowledge, there is still a lack of a multicast method that
can reduce delivery delay without affecting the lifetime of
the network. So, in this paper, An Adjusting Transmission
Power and Augmenting Active Slots based Code Multicast
(ATP-AAS-CM) scheme is proposed to Fast Diffusion Code
for Software Define IoT. Themain innovations are as follows:

1) We first propose an Adjusting Transmission Power
based CodeMulticast (ATP-CM) algorithm, which can effec-
tively reduce the delivery delay of code disseminationwithout
reducing the lifetime of network. Reducing delivery delay
while not reducing lifetime has not been achieved in previous
strategies. However, we achieve it in this paper by making
full use of remaining energy. Specifically, the sensor network
collects data most of the time. Therefore, the sensor nodes
near the source node have high energy consumption, while
the nodes in the far source area have surplus energy. There-
fore, in this article, we fully utilizing remaining energy to
increase the transmission power of nodes, thereby expanding
the broadcast range, making the routing hops for broadcasting
the code from the source node to the destination node shorter,
thereby greatly reducing the delivery delay without affecting
the lifetime.

2) An Augmenting Active Slots based Code Multicast
(AAS-CM) algorithm is proposed to reduce delivery delay
while not affecting lifetime. In the AAS-CM, active slots are
added by utilizing the remaining energy of nodes far away
from the source node. Therefore, the delay can be reduced
without reducing lifetime.

3) Combining the previous two proposals, an Adjusting
Transmission Power and Augmenting Active Slots based
Code Multicast (ATP-AAS-CM) scheme is proposed, which
can further reduce delivery delay while maintaining a high
lifetime. Experimental results and analysis confirm that
the strategy proposed in this paper is superior to existing
schemes, it can increase the energy utilization by 13.429%-
34.175%, reduce the delivery delay by 63.88%-77.38%.
At the same time, its lifetime is the same as that of previous
strategy, which fully proves the effectiveness of the proposed
scheme.

The rest of this paper is organized as follows: In Section II,
we reviewed the related work. The system model and
problem statement are presented in Section III. Then, the
ATP-AAS-CM scheme is introduced in Section IV. Perfor-
mance analysis is presented in Section V. Finally, Section VI.
provides conclusion.

II. RELATED WORK
A. METRICS FOR EVALUATING CODE DISSEMINATION
The following metrics are most importantly considered in
code dissemination.

1) DELIVERY DELAY
Delivery delay is the time it takes for the code to spread from
the source node to destination nodes [41], [42]. Obviously,
the smaller the delivery delay, the better. In many applica-
tions, especially in Industry Internet of Thing (IIoT), due
to the very strict time requirements of industrial automatic
production lines, inconsistent code versions in any collabora-
tive node may cause serious accidents. Therefore, when IIoT
nodes are required to update codes, the update cycle should
be as short as possible, that is, the delivery delay is required
to be as small as possible [40]. There are many factors that
affect delivery delay. The duty cycle is an important factor
affecting the delivery delay. In most cases, the duration t
of the time slot is determined by the application and the
hardware of the nodes, and is difficult to change. Therefore,
what can be changed when the network is deployed is the
number of time slots k in a cycle. The larger the k , the longer
the time the nodes are in sleep, the more energy can be saved,
but it will increase the delivery delay [39]. Delivery delay is
also related to the route length of the code. Therefore, when
designing code diffusion, the shortest path should be selected
for routing. However, this will increase the number of trans-
missions. Because in multicast, multiple destination nodes
should use the common path as much as possible, so the code
on the public path is reused, which helps reduce the number of
code transmissions to reduce energy consumption. However,
this will make the path of some nodes not the shortest, thus
increasing the delivery delay. And if the shortest path is used
for each destination node, although the delivery delay can be
effectively reduced, it increases energy consumption.

2) LIFEITME
There are many definitions about lifetime, such as the death
time of the first node, the time when half of the nodes die,
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and the time when all nodes die [41], [42]. Among them,
the time when the first node in the sensor network dies
is the most important. Because in a monitoring network,
the battery of most sensor nodes cannot be charged, when
the first node dies, the network may not be able to cover
the entire monitoring area, or if the critical node is dead,
the data cannot be transmitted to the sink. The key to pro-
long lifetime is to reduce the energy consumption of code
dissemination [8], [41], [42], [48], [51], [54]. The reduction
of energy consumption can be reduced by the number of
times the code is sent. Therefore, the more times the code
is sent, the more its energy consumption. It is also worth
pointing out that simply reducing energy consumption may
not be able to effectively improve network lifetime. This
is because the main work of sensor nodes is to sense and
collect data [3], [6], [7], [49], [50], [58]. In the daily work
of sensor nodes, the data flow is from the edge of the net-
work to the sink [3], [6], [7]. This is a many-to-one data
collection method, so its energy consumption is that the
energy consumption of nodes in the near sink area is large,
and the energy consumption of nodes in the far sink area is
small [49], [50], [58]. Code multicast in this case can only
save the energy consumption of nodes in the far sink area
and cannot extend the lifetime. If the remaining energy can
be used to improve the performance of the code multicast,
it will not reduce the lifetime, but can increase the energy
utilization.

3) CODE SENDING TIMES
The code sending times directly reflect the energy consump-
tion. Therefore, the less sending times, the less energy con-
sumption [8], [41], [42].

B. CODE DISSEMINATION IN IoT
The development of Internet of Thing (IoT) has brought
about tremendous changes in the network [1]–[3]. In the
past research, the code update of WSNs is often concen-
trated [8], [41], [42], [48], [51], [54]. But with the devel-
opment of IoT, due to a huge number of IoT devices
are deployed in a wide range of application fields, and
their data acquisition and code diffusion methods have also
undergone tremendous changes, which can be seen from
Figure 1. Figure 1 shows the typical application scenarios
of IoT devices [48], [51], [54]. In such applications, many
IoT devices are deployed in areas that need to be monitored
in the smart city. Bonola et al. pointed out an application
scenario [47]. Some sensing nodes are deployed on both
sides of the road and bridge to monitor the deformation
of the road or bridge [47], and smart sensing devices are
deployed in the street lights on both sides of the road to sense
the status of the lights [47]. There are also smart sensing
devices deployed in the smart trash can to sense the status
of the trash can, and when the trash can is full or more
than a certain value, it can remind sanitation workers to deal
with it. However, these places and objects that need to be
monitored are not fixed and require temporary deployment,

so how to collect the data of these sensing devices at low cost
is facing challenges. Bonola et al. [47] proposed a method
for data collection using mobile vehicles with opportunity
routing. Their method is that there are many mobile vehicles
in the smart city that are constantly moving, when mobile
vehicles pass the deployed sensing devices, they can receive
the data of the sensing devices [47], so that the data can
be collected and sent to the data center for processing. This
is a low-cost deployment method of sensing devices, which
can quickly deploy sensing devices to areas that need to be
monitored on demand. The hardware cost of the deployment
is very low [47]. And there is no requirement for network and
other infrastructure. At the same time, these sensing devices
can be self-organized into a network, which has strong
scalability.

There are many studies on code update of IoT
devices [8], [41], [42], [48], [51], [54]. Zhao et al.
proposed an Update Code using Vehicles joint UAVs
(UC- VU) scheme [48]. The main points of their work are
as follows: 1) In the initial stage, first use Unmanned Aerial
Vehicle (UAV) to fly to areas that cannot be reached bymobile
vehicles for code dissemination, which can effectively reduce
the total time required for code diffusion. 2) The second
improvement aims at the problem exist in previous strategies
that mobile vehicles need to pass through the code center to
obtain the source code [48]. Their strategy is to select k smart
devices as temporary code stations. These k code sations are
distributed by UAV at the beginning of code proliferation.
Therefore, this enables mobile vehicles to obtain codes from
k + 1 code stations. Thereby effectively speeding up code
dissemination [48]. 3) Finally, they designed an optimized
UAV trajectory strategy so that the UAV can fly to these k
code stations as well as all mobile vehicles, to complete the
code diffusion at minimum cost [48].

The code diffusion method proposed by Hu et al. [51] is
somewhat like the above, mainly for scenarios where only
mobile vehicles are used for code dissemination. In this sce-
nario, there will be some IoT devices that are not within the
communication range of their mobile vehicles, so codes can-
not be obtained. Or IoT devices are within the communication
range of mobile vehicles, but the mobile vehicles carrying
the code have not passed through for a long time, resulting
in the situation that the code is not actually obtained [51].
In this case, Hu et al. [51] proposed the use of emerging
UAV technology for diffusion. First, mobile vehicles are
used to spread the code, because mobile vehicles use the
opportunistic routing method, so its cost is very low. After
a period, send the UAV to traverse the IoT devices that have
not received the code. When planning the path of the UAV,
Hu et al. [51] adopted a clustering method to reduce the
amount of calculation and the flight cost of the UAV. The
specific method of the flight trajectory is to first cluster the
IoT devices that have not obtained the code. In this way, UAV
only needs to fly to these clusters, and then traverse the nodes
in the cluster area to achieve communication with all IoT
devices that require code [51].
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Although the above discussion is aimed at the code pro-
liferation of IoT devices, it implies this meaning: For IoT
devices that self-organize into a network, if one node in the
network receives the code, then this code can be used as the
source node to spread the entire network. Therefore, in these
studies, the focus is on how to spread code to an IoT device
in the network through mobile vehicles or UAV, but there is
no discussion on the spread of code in the wireless sensor
network. There are also many studies on the code diffusion
in WSNs. In such a network, many wireless sensor nodes
are deployed to the areas that need to be monitored and self-
organized to form a network, and the sink is the center of
the entire network, responsible for data collection and code
source. Code is sent from the sink to a specified set of desti-
nation nodes. In a wider range, as shown in Figure 1, it can
be considered as a network composed of multiple WSNs.

C. RESEARCH ON ENERGY EFFICIENT FOR CODE
DISSEMINATION
Energy consumption is one of the most important indicators
in a sensor-based network. Therefore, it is also a factor to
be considered for code dissemination. There are many such
studies. In such studies, the most important thing is still how
to reduce the times of sending code. According to whether
the sensor nodes adopt the duty cycle mechanism, it can be
divided into code dissemination in duty cycle based WSNs
and code dissemination not in duty cycle based WSNs. Rel-
atively speaking, the code dissemination scheme is relatively
simple in non-duty cycle based WSNs. In such a network,
after the sender sends the code, all nodes within its sending
range can receive the code. Therefore, in order to reduce the
number of codes sending, the general strategy adopted is to
find a Minimum Connected Dominating Set (MCDS) in the
network.

The code dissemination in the duty cycle-based network is
much more complicated. In such a network, when the sender
sends codes, some nodes within the broadcast rangemay be in
sleep state, and therefore cannot receive the code. Therefore,
some researchers have proposed code dissemination schemes
adapted to the duty cycle-based network. One of them is the
improvement of the code dissemination method adopted by
the above non-duty cycle-based network. Specifically, after
finding the minimum connected dominating set, the nodes on
the minimum connected dominating set do not only perform
one-time code transmission operation, but perform multi-
ple code transmissions in the active slot of neighbor nodes.
Therefore, in such a network, selecting the minimum con-
nected dominating set and determining the slot in which the
node sends the code will affect the number of code trans-
missions and the delivery delay. Therefore, the complexity of
such a strategy is relatively large. The method using the min-
imum connected dominating set is a central algorithm. The
advantage of this type of method is that the results obtained
are more optimized, and the energy consumption required
for code dissemination is small. However, the disadvantage
of this method is that it needs to know the topology of the

entire network and the information of the nodes in advance.
Then the scheduling information of the code dissemination
is sent to each node after the centralized calculation, and
then the nodes operate according to the pre-agreed operation
sequence. But in practice, the network topology is constantly
changing, therefore, the centralized scheduling strategy will
face difficulties. In this case, it is best to use the distributed
code dissemination strategy.

The simplest method of distributed code diffusion strategy
is flooding. In this method, after the source code broadcasts
the code, every node that receives the code also broadcasts
it. This ensures that every node in the network can receive
code. However, in such a method, a serious broadcast storm
will occur, which will seriously affect the lifetime of the
network. The Counter-Based Broadcast (DCB) scheme [60]
is a commonly used effective method to reduce broadcast
storms. In the DCB scheme, the system sets two values for
each node, one value is called the threshold of count and
is usually represented by Ch [60]. Another value is called
Random Access Delay (RAD). When the node receives the
code, it starts timing and counts the number of received codes
Cm. When the time length of the node count reaches RAD,
it stops timing, and checks the number of received codes Cm
during this period. If the number of codes received in the
RAD time period is Cm > Ch. It means that the neighboring
nodes of this node broadcast code more times, so this node
is restricted from broadcasting code [60]. On the contrary,
if Cm < Ch, then it means that the neighboring nodes of
this node broadcast code less times, so this node needs to
broadcast code. In this way, the RAD value of the node can
be set to control the probability of node broadcasting [60].
Obviously, when the RAD is set for a longer time, the node
counts for a longer time, and the node receives more codes.
Therefore, The lower the probability of broadcasting. Con-
versely, if the RAD is set to be smaller, the probability of the
node broadcasting is greater, for example, if the value of RAD
is 0, the node must broadcast [60].

In fact, in the flooding code dissemination method, there
are still many factors that affect the code dissemination [60].
The code spreads from the source node, so those nodes
far away from the source node should have priority to be
broadcasted, so that the code spreads to a long distance in
a short time, thus accelerating the spread of the code. Based
on the above ideas, some researchers have proposed to give
different broadcast probabilities according to the different
distances of the nodes from the source node. Some studies
will compare the new broadcast coverage area of different
nodes, and the probability of adding a new node with a large
broadcast coverage area to broadcast is high. When selecting
a broadcast node, the remaining energy of the node must also
be considered. Those nodes with more remaining energy are
more likely to be selected as the broadcast node.

This dissemination strategy is relatively simple compared
to the duty cycle base network. Because in the non-duty
cycle-based network, the node broadcasts once in its broad-
cast range, then all nodes inside can receive its code. In a
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duty cycle-based network, after a node broadcasts once, only
nodes in the active slot among its neighbor nodes can receive
it. In response to this situation, Shu et al. [61] proposed a
scheme called proportion to duty cycle length-based broad-
cast (PDLB) scheme for duty cycle based wireless sensor
networks. Themain improvement of the PDLB scheme is that
when the node broadcasts, it is based on the period length of
the node to select multiple slots in proportion to broadcast.
Since there are multiple nodes in the same area, each node
selects a certain proportion of slots for broadcast. Therefore,
after multiple nodes broadcast multiple times, each node can
basically be broadcast, and can receive code [61]. In order to
prevent the case where the active slot of a node is different
from the broadcast slot in all neighbor nodes and the code
cannot be received. The PDLB strategy provides a method
of requesting code over time to solve this problem. When a
node does not obtain the code after the code dissemination
starts and the timeout period for obtaining the code is reached,
the node selects the active slot of the neighbor node to initiate
a code request, thereby obtaining the code [61].

D. RESEARCH ON DELIVERY DELAY OPTIMIZATION FOR
CODE DISSEMINATION
Delivery delay is an important performance indicator in code
dissemination. It is affected by the length of the duty cycle and
the length of the time slot. But these two factors are fixed in
a certain network. Therefore, currently, the code dissemina-
tion strategy has the greatest impact on code delivery delay.
To make the delivery delay small, the routing path of code
propagation should be made as short as possible. However,
from the perspective of energy saving, the number of times
the code to be sent should be minimized. The most effective
method is to establish the Minimum Connected Dominating
Set (MCDS) [41], [42]. Constructing MCDS can make the
path to destination nodes the shortest, and the shortest paths
corresponds to the number of times the code is sent, so the
MCDS method can minimize the number of times the code
is sent. However, the MCDS method may not necessarily
minimize the delivery delay. Because MCDS reuses the rout-
ing path as much as possible to reduce the number of code
transmissions, but the routing path is constructed so that the
routing path from the source node to each target node is not
the shortest path, so the delivery delay at this time is not the
smallest. However, if the shortest path to each destination
node is constructed, the number of routing paths, that is,
the number of code transmissions, is often more than that of
routes constructed by MCDS. Therefore, delivery delay and
energy consumption are often contradictory [41], [42].

In many code disseminations studies [6], WSNs are
abstracted into a tree-shaped network, where sink is the root
of the tree and the starting point of code dissemination. Some
researchers [37] studied the code dissemination strategywhen
the network has a packet loss rate. Chen et al. [37] studied
this type of network. Due to the unreliability of the wireless
network, when the code fails to be sent, it needs to wait for the
next cycle to resend [37]. Obviously, in a network with packet

FIGURE 2. WSN characterized by multicast tree structure.

loss, its energy consumption and code delivery delay will
increase significantly. In order to reduce the delivery delay
in the network with packet loss [37]. Qi et al. [62] proposed
an effective method. The main measures of their method are:
If the son node fails to receive the code in its active slot, then
awake it in the active slot of its brother node, and when its
parent node sends the code to its brother nodes, he can also
receive the codes. Therefore, there is no need to wait until
the next cycle to send the code, which greatly reduces the
delay [62].

Adding active slots is also an effective way to reduce
code delivery delay, especially in a duty cycle-based network.
If add an active slot to the son nodes that is the same as the
active slot of the parent node, it can effectively reduce the
delivery delay.

III. SYSTEM MODEL AND PROBLEM STATEMENT
A. SYSTEM MODEL
We consider a network consisting of N sensor nodes and
a source node, which is like Ref. [46]. Sensor nodes are
randomly deployed in the network, their transmission radius
is r, and each node periodically works in cycles. The research
goal is to multicast the codes from the source node to a set
of destination nodes, and make the code delivery delay small,
energy efficiency high, and lifetime longer.

Like most studies, the wireless sensor network can be
represented by a tree with code source node as the root.
The transmission of data or broadcast packets from the
source node to destination nodes can be described by the
multicast tree shown in Figure 2. There are three types of
nodes in the multicast tree, namely source node, interme-
diate node and destination node. Among them, the source
node is the node that generates the data or broadcast pack-
ets, and packets are forwarded to destination nodes via
intermediate nodes. Limited by energy and capability, the
transmission power of sensor nodes is limited in traditional
multicast schemes, and nodes can only communicate directly
with nodes within one hop range (distance within r), nodes
beyond communication range need to be relayed by other
nodes.

Take the multicast tree shown in Figure 2 as an example
to illustrate how to send data in this paper. Assume that
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TABLE 1. System parameters.

TABLE 2. Parameters related to the calculation.

57 sensor nodes and one source node construct the multicast
tree. If the source node S wants to broadcast packets to the
destination node N_51, it has to go through a 7-hop route,
and the route is S→ N1 → N4 → N11 → N23 → N33 →

N43→ N51.

B. SYSTEM PARAMETERS
In the duty-cycle based wireless sensor network, nodes adopt
the asynchronous sleep/wake working mode. A working
cycle is divided into slots of equal length. In some of the slots,
the node wakes up to receive and send packets, and in the
remaining slots, the node sleeps to save energy. The slot in
which the node is in the awake state is called the active slot.
In a working cycle, the ratio of the time the node is in the
wake-up state to the time of the entire cycle is called the duty
cycle, which is denoted as φ.

φ =
twake
ttotal

=
twake

twake + tsleep
(1)

Among them, ttotal is the duration of a working cycle, twake
is the time the node is in the wake-up state during a working
cycle, and tsleep is the time the node is in the sleep state during
a working cycle.

System parameters are listed in Table 1.
Parameters in the calculation are shown in Table 2.

C. SYSTEM STATEMENT
1) MINIMIZE DELAY
Delay is defined as the time it takes for a data packet to be
sent from the source node to the destination node [41], [42].

It is the sum of the delays of each hop. Assuming that a data
packet is sent to the destination node through the multicast
tree through a total of K hops, where the delay from the
(k − 1)− th hop to the k−th hop is dkk−1, then the minimized
delay can be expressed by formula 2.

Min D = Min
K∑
k=1

dkk−1 (2)

2) MINIMIZE ENERGY CONSUMPTION
The initial energy of each sensor node is limited. When a
node’s energy is exhausted, it will die and cannot relay pack-
ets. Assuming that the energy consumed by the node for trans-
mitting packets is Etran, the energy consumed by receiving
data is Erec, and the energy consumed by low-power listening
is ELPL , we does not consider the energy consumption of
event sensing in this paper, then the energy consumption of
each node can be minimized by formula 3.

MinEtot = Min (Etran + Erec + ELPL) (3)

3) MAXIMIZE ENERGY UTILIZATION
Energy utilization is the ratio of the energy consumed by
the network to the initial energy [9], [37]. Assuming that the
consumed energy of each node is Etot , the initial energy is
Eini, and there are N nodes in the network, the maximum
energy utilization can be expressed by formula 4.

MaxEuti = Max
N∑
i=1

E itot
E iini

(4)

4) MAXIMIZE NETWORK LIFETIME
The network lifetime is defined as the time from the initial-
ization of the network to the death of the first node. When
the node’s initial energy is exhausted, the node will die, and
the network lifetime can be obtained at this time. Assuming
that the network lifetime is denoted as L, E itot is the energy
consumption of Ni, and E iini is the initial energy of the node,
then maximum network lifetime is expressed as:

Max L = Max

(
Min

N∑
i=1

E iini
E itot

)
(5)

In summary, the research objectives in this paper can be
summarized as follows:

Min D = Min
K∑
k=1

dkk−1

Min Etot = Min (Etran + Erec + ELPL)

Max Euti = Max
N∑
i=1

E itot
E iini

Max L = Max

(
Min

N∑
i=1

E iini
E itot

)
(6)
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IV. DESIGN OF THE ATP-AAS-CM SCHEME
A. RESEARCH MOTIVATION
In most studies on code multicast, the goal is to reduce the
number of codes transmission to reduce energy consumption.
But it is worth pointing out that although reducing energy
consumption can help prolong lifetime. However, lifetime
does not equal to energy consumption. Since lifetime is
defined as the time when the first node dies. After a compre-
hensive analysis of the energy consumption of nodes in the
wireless sensor network, we find the following two important
characteristics. 1) The energy consumption characteristics
in data collection is that the nodes near the source node
undertake the data forwarding of other nodes far from source
nodes, so their energy consumption is much greater than the
energy consumption of nodes near the source node. 2) The
energy consumption characteristic of code dissemination is
that the energy consumption of the entire network has little
difference.

If consider the energy consumption of the entire network
together, it will find that in the actual network, the energy
consumption of nodes far away from the source node is low.
Therefore, when the entire network dies, nodes far away from
the source node still have remaining energy. If the remaining
energy can be used, the delay in the multicast process can
be improved. Based on this, we proposes two improvements:
One is to increase the transmission power of some nodes in
the multicast tree (Adjusting Transmission Power based Code
Multicast, ATP-CM algorithm), so as to send data packets to
the next hop faster; the second is to increase the active slot
(Augmenting Active Slots based Code Multicast, AAS-CM
algorithm) of some nodes to reduce the sending waiting time.

Next, we compare the general multicast scheme with
ATP-CM and AAS-CM to illustrate the contribution of the
two innovations. The detailed comparative analysis is as fol-
lows: In the traditional multicast scheme shown in Figure 2,
data packets are sent from the source node to all destination
nodes along the multicast tree. Assume that a working cycle
of nodes contains eight slots, and nodes only wakes up in one
time slot. The active slot of the source node is {0}, which
means that the source node is awake in the first slot of the
working cycle. Other nodes randomly select a slot as the
active slot during the work cycle, see TABLE 3 for the active
slot of each node.

Then, based on the initial multicast tree in Figure 2, the slot
delays from the source node to each destination node are
calculated, as shown in TABLE 4. Note that the slot delay in
this section refers to the number of slots waiting for broadcast
packets from the source node to the destination node due to
active slot differences, and the actual delay needs to be mul-
tiplied by the duration of a single slot (specific calculations
please see formula 7).

As can be seen from Figure 2 and TABLE 4, the average
number of hops is 5.38, and the average slot delay is 24.95.
Among them, the destination nodes with the largest delays
are N52, N53, N57, delays are 40, 38, and 40 respectively, and
the number of hops are all 7.

FIGURE 3. Demonstration of the ATP-CM algorithm.

TABLE 3. Active slot of nodes.

TABLE 4. Slot delay of nodes.

First, this paper proposes the Adjusting Transmission
Power based Code Multicast (ATP-CM) algorithm to reduce
the delay. The core idea is: for nodes with more residual
energy in the multicast tree, increase the transmission power
of them, thereby changing the topology of the multicast
tree and speeding up the broadcast. As shown in Figure 3,
the left side is an original multicast tree. After increasing
the transmission power of nodes, the new multicast tree on
the right is obtained. The height of the tree has changed
from 6 to 5, indicating that the number of routing hops has
been reduced. The subtree whose root node is N8 is used to
illustrate the idea of this algorithm, that is, the multicast tree
on the left. Assume that the child nodes of N8 contain more
residual energy. First, the node N18 increases its transmission
power, and its multicast child node set is expanded from
N28 to N28,N39, that is, N18 can directly send packets to
N39 without passing through N28. Similarly, the node N28
increases the transmission power, and its multicast child node
set is expanded to N39,N48. At this time, N39 can receive data
fromN18 andN28, that is,N39 has two multicast parent nodes.
At this time, the node closer to the source node is selected as
the parent node (N18) to reduce the height of the multicast tree
and reduce the delay.
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FIGURE 4. Multicast tree after running ATP-CM algorithm.

TABLE 5. Slot delay After ATP-CM algorithm.

Similarly, the ATP-CM algorithm for increasing the trans-
mission power shown in Figure 3 is applied to the multicast
tree in Figure 2, and a newmulticast tree is obtained, as shown
in Figure 4. Note: The redundant intermediate nodes in the
figure have been deleted.

Recalculate the slot delay of each destination node in
the new multicast tree, and see TABLE 5 for the results.
According to statistics, the average slot delay of destination
nodes is 20.38, which is 18.3% less than the initial multicast
solution. The average hops of destination nodes is 4.38, which
is 18.6% less than the initial multicast scheme. The height
of the multicast tree is reduced from 8 to 6. For the three
most delayed destination nodes N52, N53, N57, the delays are
reduced by 40%, 21.1%, and 40% respectively. At the same
time, we find that the farther the node is from the source node
S, the greater the decrease in delay.
After adopting the algorithm of increasing the transmission

power, we further proposed the Augmenting Active Slots
based Code Multicast (AAS-CM) algorithm. Focus on the
new multicast tree, according to the number of child nodes,
the nodes in the tree can be divided into two categories: one
is the node with the number of child nodes ≥2 (denoted as
NChildNum≥2), and the other is the number of child nodes
is 0 or 1 (denoted as NChildNum≤1). The number of child
nodes affects the energy consumption of the node, leading
to differences in the remaining energy of the two types of
nodes. Nodes whose NChildNum≥2 has less remaining energy,
and nodes whose NChildNum≤1 has more remaining energy.
The idea of AAS-CM algorithm is to implement different
active slot adding strategies for two kinds of nodes. For nodes
NChildNum≥2, only add a time slot smaller than the active slot
of its child nodes to complete data reception and forwarding
as soon as possible. For nodes NChildNum≤1, add an active slot
for every interval h slots according to the energy surplus.

TABLE 6. Slot delay after AAS-CM algorithm.

Based on the multicast tree of Figure 4, the AAS-CM
algorithm is added. Assume the intervalm=2. The results are
shown in TABLE 6.

From TABLE 6, the average slot delay of destination
nodes is 14, and the average hops remains unchanged when
the AAS-CM algorithm is run. Compared with the result
after running ATP-CM algorithm, the delay after AAS-CM
algorithm is reduced by 31.3%; compared with the initial
multicast scheme, the delay is reduced by 43.9%. At the same
time, the lifetime of the entire multicast network remains
unchanged.

B. MULTICAST TREE CONSTRUCTION
This paper mainly studies the multicast issue in wireless sen-
sor networks. In a structure where one source node broadcasts
packets to multiple destination nodes, the remaining energy
is exploited by increasing the node’s transmission power and
active slots. The content mainly includes three parts. First,
build a multicast tree, then increase the node’s transmission
power, and finally increase the node’s active slots.

Assuming that in the initial state of the network, there are
m slots in a working cycle, and node Ni randomly selects a
slot from the working cycle as the active slot, denoted by
0(i). The transmission radius of each node is r . When the
distance between two nodes is less than r , packets can be
transmitted directly. If node Nu wants to broadcast data to
node Nv, the delay d(u, v) is calculated as follows:

d (u, v) = [(0 (v)− 0 (u)+ m)mode m] ∗
(
Tcom
m

)
(7)

Among them, (0 (v)− 0 (u)+ m)mode m is the number of
slots that node Nu needs to wait for broadcasting packet to
node Nv, and

Tcom
m is the time of each slot.

All nodes and their edges in the network construct a graph
G = (V ,E, d), where V is the set of nodes, E is the set of
edges, and d is the distance measurement function between
connected pair nodes, which is the delay calculation function
above d (u, v). We use Breadth-First-Search (BFS) method
to construct a broadcast tree from the source node to all other
nodes. The basic steps are as follows:

1) First, let the source node be the first traversed node,
which is called the current node. Put it into the queue, and
then traverse all other nodes to see if it is within the commu-
nication range of the current node;

2) For nodes within the communication range, judge
whether the route established by the current node as a relay
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Algorithm 1Multicast Tree Construction Algorithm
Initial: {H1,H2, . . . ,Hn} = ∞, A[m+n+1][m+n+1]=0
1: Q.push(S)
2: While Q is not empty Do
3: Ntra = Q.front()
4: Q.pop()
5: For each Ni in V Do
6: Calculate the distance dist(Ntra,Ni)
7: If dist(Ntra,Ni) ≤ rtra and Htra + 1 < Hi
8: Update route hops Hi← Htra + 1
9: Q.push(Ni)
10: A[i][tra]=1
11: End if
12: End for
13: End while

can reduce the number of hops from the source node to the
node, and if the number of hops can be reduced, update the
route and hop number of the node. Then add the node whose
hop count has just been updated into the queue;

3) When a round of traversal of a node is completed,
remove it from the queue;

4) Update the first node in the queue as the current traverse
node, and repeat the above process until the queue is empty.

Suppose that the source node is S, Q is the queue used to
traverse the nodes in the process of constructing the multicast
tree, Q.push(Ni) indicates the operation of entering queue
Q of node Ni, Q.pop(Ni) indicates the operation of leaving
queue Q of Ni, and Q.front() means to get the first element
from Q, Ntra is the node currently traversed, Hi means the
number of hops passed from the source node to Ni, rtra
is the transmission radius of Ntra, A[i][tra] means the con-
nection between Ntra and Ni, A[i][tra]=1 means there is a
route from node Ntra to Ni, otherwise A[i][tra]=0. Therefore,
the multicast tree construction algorithm can be expressed by
Algorithm 1.

C. ATP-CM ALGORITHM
In this section, an Adjusting Transmission Power based
Code Multicast (ATP-CM) algorithm is proposed to use the
remaining energy to increase the node’s transmission power.
According to the definition of network lifetime, the node
with the largest energy consumption in the network is the
node that determines the lifetime of the network. Therefore,
in order to enhance energy utilization while ensuring the life-
time, we use the difference between the energy consumption
of current node and the largest energy consumption in the
network as the remaining energy. The ATP-CM algorithm
is mainly implemented through the following three steps.
(1) Calculate the consumed energy Etot ; (2) Calculate the
remaining energy Erest ; (3) Based on the initial transmission
power rini, use the remaining energy Erest to increase the
transmission power of nodes, and obtain the new transmission
power rnew.

1) ENERGY CONSUMPTION CALCULATION MODEL
The energy consumption of a node includes the consumption
of data transmission, data reception and low-power listening,
which are represented by Etran, Erec and ELPL . Due to the
data broadcast structure of the network centered on the source
node, the nodes closer to the source node have more energy
consumption due to the greater amount of data forwarding.
The consumption Extot of Ni can be expressed as:

Extot = Extran + E
x
rec + E

x
LPL (8)

Extran indicates the energy consumption of the node in data
transmission, and its calculation is as follows:

Extran = Eonet 5x
t (9)

Eonet = εt td + εt tpre + εr tack (10)

where Eonet is the energy consumption of sending a data
packet, and its calculation is shown in formula (10), including
transmission data consumption εt td , transmission preamble
consumption εt tpre, and reception confirmation message con-
sumption εr tack . 5x

t is the amount of data transmitted by a
node in a cycle.
Exrec represents the energy consumption of the node in data

reception, and its calculation is as follows:

Exrec = Eoner 5x
r (11)

Eoner = εr td + εr tpre + εt tack (12)

where Eoner is the energy consumption of the node receiving
a data packet, and its calculation is as shown in formula (12),
including receiving data consumption εr td , receiving pream-
ble consumption εt tpre, transmission confirmation message
consumption εr tack . 5x

r is the amount of received data in a
cycle.
ExLPL indicates the energy consumption of the node in low-

power listening, which is calculated as follows:

ExLPL = [εrφcom + εs (1− φcom)]Tcom (13)

where εrφcom is the receiving consumption of the node in the
listening state, εs (1− φcom) is the sleep consumption of the
node in the listening state, φcom is the communication duty
cycle, and Tcom is the time of a communication cycle.

2) RESIDUAL ENERGY CALCULATION MODEL
In a duty-cycle based wireless sensor network, the node that
is close to the source node bears heavier data load and greater
energy consumption. Assume that the energy consumption of
the node with the largest energy consumption in the network
is Emax . In order not to affect the lifetime of the network,
the remaining energy in this paper refers to the energy con-
sumption difference of other nodes compared to the nodewith
the largest energy consumption. Assume that the residual
energy of the node Ni is Exrest , its calculation is as follows:

Exrest= Eonet
(
5max
t −5x

t
)
+ Eoner

(
5max
r −5x

r
)

(14)

The proof of formula (14) is as follows. First, accord-
ing to formula (8), the energy consumption of the node
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with the largest energy consumption is obtained: Emax =
Eonet 5max

t + Eoner 5max
r + [εrφcom + εs (1− φcom)]Tcom.

In the same way, the energy consumption of the node Ni
can be obtained: Extot = Eonet 5x

t + Eoner 5x
r + [εrφcom +

εs (1− φcom)]Tcom. Therefore, the remaining energy of the
node Ni can be obtained: Exrest = Emax−Extot = (Eonet 5max

t +

Eoner 5max
r + [εrφcom + εs (1− φcom)]Tcom) − (Eonet 5x

t +

Eoner 5x
r + [εrφcom + εs (1− φcom)]Tcom) = Eonet (5max

t −

5x
t )+ E

one
r (5max

r −5x
r ).

3) INCREASE THE TRANSMISSION POWER OF NODES
After the energy consumption and remaining energy of nodes
are known, the new transmission power adjusted on the basis
of the initial transmission power can be obtained. The calcu-
lation is as follows:

rnew = rini +
Erest
Eγ

(15)

where rini is the initial transmission power of nodes, and Eγ
is the energy consumed by increase transmission power by
adding γ length.
At regular intervals, nodes adjust the transmission power.

After the adjustment, the multicast tree structure of the entire
network changes. Obviously, when the node’s transmission
power increases, its broadcast range is wider, and the number
of hops required to go through for the packet transmission is
less, which can reduce the delay.

Assuming the set of all nodes in the network is V, the
time interval for nodes perform transmission power adjust-
ment is Tσ , and at each adjustment, nodes increase the
transmission power γ . When the remaining energy of the
node is lower than E2rest , no transmission power adjust-
ment is performed. For the node Ni, its consumed energy
is E itot , the remaining energy relative to the maximum
energy consumption Emax is E irest , and the initial transmis-
sion power of the node is rini. Then the Adjusting Trans-
mission Power based Code Multicast algorithm is shown as
Algorithm 2.

D. AAS-CM AlGORITHM
For the multicast tree structure shown in Figure 2, increasing
the transmission power of intermediate nodes close to the
source node can speed up the broadcast, but for the desti-
nation nodes and intermediate nodes close to the destination
node, the distance they need to broadcast is within one hop.
Therefore, increasing the transmission power has little effect.
Then, on the basis of increasing the transmission power,
we propose an Augmenting Active Slots based Code Mul-
ticast (AAS-CM) algorithm to add the active slot of nodes.
The detailed rules are as follows:

1) For nodes with NChildNum≥2, only one active slot is
added, which is smaller than the active slot of the current node
and child nodes. Its purpose is to let the node receive the data
packet as early as possible, and at the same time can send it
to the child node in the current working cycle.

Algorithm 2 Adjusting Transmission Power Based Code
Multicast Algorithm

Initial: Emax = 0
1: For each time interval Tσ Do
2: For each Ni in V Do
3: Compute energy E itot consumed by Ni with Eq. (8)
4: If E itot > Emax
5: Emax ← E itot
6: End if
7: End for
8: For each Ni in V Do
9: Compute rest energy E irest of Ni with Eq. (14)
10: While E irest > E2rest Do
11: Update transmission power r inew with Eq. (15)
12: Update rest energy, E irest ← E irest − Eγ
13: End while
14: End for
15: End for

FIGURE 5. Adding active slot of nodes with NChildNum≥2.

FIGURE 6. Adding active slot of nodes with NChildNum≥1.

2) For nodes with NChildNum≤1, take the randomly gener-
ated active slot as the starting point, and add an active slot
every interval of h slots.

Next, Figure 5 and Figure 6 are taken as examples to
illustrate how nodes with different numbers of child nodes
add active slots.

As shown in Figure 5, for the node N41, it has three child
nodes, namely N54, N55, N56, and the active time slot of
them are 6, 4, 2, 2}. If we want to add an active slot for the
node N41, the new active slot should smaller than active slot
of N54, N55, N56, which can be the slot indexed by 0 or 1.
Suppose the new active slot of N41 is 0, at this time, N41
can receive the packet sent by N19 earlier. This also enables
the three child nodes N54, N55 and N56 to receive packet in
the same working cycle of N41, reducing the delay. At this
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Algorithm 3Augmenting Active Slots Based CodeMulticast
Algorithm

Initial: Islot = m
1: For each time period Tσ Do
2: For each Ni in V and E irest > Eonerec Do
3: If |Ci| ≥ 2
4: For each Nk in Ci Do
5: If Islot > MinI kslot then
6: Islot ← MinI kslot
7: End if
8: End for
9: I inew← (Islot − 1+ m)mod m
10: Add I inew in Iislot
11: Update rest energy, E irest ← E irest − E

one
rec

12: End if
13: Else
14: While E irest > E2 and

∣∣Iislot ∣∣ < ⌈m
h

⌉
Do

15: I inew←
(
I ipre + h+ 1

)
mod m

16: Add I inew in Iislot
17: Update rest energy, E irest ← E irest − E

one
rec

18: Update active slot, I ipre← I inew
19: End while
20: End else
21: End for
22: End for

time (Delay (N19)= 15), the slot delays ofN41, N54, N55, N56
are 16, 20, 18, and 18, respectively, and ruduce the delay by
27.3%, 28.6%, 30.8%, and 30.8% respectively.

Figure 6 shows the algorithm for increasing the active
slot of nodes with NChildNum≤1. Assuming h = 2, we first
adjust the active slot of the node N21, starting from the initial
active slot {5} and add active slot with the interval h = 2,
and get the active slot set of node N21 as {5,0,3}. Similarly,
N42 and N57 also use this method to add active slots. The
result is shown in Figure 6. At this time (Delay (N10)= 8),
the delays of N21, N42, and N57 are 11, 14, and 16, respec-
tively, and the delay is reduced by 15.4%, 26.3%, and 33.3%,
respectively.

Since the energy consumption of nodes in the active state is
several times that of the sleep state, the increase of the above
active slots is based on the sufficient remaining energy. At the
beginning of the network, there is only one active slot for
each node. Assuming that the network data generation rate
remains unchanged, based on the initial energy consumption
of the node, the energy consumed by adding an active slot
can be calculatedEonerec . Assuming that the current node knows
the active slots information of its child nodes, for the nodes
with NChildNum≥2, when the remaining energy E irest is greater
than Eonerec , an active slot is added for the current node. For
the nodes with NChildNum≤1, the active slots are also added
according to the above process until the number of active slots
reaches the requirements, or there is not enough remaining
energy.

Suppose the child nodes construct the set C1,C2,C3, . . .},
where Ci is the set of child nodes of the node Ni, and the set
of active slots of Ni is I islot , the initial generated active slot
of Ni is I ipre, the new added active slot is I inew. Meanwhile,
a communication cycyle is divided intom time slots. For each
time interval Tσ , nodes adjust their active slots. For nodes
with NChildNum≥2, it increases an active slot samaller than its
child nodes. For nodes with NChildNum≤1, starting from the
initial active slot, a new active slot is added every m slots.
When the remaining energy is below E2, no more active
slot is added. Then Augmenting Active Slots based Code
Multicast algorithm is shown in Algorithm 3.

V. PERFORMANCE ANALYSIS
A. EXPERIMENTAL SETUP
The experimental scene consists of a source node, 500 inter-
mediate nodes and 60 destination nodes. The network is
centered on the source node, and other nodes are randomly
distributed within a planar network 500 meters away from the
source node. The initial transmission radius of each node is
60 meters, and a communication cycle of the node is equally
divided into 8 time slots, m=8. Each node randomly selects
one of the slots as its active slot, in which data can be received
and forwarded, and sleeps in other slots, so the node’s duty
cycle is initially 0.125. In the experiment, the intermedi-
ate nodes are numbered from 1 to 500, and the destination
nodes are numbered from 1 to 60 to compare the perfor-
mance under different schemes. Meanwhile, we uses the
breadth-first search algorithm to construct the multicast tree,
and other experimental parameters are given in Table 1 and
Table 2.

There are three comparison metrics: 1) energy consump-
tion of intermediate nodes; 2) delay of destination nodes; and
3) network lifetime. At the same time, three schemes related
to this work are selected for comparason. The first is the
general scheme with Fixed Transmission radius and Active
slots (FTA). In FTA, the transmission power and active slots
of nodes are configured when the network is initialized, and
remain fixed during network operation. The second is scheme
with Adding Transmission radius and Fixed Active slots
(ATFA). In ATFA, the awake slots of nodes are always fixed,
but the transmission radius can be dynamically adjusted
according to the remaining energy. Similar to ATFA, the third
is scheme with Fixed Transmission radius and Adding Active
slots (FTAA). In FTAA, the transmission power of nodes is
always fixed, but the awake slots can be increased according
to the remaining energy. Our scheme is called Adjusting
Transmission Power and Augmenting Active Slots based
Code Multicast (ATP-AAS-CM) scheme.

B. ENERGY
Figure 7 shows the energy consumption of 500 intermediate
nodes under each scheme. The figure first makes a general
comparison of the four schemes, and then compares the
scheme proposed in this article with other schemes seperately.
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FIGURE 7. Energy consumption of intermediate nodes under the four schemes.

Overall, the average energy consumption is more under
ATP-AAS-CM, followed by FTAA, and finally FTA and
ATFA. Therefore, it can be concluded that increasing the
active slots consumes more energy than increasing the trans-
mission power. The ATP-AAS-CM further increases active
slots on the basis of increasing transmission power, so nodes
consume more energy.

According to the comparison between ATP-AAS-CM
and FTA, the energy consumption of most nodes in
ATP-AAS-CM is significantly higher than FTA. The energy
consumption of nodes in FTA has a greater difference. Some
nodes have small energy consumption, while the energy
consumption of some nodes is very high. The energy con-
sumption of nodes in ATP-AAS-CM is relatively balanced.
According to the comparison between ATP-AAS-CM and
ATFA, the energy consumption of nodes under the two
schemes is relatively balanced, and the overall energy con-
sumption in ATP-AAS-CM is higher than ATFA. Accord-
ing to the comparison between ATP-AAS-CM and FTAA,
the energy consumption of nodes under FTAA is very differ-
ent, and the largest consumption of nodes is much higher than
ATP-AAS-CM. Therefore, it can be concluded that compared
with the other three schemes, ATP-AAS-CM can make the

energy consumption of nodes more balanced, and the maxi-
mum energy consumption is lower than other schemes.

Figure 8 is the remaining energy of intermediate nodes
under each scheme. Overall, FTA and ATFA have the most
remaining energy, and ATP-AAS-CM have the least remain-
ing energy. Separately, there are very few nodes under FTA
that have very little remaining energy, which is about 30%
of the remaining energy of other nodes, while the energy
of the least remaining energy node under ATP-AAS-CM is
about 50% of other nodes. The same phenomenon can be seen
from ATFA and FTAA. Therefore, we can conclude that the
remaining energy of the nodes under ATP-AAS-CM is the
least, and the difference in the remaining energy of the nodes
is small, which shows that the energy of the nodes under
ATP-AAS-CM is effectively used and consumed evenly.

The energy utilization rate refers to the ratio of the energy
consumed by nodes to the initial energy when the network
is dead. As shown in Figure 9, the energy utilization rates
of FTA, ATFA, ATP-AAS-CM and FTAA are 13.429%,
15.399%, 34.175%, and 26.045%, respectively. Therefore,
the energy utilization rate of ATP-AAS-CM is the highest,
which is an increase of about 8%-21% compared to other
schemes.
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FIGURE 8. Remaining energy of intermediate nodes under the four schemes.

FIGURE 9. Energy utilization ratio under the four schemes.

C. DELAY
After the multicast tree is established, the number of hops
to pass from the source node to the 60 destination nodes is
shown in Figure 10. FTA and FTAA are obtained based on the
initial transmission radius r=60. ATFA and ATP-AAS-CM
are obtained by using the remaining energy to increase
the transmission power. Obviously, increasing the transmis-
sion power of nodes can make the single-hop transmission

distance longer, so there are fewer hops for data from the
source node to the destination node after increasing the
transmission power. The average number of hops under FTA
and FTAA is 11.25, and the average number of hops under
ATFA and ATP-AAS-CM is 6.82. ATP-AAS-CM reduces the
number of hops by 39.38%.

Figure 11 shows the delay from the source node to the
destination node under the four schemes. The delay is not
only related to the number of hops, but also related to the
active slots of the node. If the node is in a sleep state, it will
not receive and forward data until it is active. It can be seen
from the figure that the delay of FTAA is the smallest, because
it uses all the remaining energy to increase the active slots,
so the waiting time of the node at each hop is reduced, and the
delay is also reduced. Secondly, the delay of ATP-AAS-CM
is lower. The biggest delay is FTA. It can be concluded from
Figure 11 that increasing the node transmission power and
active slots can effectively reduce the delay, but increasing
the active slots has a more obvious impact on the delay.

Figure 12 is the average delay of nodes. The delays of
FTA, ATFA, ATP-AAS-CM and FTAA are 580.2083 ms,
291.875ms, 131.25ms, and 105.4167ms respectively. There-
fore, compared with FTA, ATP-AAS-CM reduces latency by
77.38%, and compared with ATFA, ATP-AAS-CM reduces
latency by 63.88%.
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FIGURE 10. Number of hops from the source node to the destination
node.

FIGURE 11. Delay from source node to the destination node.

FIGURE 12. Average delay under the four schemes.

D. LIFETIME
Figure 13 is the network lifetime of the four schemes, which
depends on the maximum energy consumption of the node.
FTA and FTAA have a shorter network lifetime due to the

FIGURE 13. Network lifetime under the four schemes.

FIGURE 14. Transmission radius of nodes before and after improvement.

large energy consumption of nodes. Energy consumption of
nodes in ATFA and ATP-AAS-CM is balanced, and the max-
imum energy consumption is smaller, so the network lifetime
is long.

E. OTHERS
Figure 14 shows the transmission radius of nodes after the
improved algorithm in this paper. Assuming that a circle is
divided by 50 meters, the figure shows the average trans-
mission radius of nodes from 1 to 10 rings from the source
node. The initial transmission radius of all nodes is 60.
After a period of time, nodes with remaining energy increase
the transmission radius. Since the farther the node is from
the source node, the more remaining energy it has, so the
transmission radius that can be increased is larger. After the
improvement, the transmission radius of the node is more
than 1.42 times the initial radius.

The duty cycle of a node is the ratio of active slots to
the entire communication cycle. After using the remaining
energy to increase the active slot, the duty cycle of the node
will also increase. Figure 15 is the improved duty cycle. At the
beginning of the network, a communication cycle of a node
is divided into 8 slots, and each node randomly selects a slot
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FIGURE 15. Duty cycle of nodes before and after improvement.

as the active slot, so the initial duty cycle is 0.125. After
the active slot is increased by the remaining energy, the duty
cycle gradually increases. Similarly, the farther the node is
from the source node, the more remaining energy will be used
to increase the active slot, so the larger the duty cycle. The
improved duty cycle is at least 2.8 times higher than the initial
duty cycle.

VI. CONCLUSION
A novel fast multicast solution is proposed in this article,
including two improvements: one is to increase the trans-
mission power of nodes in the multicast tree, so as to send
data packets to the next hop faster; the second is to increase
the active slot of some nodes to reduce the sending waiting
time. The specific realization is to first construct a multicast
tree from the source node to each destination node, and
then according to the energy consumption of the node in the
multicast process, make full use of the remaining energy to
increase the transmission power of the node to reduce the
number of routing hops. On this basis, the remaining energy is
further used to increase active slots to reduce delay. Through
the analysis of experimental results, it is found that our pro-
posed scheme is better than others. These two improvements
can effectively enhance energy utilization and reduce delay.
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