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ABSTRACT In the era of IoT, embedded systems are becoming the cornerstone of many IoT related
applications, such as smart cars and wearable devices. However, embedded devices have numerous con-
straints and requirements, including stringent area and power, reduced cost and time-to-market, and increased
speedup. Furthermore, these applications are becoming increasingly compute/data-intensive requiring
more processing power. Also, especially for IoT related applications, security is another major issue in
resource-constrained embedded devices. Although cryptographic algorithms are widely used to ensure the
security of these applications, commonly used ones, such as AES, are unsuitable for highly constrained
embedded devices, due to their sheer complexity. Hence, several lightweight cryptographic algorithms were
proposed in the literature that might be better suited for embedded devices. From these, SPECK and SIMON,
introduced by NSA, are the two most popular ones. Another important challenge is how to incorporate the
cryptographic algorithms in to embedded devices, efficiently and effectively, without compromising the
integrity of the compute/data-intensive applications running on these small-footprint devices. Our previous
analysis demonstrated that FPGAs are currently the best avenue to support compute/data-intensive applica-
tions running on resource-constrained embedded devices, due to FPGA’s many attractive traits, including,
post-fabrication reprogrammability, dynamic and partial reconfiguration capabilities, and reduced time-to-
market. Also, FPGAs can be utilized to provide several advantages/features required for the embedded
device’s security, such as cryptographic algorithm agility, algorithm upload, algorithm modification, and
resource efficiency. In this research work, we introduce novel, unique, and efficient dynamic and partial
reconfigurable hardware architectures for the most popular SPECK and SIMON algorithms on embedded
devices, considering the constraints associated with these devices and the requirements of the applications
running on embedded devices.We also introduce unique system-level architectures for our proposed designs.
To the best of our knowledge, no similar work exists in the literature that provides dynamic and partial
reconfigurable hardware for SPECK and SIMON, and also provides system-level architecture. Our dynamic
and partial reconfigurable hardware designs achieve 28% space saving compared to its static reconfigurable
hardware, and 59 times speedup compared to its software counterpart.

INDEX TERMS FPGAs, reconfigurable hardware, dynamic and partial reconfiguration, embedded systems,
embedded hardware, cryptographic algorithms, SPECK and SIMON algorithms.

I. INTRODUCTION
With the advent of Internet of Things (IoT) era, embed-
ded systems are becoming the cornerstone of many IoT
related applications, such as intelligent transportation sys-
tems, implantable and wearable medical devices, smart
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grids, and smart homes [1], [2]. The continuous prolif-
eration of embedded devices into these applications is
mainly due to the advancements in embedded hardware
and software technologies, which enable creating complex
but efficient embedded systems for a given application [3].
Conversely, embedded devices have various constraints
and challenges, including stringent area and power limita-
tions, reduced cost and time-to-market requirements, and
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increased speed-performance requirements [4], [5]. Fur-
thermore, the IoT related applications running on these
devices are becoming increasingly complex (compute/
data-intensive), requiring more processing power [4], [6].
In addition, as the complexity and utilization of embedded
devices in these applications expands, security is becoming
another major issue in these resource-constrained embedded
devices [3], [7].

In general, cryptographic algorithms are widely used to
ensure the security of IoT related applications [8]. How-
ever, the cryptographic algorithms utilized for resource-
constrained embedded devices must differ from that of the
commonly used ones, since typical cryptographic algorithms
require heavy computation load and large memory require-
ments [2], [9]. For instance, as stated in [10], [11], one
of the most popular cryptographic algorithms, Advanced
Encryption Standard (AES), is considered to be unsuitable or
infeasible for highly constrained embedded devices, due to its
sheer complexity. This has opened up the lightweight cryp-
tography domain [9], [11]. Several lightweight cryptographic
algorithms were proposed in the literature [9], [10], [12],
that could potentially lead to more compact designs on
embedded devices than that of the AES cryptographic
algorithm. To facilitate this endeavor, the National Secu-
rity Agency (NSA) also introduced a new family of
lightweight cryptographic algorithms, specifically SPECK
and SIMON [11]. As stated in [11], both the SPECK and
SIMON algorithms could potentially be designed in such
a way to have different configurations to process different
block sizes and different key sizes; whereas, it was observed
in [13], [14] that most of the other existing lightweight cryp-
tographic algorithms were often designed for one security
configuration at a time. As a result, the SPECK and SIMON
algorithms could be utilized for a variety of applications
with diverse security requirements, and could potentially be
designed in such a way to integrate into the embedded devices
while satisfying the associated constraints.

Then another important challenge is how to incorporate the
cryptographic algorithms to embedded devices [2], [3], effi-
ciently and effectively, without compromising the integrity
of the compute/data-intensive applications running on highly
constrained embedded devices, especially with their stringent
area limitations.

Our previous work [15], [16], [17] and analyses [18]
illustrated that Field Programmable Gate Array (FPGA)
based systems are currently the best avenue to support
compute/data-intensive applications/algorithms running on
resource-constrained embedded devices. This is mainly
because FPGAs comprise many attractive features that are
beneficial to support applications/algorithms on embed-
ded devices. For instance, FPGAs provide higher flexibil-
ity compared to the Application-Specific-Integrated-Circuits
(ASICs) and higher performance compared to the equiv-
alent software running on processors [18], [19]. Unlike
ASICs, FPGA’s post-fabrication reprogrammability allows
post-design optimizations and upgrades in applications.

This feature also enables reusing the same chip/FPGA to exe-
cute numerous tasks/algorithms, by reconfiguring the on-chip
hardware from one task to another as needed. Furthermore,
with the dynamic and partial reconfiguration capabilities,
parts of the chip/FPGA can be modified, while other parts are
still operational. This in turn leads to significant space sav-
ings on chip for complex embedded applications [20], [21].
In addition, with FPGAs, time-to-market is reduced, since
FPGAs are pre-fabricated, hence, immediately available. Due
to these attractive traits, there is a dramatic increase in uti-
lization of FPGAs to support and accelerate many real-time
compute/data-intensive applications [15], [22], [23], [57],
specifically on resource-constrained embedded devices.

As stated in [7], [24], [25], apart from supporting and accel-
erating compute/data-intensive applications, FPGAs can also
be utilized to improve the security within the embedded sys-
tems. As in [26]–[29], the advantages of using FPGAs for the
embedded device’s security mainly include, algorithm agility,
algorithm upload, algorithm modification, and resource
efficiency. For instance, embedded systems often require
processing multiple and diverse security protocols and
standards [7], [24]. This algorithm agility feature [24], [26],
which enables switching the cryptographic algorithms during
the run-time life of the application, can be provided with
dynamic and partial reconfiguration capabilities of FPGAs.
Furthermore, FPGA’s post-fabrication reprogrammbility
and dynamic and partial reconfiguration capabilities can
provide [26], [27]: the algorithm upload feature, which allows
updating the cryptographic algorithm with a new one at any
time, without interrupting the system’s operations; and the
algorithm modification feature, which enables modifying the
cryptographic algorithm or changing the configurations as
needed. In addition, most of the embedded security sys-
tems use different cryptographic algorithms for different
scenarios but not necessarily at the same time [24], [26].
With dynamic and partial reconfiguration capabilities of
FPGAs, different cryptographic algorithms can be loaded
and utilized as needed, thus saving valuable area on chip
of these embedded devices. The above facts illustrate that
FPGA is indeed a promising avenue to support cryptographic
algorithms (or security mechanisms/primitives), specifically
on resource-constrained embedded devices.

Our main objective is to create novel, unique, and efficient
FPGA-based dynamic and partial reconfigurable hardware
architectures to support cryptographic algorithms on embed-
ded devices, considering the constraints associated with these
devices as well as the requirements of the applications run-
ning on embedded devices. In this research work, we focus
on dynamic and partial reconfigurable hardware architectures
for SPECK and SIMON lightweight cryptographic algo-
rithms [13], currently, the most popular algorithms in the
lightweight cryptographic domain. In this article, we make
the following contributions:
• We introduce novel, unique, and efficient FPGA-based
reconfigurable hardware architecture/structure for
SPECK. Our reconfigurable hardware structure for
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SPECK is created in such a way to be generic, parame-
terized, and scalable; thus, without changing the internal
architecture, our hardware design can be reconfigured
to any one the 20 different configurations, in order to
perform the encryption and decryption, as well as to pro-
cess different plaintext/ciphertext blocks with varying
sizes and different keys with varying sizes. In this case,
the reconfiguration can be done on-the-fly (i.e., dynam-
ically), without interrupting the system’s operation
and without human intervention. Similarly, in previous
work [13], we introduced a unique FPGA-based recon-
figurable hardware architecture/structure for SIMON,
which can also be dynamically reconfigured to 20 dif-
ferent configurations.

• Next, we introduce novel and unique dynamic and par-
tial reconfigurable hardware architecture for SPECK
and SIMON algorithms. Our reconfigurable hardware
architecture is created in such a way, so that after pro-
cessing one cryptographic algorithm (e.g., SIMON),
the specific region of the chip is reconfigured dynami-
cally (on-the-fly) and partially to the next cryptographic
algorithm (e.g. SPECK) and that algorithm is processed.
As a result, the SIMON and SPECK algorithms (with
any configurations) can be processed any number of
times as needed, without interrupting the system’s oper-
ations and often without human interventions.

• We also introduce unique and efficient system-level
architectures for our aforementioned reconfigurable
hardware architectures for SPECK and SIMON algo-
rithms.With the system-level architecture, we create and
incorporate unique pre-fetching techniques to reduce
the memory access latency of our proposed reconfig-
urable hardware architectures for SPECK and SIMON
algorithms.

• We perform experiments on SPECK and SIMON (with
20 different configurations each) as individual entities.
We also perform experiments on dynamic and partial
reconfigurable architecture for SPECK and SIMON
together. We analyze the execution times, reconfigura-
tion time overhead, resource utilization, reconfiguration
space overhead, and speedup. In addition, we investigate
and analyze the existing works on dynamic and partial
reconfigurable hardware architectures for cryptographic
algorithms, and the existingworks on FPGA-based hard-
ware architectures for SPECK and SIMON, in the pub-
lished literature.

From our investigations on the existing works (presented
in Sections V.C and V.D), and to the best of our knowledge,
no similar work exists in the literature that provides dynamic
and partial reconfigurable hardware architectures for SPECK
and SIMON lightweight cryptographic algorithms. We also
could not find any similar work in the literature that provides
reconfigurable hardware architectures for SPECK, which can
also be dynamically reconfigured to 20 different configu-
rations, without changing the internal architecture. Previ-
ously, in [13], we introduced similar reconfigurable hardware

architecture for SIMON with 20 configurations. None of the
existing works on SPECK and SIMON proposed system-
level architectures, which is imperative for embedded appli-
cations in real-world scenarios.

This article is organized as follows: In Section II, we dis-
cuss and present the structure and the functionality of
SPECK and SIMON lightweight cryptographic algorithms.
Our design approach and development platform are discussed
and presented in Section III. In this section, we also discuss
and present our proposed system-level architecture, our pro-
posed top-level architecture, and dynamic and partial recon-
figuration process on Virtex-6 FPGA. Our proposed novel
and unique embedded and dynamic reconfigurable hardware
architectures for SPECK and SIMON are discussed and pre-
sented in Section IV. In this section, we present our novel,
unique, customized, and optimized internal architectures for
SPECK, which include the key generation function, round
function, and encryption and decryption functions. Next,
we present the top-level architecture for dynamic and par-
tial reconfigurable hardware for SPECK and SIMON. Our
experimental results and analysis in terms of resource utiliza-
tion, reconfiguration space overhead, reconfiguration time
overhead, execution times, and speedups are reported and
discussed in Section V. Our analysis on existing works on
dynamic and partial reconfigurable hardware architectures
for cryptographic algorithms, and our analysis on existing
works on FPGA-based hardware architectures for SPECK
and SIMON, are also presented in Section V. In Section VI,
we summarize our work, conclude, and discuss the future
work.

II. BACKGROUND – SPECK AND SIMON ALGORITHMS
The SPECK and SIMON algorithms come from the realm of
lightweight cryptography family [11]. Both these algorithms
are based on the symmetrical block ciphers, since symmetric
keys are employed to encrypt the blocks of data.

Similar to the SIMON algorithm [11], [13], SPECK algo-
rithm can also support ten different configurations based on
the block size (2n) and the key size (mn). This leads to
20 configurations, 10 for the encryption and 10 for the
decryption. In this article, the block size and the plaintext size
are used interchangeable. Table 1 presents varying parameter
selections for the SPECK and SIMON algorithms. As illus-
trated in Table 1, both these algorithms can process five
different block sizes (in column 1) and each block size com-
prises a set of keys (in column 2). In this case, the block size
(or the plaintext size) is denoted by 2n, where n is the word
size (in column 3), which varies from 16, 24, 32, 48, and 64.
The key size is denoted by mn, where m is the key words
(in column 4), which varies from 2, 3, and 4.

A. SPECK – STRUCTURE AND FUNCTIONALITY
The SPECK round function for encryption and decryption is
denoted by R, as depicted in equations (1) and (2), respec-
tively. As shown, for both the encryption (equation (1)) and
decryption (equation (2)), the SPECK round function mainly
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TABLE 1. Parameters of SPECK and SIMON algorithms.

uses XOR (⊕) logic operators, addition and subtraction oper-
ators, and left-shift (Sj) and right-shift (S−j) circular oper-
ators, where j is the number of bits being shifted. For both
the equations, the rotation amounts of β and α are 2 and
7 respectively, for the block size equal to 32; and for all
other block sizes, these two rotation amounts are 3 and 8,
respectively.

R(x, y) = ((S−αx + y)⊕ k,Sβy⊕ (S−αx + y)⊕ k) (1)

R−1(x, y) = (Sα((x ⊕ k)− S−β (x ⊕ y)), S−β (x ⊕ y)) (2)

Figure 1 illustrates the typical structure of the SPECK
round function [11]. As shown in Figure 1 as well as from
equations (1) and (2), x is the leftmost block (Xi), y is the
rightmost block (Yi), k is one of many round keys (k0, k1,
. . . , kT−1), and T is the number of rounds (in column 7).
From our previous work [13] and from equations (1) and (2),
it is observed that the encryption and the decryption have
similar structures/flows with respect to the direction of the
shift; however, there are minor differences with respect to the
value ki, which varies in each round.

FIGURE 1. Structure of SPECK round function [11].

Figure 2 demonstrates the structure of the SPECK key
generation function [11], which generates the round keys
from the original key K . The key generation function uses
the aforementioned round function to produce the round key
(ki) in each round. In this case, K = (lm−2 ,. . . ,lo ,k0) and

FIGURE 2. Structure of SPECK key generation function [11].

m = {2,3,4}, then the key generation function can be rep-
resented with equation (3), where ki is the ith round key, for
0 < i < T:

li+m−1 = ((ki + S−αli)⊕ i), ki+1 = Sβki ⊕ li+m−1 (3)

B. SIMON – STRUCTURE AND FUNCTIONALITY
Similar to SPECK, R is considered as the SIMON round
function for encryption and decryption as in equations (4)
and (5), respectively. The SIMON round function utilizes
XOR (⊕) and AND (&) logic operators, and left-shift (Sj)
circular operators, where j is the number of bits being shifted.

R(x, y, k) = ((S1(x)&S8(x))⊕ S2(x)⊕ y⊕ k,x) (4)

R−1(x, y, k) = ((y, S1(y)&S8(y))⊕ S2(y)⊕ x ⊕ k) (5)

Figure 3 illustrates the structure of the SIMON round
function [11]. From equations (4) and (5) as well as from
Figure 3, x is the leftmost block (Xi+1), y is the rightmost
block (Xi), k is one of many round keys (k0, k1, . . . , kT−1), and
T is the number of rounds (in column 9). Similar to SPECK,
for SIMON algorithm, the encryption and decryption have
similar structures/flows with respect to the direction of the
shift; however, there are minor variations with respect to the
value ki, which varies in each round. In this case, as shown
in Figure 3, in encryption, the input block (i.e., plaintext) is

FIGURE 3. Structure of SIMON round function [11].
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FIGURE 4. Structures of SIMON key expansion function [11].

initially divided into two sub-blocks: leftmost block (Xi+1)
and rightmost block (Xi). Next, the Xi block goes through
3 XOR-operations to reach the next round as the Xi+2 block.
In decryption, the input block (i.e., ciphertext) is also divided
into two sub-blocks; however, unlike the encryption, the left-
most block is Xi and the rightmost block is Xi+1, while the
rest of the process is similar to the encryption.

Figure 4 demonstrates the structure of the SIMON key
expansion function [11], which generates the round keys
from the original key K . The key expansion function uti-
lizes the above SIMON round function to produce the round
key (ki) in each round. Although the key expansion process
is the same for each round, the structure of the key expan-
sion function increases with the increasing key words (m).
As shown in Figures 4(a), 4(b), and 4(c), the structures for
key expansion function vary for 2-word (m = 2), 3-word
(m = 3), and 4-word (m = 4) keys, respectively. These
structures are based on the equation (6). As in equation (6),
the key expansion function comprises a parameter known
as constant sequence zj. As in Table 1, there are 5 constant
sequences (z0, z1,...,z4), which vary among ten different con-
figurations of SIMON algorithm. For instance, the configu-
rations 48/72 and 48/96 (row 2) have two constant sequences
z0 and z1. In this case, for 0 < i < (T-m) and for constant
sequence (zi), where j = 0,1,. . . ,4; and for parameters c =
2n-4, block size = 2n, round key k , key words m; the round
keys (km−1,. . . , k1, k0) can be represented with equation (6).

Ki+m = C⊕(Zj)i⊕ki ⊕ (1⊕ S−1)S−3ki+1, if m = 2,

Ki+m = C ⊕ (Zji)⊕ ki ⊕ (1⊕ S−1)S−3ki+2, if m = 3,

Ki+m = C⊕(Zj)i⊕ki⊕(1⊕S−1)(S−3ki+3⊕ki+1), if m = 4

(6)

As shown in Figures 4(a), 4(b), and 4(c), the key expansion
function increments with the key word (m). Let’s consider
Figure 4(c) for the key expansion function for 4-word key: in
this case, the input is divided intomwords (km to k0) of n bits
each. In each round/iteration, the rightmost word ki moves
towards the output, and replaces the leftmost word ki+m−1
after going through 3XOR-operations. In this case, eachword
moves to the right and replaces the adjacent word on the right.
Also, a new key is generated in each round. This process
continues until the total number of rounds (T ) is completed.

III. DESIGN APPROACH AND DEVELOPMENT PLATFORM
In this research work, we introduce novel, unique, and effi-
cient dynamic and partial reconfigurable hardware archi-
tectures for SPECK and SIMON lightweight cryptographic
algorithms for embedded devices. We create our unique
dynamically reconfigurable hardware architectures as two
versions: static reconfigurable hardware (SRH) for SPECK as
a separate entity, which can also be dynamically reconfigured
to 20 different configurations, without changing the internal
architecture; and dynamic reconfigurable hardware (DRH)
for SPECK and SIMON together, which can be dynamically
and partially reconfigured from SIMON to SPECK and vice
versa, by reconfiguring the on-chip hardware from one cryp-
tographic algorithm to another. Although the former can be
dynamically reconfigured, we call it SRH, mainly because
the partial reconfiguration is not utilized. Both these versions
are discussed and distinguished in Section IV. We also create
novel and unique embedded software architectures for the
SPECK and SIMON algorithms in order to evaluate our
embedded reconfigurable hardware architectures.

In our designs, both the software and hardware versions
of various operations are implemented using a hierarchical
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platform-based design approach to facilitate component
reuse at different levels of abstraction, where higher-level
functions utilize lower-level sub-functions and operators.
Furthermore, we introduce novel, unique, and efficient
system-level architectures for our proposed embedded and
dynamic reconfigurable hardware designs for SPECK and
SIMON. Our system-level architectures are created in such
a way to enhance the efficiency of the overall system.

A. EXPERIMENTAL PLATFORM
All our embedded hardware and software experiments
are carried out on the Xilinx ML605 development
platform [30], which utilizes a Virtex-6 XC6VLX240T-
FF1156 FPGA device, built on 40nmCMOS process technol-
ogy. This development platform includes large on-chip logic
resources (37680 slices), 2-MB on-chip block random access
memory (BRAM), and 512-MB DDR3-SDRAM external
memory to hold large volume of data/results. It enables
instantiating MicroBlaze soft processors on chip, and pro-
vides onboard configuration circuitry for development pur-
pose. The ML605 board has several external non-volatile
memories such as 128-MB Platform Flash XL, 32-MB
BPI Linear Flash, and 2-GB Compact Flash, which can
be used to hold the configuration bitstreams. It should be
noted that we utilized ML605 with Virtex-6 FPGA as a
prototyping platform to design, develop, test, and verify our
proposed architectures. However, in a real-world scenario,
our intention is to execute our DRH design on low-cost small-
footprint FPGAs.

Both the static reconfigurable hardware (SRH) and
dynamic reconfigurable hardware (DRH) modules are
designed in mixed VHDL and Verilog. They are executed
on the FPGA (running at 100MHz) to verify their correct-
ness and performance. Xilinx ISE 14.7 and XPS 14.7 are
used for the SRH designs. Xilinx ISE 14.7, XPS 14.7, and
PlanAhead 14.7 (with partial reconfiguration features) are
used for the DRH designs. ModelSim SE and Xilinx
ChipscopePro 14.7 are used to verify the results and func-
tionalities of the designs. The software modules are writ-
ten in C and executed on the 32-bit RISC MicroBlaze soft
processor (running at 100MHz) on the same FPGA. Xilinx
XPS 14.7 and SDK 14.7 are used to design and verify the soft-
ware modules. The execution times presented in this article
are obtained using the Advanced Extensible Interface (AXI)
Timer running at 100MHz [33]. The performance-gain (i.e.,
speedup) is evaluated using the baseline execution times of
software over the improved execution times of hardware.

It should be noted that all our designs, including SRH,
DRH, and embedded software on MicroBlaze, are actually
implemented on the FPGA, and the real dynamic and partial
reconfiguration is performed for DRH design. Furthermore,
hardware verification is performed, while these designs are
actually running on the chip, which is detailed in Section III.B
and Section IV.D. In addition, all the experimental results
presented in this article, are obtainedwhile our proposed SRH

and DRH designs, and software design are actually running
(in real-time) on the FPGA.

B. OUR SYSTEM-LEVEL ARCHITECTURE
In this sub-section, we discuss and present our unique and
efficient system-level architectures for both the SRH and
DRH architectures for the SPECK and SIMON lightweight
cryptographic algorithms. As detailed in [13], in a real-world
scenario, the system-level architectures are imperative for the
lightweight cryptographic algorithms, especially on embed-
ded devices, since these devices often communicate with the
external world; thus, the cryptographic algorithms need to
secure these devices from the threats/hackers from the exter-
nal environments. Customized and optimized system-level
architectures provide the necessary peripherals/modules to
facilitate this process and also to provide the necessary
hardware-software interfaces for both the SRH and DRH
architectures for the SPECK and SIMON algorithms. To the
best of our knowledge, no similar work exists in the literature
that provides system-level architectures for the embedded
hardware designs for either SPECK or SIMON algorithms.

Figure 5 demonstrates how our user-designed hardware
modules interface with the rest of the system. In this case,
as detailed in Section III.C, our user-designed hardware mod-
ules consist of either SRH and DRH for SPECK and SIMON
algorithms. With the system-level design, for both the SRH
and DRH architectures, we incorporate the on-chip BRAM to
store the necessary data required to process the SPECK and
SIMON algorithms. These on-chip BRAMs support both the
single and burst read/write transactions [31]. As illustrated,
our user-designed hardware modules (i.e., SRH and DRH
for SPECK and SIMON algorithms) communicate with the
MicroBlaze soft processor and the on-chip BRAM via the
AXI bus [32]. In this case, the AXI bus acts as the glue logic
for the system. Our user-designed hardware modules act as
the Master when communicating with the BRAM.

With this system-level interfacing, our user-designed hard-
ware modules (both SRH and DRH) typically receive a start
signal from the MicroBlaze processor via the AXI bus to:
select and execute either the encryption or the decryption pro-
cess of the cryptographic algorithm, read/write data/results
from/to the on-chip BRAM; and hardware modules send a
stop signal to the MicroBlaze processor after completing
the execution. After sending a start signal, the MicroBlaze
processor can be utilized to perform other tasks, until it
receives a stop signal from the user-designed hardware mod-
ule; thus, creating amulti-processor system. After completing
the execution, the final results, stored in the on-chip BRAM,
are brought to the external HyperTerminal window [42]
of a desktop computer via the MicroBlaze processor and
RS232 UART (in Figure 5). These final results are compared
with the software results for SIMON and SPECK to verify
the correctness and functionalities of our proposed hardware
designs.

Although our main focus of this article is to introduce static
reconfigurable hardware (SRH) and dynamic reconfigurable
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FIGURE 5. System-level architecture for our proposed embedded and
dynamic reconfigurable hardware cryptographic algorithms.

hardware (DRH) architectures for lightweight cryptographic
algorithms, we also create embedded software architectures
for the SPECK and SIMON algorithms, mainly to evaluate
our proposed reconfigurable hardware designs. As in [13],
during our initial embedded software design phase, it was
observed that our embedded software architectures for the
SMION algorithm could not be executed on the MicroBlaze
process due to the limitations of the cache memory, although
we utilized the maximum available cache memory of 128KB
for the MicroBlaze on ML605 [34]. This is also true for
the SPECK algorithm. In this case, our embedded software
designs (for both the SPECK and SIMON) need to access
several large data arrays (with data elements of varying sizes),
which require more memory resources than that of the max-
imum available cache memory. As a result, we integrate the
on-chip BRAM to overcome these memory constraints, while
striving to reduce the memory access latency. Furthermore,
the integration of the on-chip BRAMs, at the system-level,
enhances the efficiency and the flexibility of the embedded
software designs at the internal architecture-level as detailed
in [13]. Similar outcomes are observed for the embedded and
reconfigurable hardware designs, as detailed in Section V.

C. OUR TOP-LEVEL ARCHITECTURE OF PROPOSED
RECONFIGURABLE HARDWARE DESIGN
The top-level architecture of our user-designed hardware
modules (for SRH and DRH designs) is demonstrated
in Figure 6. As depicted, the top-level architecture comprises:
the reconfigurable cryptographic module (i.e., the data path
designed for the SPECK or SIMON algorithm), the control
path module, slave registers, extra internal registers, and
Read/Write (R/W) module. In order to simplify the design
and routing complexity of the control path module, we design
and integrate a unique R/W module to our user-designed
hardware. The control path module uses the R/W module
to assign the addresses and other control signals required
for the R/W operations from/to the on-chip BRAM, whereas
the data path module receives/sends data/results from/to the
on-chip BRAM using the R/W module. In addition, extra

FIGURE 6. Top-level architecture of our proposed user-designed
hardware modules.

Registers are utilized to buffer the data/results to/from the
reconfigurable cryptographic module to avoid any timing and
metastability issues, as well as data loss.

As illustrated in Figure 6, the slave registers (also known as
software accessible registers) are incorporated to the top-level
architecture, in order to establish communication between
the user-designed hardware and the MicroBlaze processor,
through the AXI Intellectual Property Interface (IPIF), using
a set of ports called the Intellectual Property Interconnect
(IPIC). In this case, the MicroBlaze processor as well as
the user-designed hardware can send/receive certain sig-
nals/instructions (such as start/stop signals) via the slave
registers and the control path module. Based on these sig-
nals, the user-designed hardware module can be configured
to perform any one of these tasks at a time: key sched-
ule, encryption, and decryption. The control path module
(in Figure 6) monitors and controls the proper opera-
tions of the aforementioned tasks and also within suitable
timelines.

For both the SRH and DRH architectures, during the
encryption process, firstly, the control path module sends the
read request signal and the first read data address to the R/W
module. Next, the R/W module asserts the essential IPIC
port signals to read the data from the on-chip BRAM via
the IPIF interface. Then the read data (i.e., the plaintext),
is fetched from the BRAM in a single read data transaction
mode, and is buffered to the registers via the R/W module.
Secondly, the reconfigurable cryptographic module performs
the encryption process on the read input data (i.e., the plain-
text) and transforms it to the ciphertext (i.e., the write output
data). Thirdly, the control pathmodule sends the write request
signal and the write data address to the BRAM via the R/W
module and the IPIF interface. Next, the write data (i.e.,
the ciphertext) is buffered to the registers, and then written
to the BRAM in a single write data transaction mode. Once
the ciphertext is written to the on-chip BRAM, the control
path module triggers an encryption complete signal. During
the decryption process, similar steps are followed as for the
encryption process; however, in this scenario, the read input
data is the ciphertext, and thewrite output data is the plaintext.
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D. DYNAMIC AND PARTIAL RECONFIGURATION PROCESS
ON VIRTEX-6 FPGA
Typically, FPGA-based reconfigurable hardware
designs [35], [36], written in Verilog and/or VHDL, have
to undergo a series of steps to fit into the FPGA’s avail-
able logic, including synthesis, technology mapping, place-
ment and routing, and the final step, bitstream generation,
which creates a ‘‘configuration bitstream’’ for programming
the FPGA.

We have been investigating different FPGA-based recon-
figuration methods for embedded devices [37]–[40]. As illus-
trated [37], [38], [40], [56], the reconfigurable hardware
can be divided into two types: static and dynamic. With
static reconfigurable hardware (SRH), a full configuration
bitstream of an application/algorithm is downloaded to the
FPGA at the system start-up, then the chip is configured
only once, and often never changed during the run-time life
of the application/algorithm. Most of the traditional FPGA-
based designs are SRH designs, which typically utilize single
context reconfiguration method [35], [36]. Especially with
this reconfiguration method [35], [36], [38], in order to exe-
cute a different application/algorithm, the corresponding full
bitstream has to be downloaded and the entire FPGA has
to be reconfigured, which typically requires interrupting the
system’s operations.

With dynamic reconfigurable hardware (DRH), initially,
a full bitstream of an application/algorithm is downloaded
to the FPGA, and the on-chip hardware is configured, but
is often allowed to change during the run-time life of
the application/algorithm, without interrupting the system’s
operations and also without human interventions. In this
case, the reconfiguration can be done autonomously and
dynamically (on-the-fly) based on certain stimuli (or param-
eters) by the system, without any assistance or involvement
from a human (or person). With dynamic reconfiguration
techniques, we can modify either parts of the chip or the
whole chip as needed on-the-fly, can execute numerous
applications/algorithms on a single chip by reconfiguring the
hardware on chip from one application to another, and can
execute large and complex applications on a smaller FPGA,
regardless whether these applications fit into the chip or not,
by decomposing these into smaller sub-circuits and executing
the sub-circuits at different times.

With Virtex-6 FPGA, we can use two different reconfigu-
ration methods [37], [38]: (1) MultiBoot method [41], which
allows full bitstream reconfiguration; (2) Partial Reconfigura-
tion method [42], [43], which allows partial bitstream recon-
figuration. For our dynamic reconfigurable hardware (DRH)
designs, we utilize partial reconfiguration method, since our
intention is to reconfigure only some parts of the design/chip,
while other parts are still operational.

As stated in [37], [38], [40], the dynamic partial reconfig-
uration method enables us to reconfigure parts of the chip
(or the design) that require modification, while interfacing
with the rest of the system that remains operational [42], [43].
This is facilitated by the non-glitching feature of Virtex-6

FPGAs [43], [44]. Figure 7 demonstrates the basic premise
of partial reconfiguration method [42], [43]. As illustrated,
during the design phase, the logic in the reconfigurable hard-
ware is partitioned into reconfigurable parts versus static
parts. With this method, firstly, the FPGA is fully configured
with an initial full bitstream for the entire chip. Secondly,
the specific parts of the chip/design that require modifica-
tions are reprogrammed with new functionalities by loading
the corresponding partial bitstreams and reconfiguring those
specific parts. In this case, as in Figure 7, the tasks/functions
realized in the reconfigurable modules/parts are replaced by
the contents of the partial bitstreams, ‘‘without compromising
the integrity’’ of the application/system running on the rest
of the chip [42], [43].

FIGURE 7. Basic premise of partial reconfiguration [42], [43].

For the dynamic and partial reconfiguration, typically,
the full and partial bitstreams are stored in the external
non-volatile memory [43], and the configuration controller
manages the loading of the bitstreams and reconfiguring the
chip as needed. These bitstreams can also be stored in an
external device such as a desktop computer [58]. The con-
figuration controller can be either a microprocessor or rou-
tines (simple finite state machine [42]) programmed into the
FPGA. As stated in [42], [43], [59], partial reconfiguration
can be done using a wide variety of techniques, one of which
is illustrated in Figure 12 (in Section IV.D). Figure 12 (mod-
ified from [42], [43]) demonstrates our top-level architecture
and system-level setup for the dynamic and partial reconfig-
uration process on Virtex-6 FPGA. As depicted in Figure 12,
in our designs, the full and partial bitstreams are stored in
the compact flash (CF) non-volatile memory. For our design,
in order to facilitate the in-circuit reconfiguration, the AXI
hardware internal configuration access port (ICAP) [45] is
instantiated and controlled through the software running on
the MicroBlaze processor. In this case, the ICAP module
is used to load the partial bitstreams to the FPGA. During
the run-time life of the application, the partial bitstreams
are fetched from the CF via the MicroBlaze to the ICAP to
accomplish the dynamic and partial reconfiguration process.

IV. EMBEDDED AND DYNAMIC RECONFIGURABLE
HARDWARE ARCHITECTURES FOR SPECK AND
SIMON CRYPTOGRAPHIC ALGORITHMS
In this section, we discuss and present our unique embedded
and dynamic reconfigurable hardware architectures for the
SPECK and SIMON lightweight cryptographic algorithms.
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As briefly mentioned in Section III, we create our unique
dynamically reconfigurable hardware architectures as two
versions: static reconfigurable hardware (SRH) for SPECK
and SIMON as separate entities, and dynamic reconfigurable
hardware (DRH) for SPECK and SIMON together.

For the SRH, we introduce unique, customized, and opti-
mized reconfigurable hardware architecture for SPECK in
such a way that without changing the internal architec-
ture, our SPECK hardware design can be reconfigured to
20 different configurations, in order to perform encryption
and decryption, as well as to process varying block sizes
and varying key sizes. In this case, the reconfiguration is
performed dynamically (on-the-fly) without interrupting the
system’s operation and without human intervention, but not
utilizing partial reconfiguration. As previous work, in [13],
we already introduced similar SRH design for SIMON cryp-
tographic algorithm, which can also be reconfigured to
20 different configurations. Although this version can be
dynamically reconfigured, this is called SRH,mainly because
the partial reconfiguration is not employed.

For the DRH, we introduce novel and unique dynamic
and partial reconfigurable hardware architectures for both
SPECK and SIMON in such a way that after processing
one cryptographic algorithm (e.g., SIMON), the specific
region (i.e., the reconfigurable part) of the chip consisting
of the cryptographic algorithm is dynamically (on-the-fly)
and partially reconfigured to another cryptographic algorithm
(e.g., SPECK), and that algorithm is processed. Then the
chip can be dynamically and partially reconfigured back
to SIMON (or SPECK) and so on. Hence, using partial
reconfiguration, the SIMON and SPECK algorithms (with
any configurations) can be processed any number of times
as needed, without interrupting the system’s operations and
often without human interventions.

For both versions, in order to introduce internal archi-
tectures for SPECK, first, we investigate and partition the
SPECK algorithm into two sub-tasks: round function and
the key generation function. Then we create customized and
optimized internal hardware architectures for these sub-tasks
in such a way that our proposed hardware designs are generic,
parameterized, and scalable, as well as highly flexible and
reconfigurable. This is analogous to the previously proposed
internal architectures of our SIMON algorithm in [13].

For our embedded hardware architectures for SPECK algo-
rithm, considering the two inputs, i.e., the block/plaintext
size (2n) and the key size (mn), we compute the following
parameters: word size (n), key word (m), alph shift (α), beta
shift (β), and number of rounds (T ), as in Table 1. These
parameters play a significant role in determining a specific
SPECK configuration. For the SIMON, except the α and β
parameters, all the above parameters played a crucial role
in determining a specific SIMON configuration [13]. For
instance, for both SPECK and SIMON, the number of rounds
(T ) forms the encryption and the decryption models, and also
determines the level of security. In this case, the T increases
with the size of the inputs (i.e., block sizes and key sizes), and

the security increases with T . For SIMON only, the constant
sequence (Z [j]) distinguishes the configurations that com-
prise same block/plaintext size (column 1) but different key
seizes (column 2).

In addition to computing the aforementioned parameters,
for our embedded hardware architectures for SPECK, we cre-
ate two other functions that can operate as lookup tables.
These two functions have the same inputs, i.e., the key size
and block/plaintext size. The first function is created to select
an appropriate number of rounds (T ). The second function
is created to select a suitable number of shifts, i.e., for alph
shift (α) and for beta shift (β). These functions and parame-
ters are essential to initialize the SPECK functionality.

In the following sub-sections, we discuss and present the
internal architectures for the two sub-tasks of SPECK, i.e.,
the round function and the key generation function.

A. INTERNAL ARCHITECTURE FOR SPECK KEY
GENERATION FUNCTION
Figure 8 illustrates our proposed internal architecture of the
computation data path for the embedded hardware SPECK
key generation function. From Table 1 (column 4), there
are three different key words, where the key word m varies
from 2, 3, to 4. This in turn leads to three different hardware
structures for the SPECK key generation function. How-
ever, in this research work, we create only one hardware
structure/design for the SPECK key generation function.
Our unique hardware structure is created in such a way to
be generic, parameterized, and scalable; thus, our hardware
design can be reconfigured to process any key word (i.e.,
m = 2, 3, 4), without changing the internal architecture of
this computation data path (in Figure 8).

FIGURE 8. Computation data path for SPECK key generation function.

As demonstrated in Figure 8, the computation data path
generates the round keys for the SPECK round func-
tion. In this case, a different round key is generated for
each round. This computation data path comprises dividers,
several general multiplexers (denoted by MUXi), several
feedback multiplexers (denoted by FBi), several registers
(denoted by Ki), and encryption module (denoted by Enc).
As depicted, the process starts with the division operation.
In this case, the input key, which is the original key, is divided
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intom number of equal-sized blocks, known as the key words
(as in Table 1). Based on the value of the key words (m),
we can enable or disable certainKi registers via themultiplex-
ers to change the architecture and routing of the design. For
an example, if the key word (m) is four (i.e., m = 4), then all
four registers and all the general and feedback multiplexers
are enabled, and the internal architecture is reconfigured to
process 4 keywords. Analogously, if the keyword (m) is three
(i.e., m = 3), then only one general multiplexer, one feed-
back multiplexer, and one register, (in this case, MUX3, FB3
andK3) are disabled, and the internal architecture is reconfig-
ured to process 3 key words. Furthermore, if the key word (m)
is two (i.e., m = 2), then the general multiplexers, feedback
multiplexers, and registers annotated with numbers 2 and 3
(in Figure 8) are disabled, and the internal architecture is
reconfigured to process 2 key words.

Figure 8 also shows the data flow from the most significant
register (either K3 or K2) to the least significant register (K1),
and then to the encryption module (Enc). In this case, the data
is forwarded from one register to another in each round.
Furthermore, themost significant register (MSR) varies based
on the key word (m); for instance, if m = 4, the MSR is K3,
else ifm = 3, theMSR isK2. TheK0 register always produces
the round key in each round, then forwards this newly gener-
ated round key as an input to the encryption module (Enc),
as well as to the FB0 multiplexer. As illustrated in Figure 8,
the encryption (Enc) module receives three inputs: (1) one
input from theK0 register, which is the round key; (2) another
input from the data flow via register K1 if m = 2, or via
registers K1 and K2 if m = 3, or via K1, K2, and K3 if m = 4;
(3) third input is the round counter value, which depends on
the block/plaintext size (as in Table 1). The result of the Enc
module is divided into two equal-sized blocks/lines (known
as F0 and F1). The Enc module encompasses the encryp-
tion function. The internal architecture of the Enc module is
detailed in Section IV.C.

The final results (or outputs) of the key generation function
are the round keys, which are utilized as inputs for the SPECK
round function in Section IV.B. As mentioned before, a new
round key is generated in each round.

B. INTERNAL ARCHITECTURE FOR SPECK ROUND
FUNCTION
Figure 9 demonstrates our proposed internal architecture
of the computation data path for the embedded hardware
SPECK round function. As detailed in Section II, the SPECK
algorithm is based on the symmetric block ciphers, since
symmetric keys are utilized to encrypt the blocks of data. As a
result, this computation data path (in Figure 9) is created in
such a way to perform the symmetric process.

As illustrated in Figure 9, this computation data path com-
prises a divider, general multiplexers (MUXA and MUXB),
buffer module, and encryption and decryption module
(denoted by Enc/Dec). The symmetric process of the SPECK
round function starts with the division operation, where the
input data block (either plaintext or ciphertext) is divided into

FIGURE 9. Computation data path for SPECK round function.

two equal-sized blocks. For instance, if the input data block
size is 64-bits, then it is divided into two 32-bit data blocks.
The outputs of the division operation, i.e., these two data
blocks, are represented as A and B lines/blocks in Figure 9.

Depending on a specific function, i.e., either encryption or
decryption, the two multiplexers swap the positions of these
two lines using the associated ‘‘Sel’’ signals. For instance, for
the encryption function, both ‘‘Sel’’ signals are de-asserted
(set to logic 0), and MUXA forwards A line/block, while
MUXB forwards B line/block. Conversely, for the decryption
function, both ‘‘Sel’’ signals are asserted (set to logic 1),
and MUXA forwards B line/block, while MUXB forwards A
line/block.

Apart from the plaintext/ciphertext, another input to the
SPECK round function is the round key produced from the
key generation function in Section IV.A. A newly generated
round key (in each round) and the A and B lines/blocks are
the inputs to the Enc/Dec module, which encompasses the
encryption and decryption functions. The internal architec-
tures of the encryption and decryption functions are detailed
in Section IV.C. As shown in Figure 9, the two outputs of
this Enc/Dec module are stored in the buffer, and simultane-
ously forwarded as the new inputs to the Enc/Dec module
in the subsequent round. In each round, the inputs of the
Enc/Dec module alternate between the A and B blocks, and
the Enc/Dec results. This symmetric process continues, and
the final ciphertext/plaintext result is formed after the total
number of rounds (T ) is completed.

C. INTERNAL ARCHITECTURE FOR SPECK ENCRYPTION
AND DECRYPTION FUNCTIONS
Figures 10 and 11 illustrate our internal architectures of the
computation data path for the SPECK encryption function
and SPECK decryption function, respectively. These two are
created based on the equations (1) and (2) for encryption and
decryption, respectively. The Encmodule in Figure 8 encom-
passes the encryption function, whereas the Enc/Decmodule
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FIGURE 10. Computation data path for SPECK encryption function.

FIGURE 11. Computation data path for SPECK decryption function.

in Figure 9 encompasses both the encryption and decryption
functions.

As demonstrated in Figure 10, the encryption function con-
sists of alpha shift and beta shift operators, addition operators,
XOR logic-operators, and a buffer. As shown, the A and B
lines, and the round keys are the inputs to the SPECK
encryption function. In this case, the A and B lines/blocks
are the same ones (i.e., two equal-sized blocks) used in the
symmetric process in Figure 9. For the encryption function,
out of these two equal-sized blocks, the block with the most
significant bits (MSBs) is assigned to A and the block with
the least significant bits (LSBs) is assigned to B. As depicted
in Figure 10, the B line/block goes through the alpha shift
(from Table 1), followed by the addition operation with the A
line/block. The result of the addition operation goes through
the second XOR operation (XOR2) with the round key. The
result of XOR2 operation is stored in the buffer. Conversely,
the A line/block goes through the beta shift (in Table 1). The
beta shift result goes through the first XOR operation (XOR1)
with the result of XOR2 operation. The result of XOR1 is also
stored in the same buffer as the result of XOR2 operation.
The outputs of the XOR1 and XOR2 are utilized to form the
ciphertext after completing the total number of rounds (T ).

As depicted in Figure 11, the decryption function consists
of XOR logic-operators, alpha shift and beta shift operators,
subtraction operators, and a buffer. Similar to the encryp-
tion function, the A and B lines, and round keys are the
inputs to the SPECK decryption function. In this case also,
the A and B lines/blocks are the same ones (i.e., two equal-
sized blocks) used in the symmetric process in Figure 9. For
the decryption function, unlike the encryption, out of these
two equal-sized blocks, the block with the most significant
bits (MSBs) is assigned to B and the block with the least

significant bits (LSBs) is assigned to A. As shown in
Figure 11, the A and B lines/blocks go through the first XOR
operation (XOR1). Then the result of XOR1 goes through the
beta shift (from Table 1). The beta shift result is stored in
the buffer. Conversely, the B line/block goes through second
XOR operation (XOR2) with the round key. The result of this
XOR2 is subtracted from the result of the beta shift. The result
of the subtraction operation goes through the alpha shift. The
alpha shift result is also stored in the same buffer as the beta
shift result. In this case, the outputs of the beta shift and alpha
shift are used to form the plaintext after completing the total
number of rounds (T ).

D. OUR TOP-LEVEL ARCHITECTURE FOR DYNAMIC AND
PARTIAL RECONFIGURABLE HARDWARE
FOR SPECK AND SIMON
In this sub-section, we discuss and present our top-level archi-
tecture and system-level setup for our dynamic and partial
reconfigurable hardware for SPECK and SIMON lightweight
cryptographic algorithms.

The dynamic and partial reconfiguration process of the
aforementioned two lightweight cryptographic algorithms is
as follows. Initially, the full configuration bitstream that
comprises the reconfigurable module (RM) of the SIMON
is downloaded to the FPGA, then the FPGA is configured
to its appropriate hardware circuitry, and the SIMON algo-
rithm is performed. Once the SIMON algorithm is executed,
the RM for SIMON sends an ‘‘execution complete’’ signal
to the processor or to the configuration controller. Next,
the configuration controller (or the processor) downloads the
partial bitstream for the RM for SPECK, then the RM is
modified from SIMON to SPECK, and the SPECK algorithm
is performed. After executing both the SIMON and SPECK,
the final DRH results for SIMON and SPECK, stored in the
on-chip BRAM, are brought to the external HyperTermi-
nal window [42] of a desktop computer via the MicroB-
laze processor and RS232 UART, in order to verify that the
DRH design operates correctly, and the dynamic and partial
reconfiguration is performed correctly. Additional signals are
utilized to further verify the latter. In our design, the loading
of the partial bitstreams to the reconfigurable parts of the
FPGA (i.e., to the RM) and modifying the functionalities of
the RMs are done without interrupting the operations of the
remaining parts of the FPGA and typically without human
intervention.

Our top-level architecture for the dynamic and partial
reconfiguration process is shown in Figure 12 (modified
from [42], [43]). As detailed in Section III.D, the full and
partial bitstreams are stored in the external non-volatile mem-
ory, and the configuration controller manages the loading
of the bitstreams and reconfiguring the FPGA as needed.
As illustrated in Figure 12, for our design, we employ
the compact flash (CF) memory to store the required full
and partial bitstreams. In order to facilitate the dynamic
and partial reconfiguration process as well as to per-
form the in-circuit reconfiguration, we integrate the internal
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FIGURE 12. Top-level architecture for our dynamic and partial
reconfigurable hardware for SPECK and SIMON.

configuration access port (ICAP) [46], [47]. Furthermore,
we utilize the MicroBlaze processor as our configuration
controller. The ICAP is also controlled by the MicroBlaze
processor, and is used to load the partial bitstreams to the
FPGA. In this case, the partial bitstreams are fetched from
the CF via the MicroBlaze to the ICAP, and downloaded to
the region of the RM as needed. The specific region of the RM
is typically determined and selected during the design phase,
based on the required resource utilization of the algorithm.

After executing both the lightweight cryptographic algo-
rithms, i.e., SIMON and SPECK, the MicroBlaze processor
can dynamically and partially reconfigure the chip/FPGA
back to SIMON, without downloading the full bitstream.
In this way, the SIMON and SPECK algorithms (with any
one of the 20 different configurations) can be processed any
number of times as needed, without interrupting the system’s
operations and often without human interventions.

V. EXPERIMENTAL RESULTS AND ANALYSIS
We perform experiments to evaluate and illustrate the fea-
sibility and efficiency of our proposed dynamic and par-
tial reconfigurable hardware architectures for SPECK and
SIMON lightweight cryptographic algorithms. Experiments
are also performed to evaluate the internal architectures of
our embedded and reconfigurable hardware for these crypto-
graphic algorithms.

As distinguished in Section IV, we design and imple-
ment our dynamically reconfigurable hardware architectures
as two versions: static reconfigurable hardware (SRH) for
SPECK and SIMON as separate entities, and dynamic recon-
figurable hardware (DRH) for SPECK and SIMON together.
The former can be dynamically reconfigured to 20 different
configurations, without changing the internal architecture;
and the latter can be dynamically and partially reconfigured
from SIMON to SPECK and vice versa, by reconfiguring

the on-chip hardware from one cryptographic algorithm to
another.

A. SPACE AND TIME ANALYSIS
To investigate the feasibility and efficiency of our proposed
dynamic and partial reconfigurable hardware architectures
for the SPECK and SIMON lightweight cryptographic algo-
rithms, cost analysis on space and time is carried out for static
reconfigurable hardware (SRH) and dynamic reconfigurable
hardware (DRH) designs.

1) ANALYSIS ON SPACE SAVINGS
The space (or area) is one of the main criteria for performance
analysis, since area is a major constraint, especially for small-
footprint portable and embedded devices. As stated in [13],
this performance metric directly impacts not only the cost
associated with the final product but also the feasibility of
implementing cryptographic algorithms on a specific embed-
ded platform.

The hardware resource utilization (or the occupied area)
on chip for our proposed SRH and DRH for SIMON and
SPECK algorithms is presented in Table 2. From this table,
significant resource utilization parameters are the number of
occupied slices, number of DSPs, and number of BRAMs,
whereas the number of occupied slices typically contains the
slice registers, slice LUTs, and flip-flops.

TABLE 2. Space statistics for SPECK and SIMON: SRH vs. DRH.

As illustrated in Table 2, the total number of occupied
slices, the total number of DSP slices, and the total number of
BRAMs required for SRH with SIMON (hw-v1a) and SRH
with SPECK (hw-v1b) are 7854 (=4003+3851), 6 (=3+3),
and 170 (=85+85), respectively. Conversely, the total num-
ber of occupied slices, the total number of DSP slices, and the
total number of BRAMs required for DRH (hw-v2) are 5719,
3, and 85, respectively. For the DRH area analysis, we utilize
the DRH design for the SIMON algorithm, which consists of
the largest RM of the two algorithms (SPECK vs. SIMON).

From these results and analyses, considering the total
number of occupied slices on chip, the space saving using
partial reconfiguration is 28%. Furthermore, considering the
total number of DSP slices and total number of BRAMs,
the space savings using partial reconfiguration are 50% and
50%, respectively. This significant space saving is mainly
because the same area of the chip is being reused for both the
SPECK and SIMON lightweight cryptographic algorithms
in DRH design. In this case, the reconfigurable parts (i.e.,
the RM in Figure 12) on the chip are being reconfigured and
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reused from one algorithm to another (either from SIMON
to SPECK or vice versa), which in turn lead to dramatic
space savings on chip/FPGA. Also, with dynamic and partial
reconfiguration, we can integrate other lightweight crypto-
graphic algorithms as needed, in order to be executed on
the same area of the chip as SPECK and SMION. This will
enable us to incorporate cryptographic algorithms to embed-
ded devices efficiently and effectively, without compromis-
ing the integrity of the compute/data-intensive applications
running on the remainder of these devices. This is indeed
imperative for portable and embedded devices with their
limited hardware footprint.

Apart from this significant space saving from our proposed
dynamic partial reconfiguration architecture, our unique
internal hardware structures for SPECK and SIMON also
lead to major space savings, since each structure is created
in such a way to encompass 20 configurations in one design.
As illustrated Table 2, the resource utilization remains the
same for all 20 SPECK configurations as well as for all
20 SIMON configurations.

2) ANALYSIS ON RECONFIGURATION SPACE OVERHEAD
The reconfiguration space overhead is the extra hardware
required on chip for reconfiguration [37], [38]. As stated
in [38], for some reconfiguration methods, reconfiguration
space overhead is unavoidable, and could potentially occupy
valuable real estate of the chip. Hence, it is imperative to ana-
lyze the reconfiguration space overhead for our dynamic and
partial reconfigurable hardware (DRH) designs, especially
for resource-constrained embedded devices.

As detailed in Sections III.D and IV.D, we integrate the
AXI hardware ICAP (internal configuration access port) [45]
to facilitate the in-circuit reconfiguration on the FPGA. Fur-
thermore, we use the external non-volatile memory, specif-
ically SystemACE compact flash (CF) [48] to store the full
and partial bitstreams of our designs. In this case, the on-
chip AXI SystemACE interface controller [48], known as
the AXI SYSACE, acts as the interface between the AXI
bus and the SystemACE CF external memory on the board.
Then, we utilize the MicroBlaze and ICAP to fetch the full
and partial bitstreams from and CF, and to download and
reconfigure the FPGA at run time, without interrupting the
system’s operations. As a result, the ICAP module and the
SystemACE interface controller are the only extra hardware
required on chip for dynamic and partial reconfiguration.
Based on the user guides for ML605 [30], the number of
occupied slices for ICAP is 436, whereas the number of
occupied slices for SystemACE interface controller is 46.
Hence, the total number of occupied slices is 482. This value
is indeed an approximation, since area often varies based
on how these modules interface with the rest of the system.
Considering the total number of slices (i.e., 37680 slices) on
Virtex-6 FPGA, the reconfiguration space overhead (or the
extra hardware required on chip) for reconfiguration is about
1.28% of the chip, and is constant. Also, considering the total
number of occupied slices (i.e., 5,719, from Table 2) for the

DRH design, the extra hardware (i.e., 482) occupies only
8.43% of our DRHdesign. This percentage of reconfiguration
space overhead would be amortized and decreased, if we
integrate other lightweight cryptographic algorithms to our
DRH design.

3) ANALYSIS ON RECONFIGURATION TIME OVERHEAD
The reconfiguration time overhead is the time required to load
and change the configuration from one algorithm (or task) to
another [37], [38]. As stated in [38], this has to be done every
time, we change the application or the functionality of the
hardware on chip.

From our experimental results presented in Table 5 and 6,
the reconfiguration time overhead is approximately
749 milliseconds for our DRH design, while our design is
actually running (in real-time) on the FPGA at 100MHz.

Next, we investigate and analyze our experimental results
obtained in order to gain further insight into the reconfigura-
tion time overhead. It is observed that the partial bitstream
created (with Xilinx PlanAhead tools) for the reconfig-
urable module (RM) (in Figure 12), is 9,232,561 bytes,
or 73,860,488 bits. As stated in [38], [42], when utilizing
the ICAP running at 100MHz and 3.2Gbps, the aforemen-
tioned partial bitstream can be loaded in: 73,860,488 bits/
3.2Gbps = 23 millisecond. This theoretical value of
23 milliseconds for reconfiguration time overhead is much
less than the actual experimental value of 749 milliseconds.

For the theoretical value, it is assumed that the ICAP
is continuously enabled at 100MHz, and the configuration
utilizes the full bandwidth of 3.2Gbps. However, in a practical
scenario, the partial bitstreams are stored in the external
non-volatile CF and the MicroBlaze processor fetches and
executes data/instructions sequentially, which often leads to
higher reconfiguration time overhead. This difference was
further investigated, analyzed, and detailed in [21], [38].
From our previous work [20], [21], it was observed that
the partial reconfiguration time overhead is in the range of
milliseconds for the bit files of similar sizes. All these facts
and our previous work [20], [21], [40], [49] illustrate that this
difference between theoretical and experimental values for
reconfiguration time overhead is quite normal.

There are several existing works [50], [51] that propose
techniques to reduce the reconfiguration time overhead.
Although, this is beyond the scope of this article, these tech-
niques will be investigated as future work, in order to further
enhance our DRH designs.

B. ANALYSIS OF EXECUTION TIMES AND SPEEDUPS
FOR SRH AND DRH DESIGNS
The execution time, which directly relates to the speedup,
is another main criteria for performance analysis for our
proposed embedded and reconfigurable hardware designs.
Hence, in this sub-section, we discuss and analyze the exper-
imental results obtained for each configuration in terms of
execution times and the speedup.
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As detailed in Section II and III, both the SPECK and
SIMON algorithms have 20 different configuration options
(i.e., 10 for encryption and 10 for decryption), based on the
varying key sizes and varying block (plaintext/ciphertext)
sizes. However, in this research work, we create only one
hardware architecture/structure for the SPECK algorithm,
in such a way to be generic, parameterized, and scalable;
thus, without changing the internal architecture, our hardware
design can be reconfigured to any one of the 20 configura-
tions. Similarly, in [13], we introduced a unique hardware
structure for SIMON, which encompasses 20 configurations
in one design.

In this article, we perform experiments for all 20 config-
urations for both the SPECK and SIMON by reconfiguring
the embedded and reconfigurable hardware designs from one
configuration to another as needed on-the-fly. We obtain the
execution times for each configuration for both the SPECK
and SIMON algorithms.

1) ANALYSIS ON EXECUTION TIMES FOR SRH
In order to evaluate our proposed dynamic and partial recon-
figurable hardware (DRH – hw-v2) architecture for SPECK
and SIMON lightweight cryptographic algorithms, we design
and implement static reconfigurable hardware (SRH) designs
for SIMON (hw-v1a) and SPECK (hw-v1b) algorithms sepa-
rately. Our proposed SRH and DRH designs are detailed and
distinguished in Section IV.

With our SRH designs for cryptographic algorithms,
firstly, a full configuration bitstream comprising the SIMON
algorithm is downloaded to the FPGA and the FPGA is
reconfigured to its appropriate hardware circuity, only once.
After the SIMON is executed, in order to execute the SPECK
algorithm, a full bitstream consisting of the SPECK is down-
loaded to the FPGA, and the entire FPGA is reconfigured
again. This process can continue from SIMON to SPECK
and vice versa. For SRH designs, the system’s operation is
interrupted for every download and reconfiguration process.

The experiments are performed on SRH designs for
SIMON (hw-v1a) and SPECK (hw-v1b) for 20 different con-
figurations, i.e., for encryption and decryption with varying
block sizes and with varying key sizes. Then the execution
times are obtained separately for each configuration and
presented in Tables 3 and 4 for encryption and decryption,
respectively. The execution time for each configuration is
measured 10 times and the average is presented. In this
case, the total execution times (presented in the column 4 in
Tables 3 and 4) do not include the download and the recon-
figuration times between the two SRH designs.

The execution times for SRH designs are obtained using
the AXI Timer [33], while our designs are actually running
(in real-time) on the FPGA at 100MHz. The execution time
is measured in clock cycles, which is a standard unit; hence
could potentially be used to estimate the time/speedup of our
proposed designs on different platforms.

Visually, from Figure 13 and also from Table 3, the exe-
cution times for SRH with SIMON (hw-v1a) and SRH with

TABLE 3. Separate execution times for SRH for SIMON and SPECK for
encryption.

TABLE 4. Separate execution times for SRH for SIMON and SPECK for
decryption.

FIGURE 13. Graph for SRH for SIMON and SPECK encryption: execution
times vs. varying configurations.

SPECK (hw-v1b) for encryption remain almost the same,
i.e., around 13.57µs -13.95µs (column 2) and 72.73µs -
79.26µs (column 3), respectively for all the configurations
regardless of the block sizes and the key sizes. As illustrated
from Table 4, the execution times for SRH for decryption
show similar behaviors. This is mainly because our efficient
and generic architectures for SPECK and SIMON, including
the system-level and internal architectures, are created in such
a way that the execution times are not affected by the input
data sizes.

Furthermore, the execution times for SPECK (column 3) is
much higher than the execution times for SIMON (column 2).
This is mainly due to the higher design complexity of the
SPECK algorithm compared to that of SIMON.

2) ANALYSIS ON EXECUTION TIMES FOR DRH
With our DRH designs for cryptographic algorithms, initially,
a full configuration bitstream comprising the reconfigurable
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module (RM) of the SIMON algorithm is downloaded, and
the FPGA is reconfigured to its appropriate hardware circuity,
and the SIMON algorithm is performed. After the execution
of SIMON, the partial bitstream for the RM of the SPECK
algorithm is downloaded to the specific region (i.e., the recon-
figurable part) of the chip consisting of the SIMON RM, and
that region is reconfigured to the SPECK algorithm. Then
the SPECK algorithm is performed. Since both SIMON and
SPECK comprise 20 different configurations each, in order to
process varying configurations, the hardware is again recon-
figured, partially and dynamically, back to SIMON without
downloading the full bitstream or without interrupting the
system’s operation.

The experiments are performed on DRH designs (hw-v2)
for 20 different configurations, i.e., encryption and decryp-
tion with varying block sizes and with varying key sizes.
Unlike our SRH designs, for our DRH designs, the execution
times (for each configuration) are measured consecutively
from one cryptographic algorithm to another (i.e., SIMON
→ SPECK), without interrupting the remaining parts of the
system, and without human intervention. Then the execution
times are obtained separately for each configuration and
presented in Tables 5 and 6 for encryption and decryption,
respectively. The execution time for each configuration is
measured 10 times and the average is presented. The execu-
tion times for DRH designs are also obtained using the AXI
Timer [33], while our designs are actually running (in real-
time) on the FPGA at 100MHz, and are measured in clock
cycles.

In Tables 5 and 6, the total execution times (presented
in column 5) include the reconfiguration time overhead for
the DRH designs. The reconfiguration time overhead from
one cryptographic algorithm to another, in our case, from
SIMON to SPECK, are presented in column 3. Considering
the values in column 3, the reconfiguration times slightly vary
from 749 to 756 milliseconds. As detailed in Section V.A.3,
in an ideal scenario, the reconfiguration time often depends
on the size of the partial bitstream, i.e., the area of the recon-
figurable module (RM). However, in a practical scenario,
other factors, for instance, storing the partial bitstreams in
off-chip CF and MicroBlaze processor fetching/executing
data/instructions sequentially, can lead to slight variations in
reconfiguration time.

In Tables 5 and 6, for DRH designs, columns 2 and 4
illustrate the individual execution times for SIMON and
SPECK, respectively, for each configuration. Visually, from
Figure 14 and also from Table 5, the individual execution
times for DRH with SIMON and with SPECK for encryp-
tion remain almost the same, i.e., around 13.57µs - 14.05µs
(column 2) and 72.9µs - 79.33µs (column 4), respectively
for all the configurations regardless of the block sizes and the
key sizes. This is analogous to the SRH designs for SIMON
and SRH designs for SPECK. As illustrated from Table 5,
the individual execution times for DRH for decryption show
similar behaviors. This is also because our efficient and
generic architectures for SPECK and SIMON, including the

TABLE 5. Separate execution times for DRH for SIMON and SPECK for
encryption.

TABLE 6. Separate execution times for DRH for SIMON and SPECK for
decryption.

FIGURE 14. Graph for DRH for SIMON and SPECK encryption: execution
times vs. varying configurations.

system-level and internal architectures, are created in such a
way that the execution times are not impacted by the input
data sizes.

From Tables 3–6, the individual execution times for DRH
designs for SIMON (in column 2) and SPECK (in column 4)
are also very close to the execution times for SRH designs for
SIMON (column 2) and SPECK (column 3) for each config-
uration. As detailed in Section IV and as in [13], the internal
hardware architectures for the SIMON and SPECK are the
same for both the DRH and SRH designs, leading to almost
similar individual execution times for each configuration.

From our previous work on dynamic and partial recon-
figurable hardware architectures for data mining/analytics
applications [20], [21], [40], [49] on embedded devices,
it was observed that the percentage of reconfiguration time
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TABLE 7. Speedup for SIMON and SPECK for encryption: SRH and DRH vs. software.

TABLE 8. Speedup for SIMON and SPECK for decryption: SRH and DRH vs. software.

was amortized and decreased, as the computation complexity
(i.e., the number of iterations/computations) increases as well
as the size of the data increases; however, the percentage
of reconfiguration time was significant for lower number
of iterations/computations and smaller data sizes [20], [21].
Conversely, for our DRH designs for cryptographic algo-
rithms, the percentage of reconfiguration time remains almost
the same for each configuration. This is mainly because the
individual execution times for DRH designs with SIMON and
with SPECK for encryption and decryption remain almost the
same for all the configurations. These results and analyses
(from this researchwork and from our previouswork) demon-
strate that the more compute and data-intensive the applica-
tions/tasks are, the lesser the impact of the reconfiguration
time overhead is.

3) ANALYSIS ON SPEEDUPS: SRH AND DRH VS. SOFTWARE
In order to evaluate our DRH designs as well as our
SRH designs, we perform additional software experiments

using the embedded MicroBlaze soft processor on the same
ML605 development platform. In this case also, the exper-
iments are performed on software designs for 20 different
configurations, i.e., encryption and decryption with varying
block sizes and with varying key sizes. Similar to the DRH
designs, for the software designs, the execution times (for
each configuration) are also measured in sequence from
one cryptographic algorithm to another (i.e., SIMON →
SPECK). Then the execution times are obtained separately
for each configuration and presented in Tables 7 and 8
(columns 4 and 9) for encryption and decryption,
respectively.

Although the execution times for our DRH and SRH for
SPECK and SIMON are quite similar for varying configu-
rations, the execution times for embedded software increase
drastically with the increasing block (plaintext/ciphertext)
sizes, and with the same key size. For instance, as illustrated
in Table 7 (column 9), the execution times are 1.084 ms and
1.224 ms for the SPECK configurations of 48/96 and 64/96
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(plaintext/ciphertext), respectively. Furthermore, the embed-
ded software execution times also increase with the increas-
ing key sizes and with the same block size; however, the
incremental rate is not high as the one with the increasing
block size. For instance, the execution times are 1.429 ms
and 1.463 ms for the SPECK configurations of 96/96 and
96/144, respectively. The execution times for SIMON embed-
ded software showed similar behaviors in [13]. As presented
in Table 1, these differences are mainly because the increase
in block size leads to dramatic increase in the number of
rounds (or number of iterations), whereas the increase in key
size leads to only minor increase in the number of rounds, and
the number of rounds in turn impacts the execution times in
embedded software designs for both SPECK and SIMON.

For the performance-gain (speedup) comparisons between
the DRH and SRH, we focus on the individual execution
(processing) times of the DRH and SRH designs with SPECK
and SIMON algorithms. Initially, we measure the speedups
of our hardware designs (both SRH and DRH) versus the
software counterparts on the MicroBlaze processor. These
speedups are presented in Tables 7 and 8 for encryption and
decryption, respectively. In these tables, the speedups for
SRH with SIMON and SPECK are in columns 5 and 10,
respectively, whereas the speedups for DRHwith SIMONand
SPECK are in columns 6 and 11, respectively. As illustrated
in Tables 7 and 8, the speedups vary from 18 to 59 for
SRH designs with SIMON for varying configurations for
both the encryption and decryption, whereas the speedups
vary from 18 to 58.5 for DRH designs with SIMON for
varying configurations for both the encryption and decryp-
tion. Furthermore, the speedups vary from 14 to 26 for SRH
designs with SPECK for varying configurations for both the
encryption and decryption, whereas the speedups vary from
14 to 26 for DRH designs with SPECK for varying configura-
tions for both the encryption and decryption. This illustrates
that DRH designs and SRH designs achieve almost similar
speedups, when considering the individual execution times
of the SIMON and SPECK algorithms.

Visually, as shown in Figures 15 and 16, the speedups
increase exponentially for the DRH and SRH designs with
SPECK and SIMON, respectively for encryption, with the
increasing block sizes and also with the increasing key sizes.
Similar behaviors are observed for the decryption for both
SPECK and SIMON. From these results and analysis, it is
evident that our DRH and SRH designs achieve much higher
speedups compared to the software counterparts on the same
embedded platform.

Figure 17 demonstrates the speedups for SPECK and
SIMON for both the DRH and SRH designs, during the
encryption process. As illustrated, for both the cryptographic
algorithms, the speedups (performance) increase, with the
increasing block sizes and also with the increasing key sizes.
However, the incremental rate of performance improvement
is much higher for SIMON (top line) compared to the that
of SPECK (bottom line). Similar behaviors are observed for
the decryption process. This is mainly due the higher design

FIGURE 15. Speedup graph for DRH and SRH designs for SPECK
encryption: speedup vs. varying configurations.

FIGURE 16. Speedup graph for DRH and SRH designs for SIMON
encryption: speedup vs. varying configurations.

FIGURE 17. Speedup graphs for DRH and SRH designs for encryption:
SPECK vs. SIMON.

complexity of SPECK, which in turn leads to higher execu-
tion times, thus lesser speedup, compared to that of SIMON
hardware designs.

It should be noted that we do not make performance-gain
(speedup) comparison between the DRH and SRH designs
considering the total execution times. This is mainly because
a significant percentage of the total execution time is spent on
reconfiguration, thus, our DRHdesignswould not showmuch
performance-gain. However, as detailed in Section V.A.1, our
DRH designs achieve significant space savings compared to
our SRH designs, i.e., 28%, 50%, and 50% space savings in
terms of total number of occupied slices, number DSP slices,
and number of BRAMs, respectively. Hence, it is crucial to
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consider these speed-space tradeoffs, especially in portable
and embedded devices with their limited hardware footprint.

As mentioned in Section V.A.3, for future work, we are
planning to investigate and incorporate techniques to reduce
the reconfiguration time overhead to further enhance the
speedup of our DRH designs, although this is beyond the
scope of this article.

From our previous work on dynamic and partial recon-
figurable hardware architectures for data mining/analytics
on embedded devices [20], [21], [40], [49], it was observed
that the DRH designs and SRH designs achieved similar
speedups, when considering the execution times for individ-
ual tasks/operations. This behavior is similar to the speedup
results of our DRH and SRH for SPECK and SIMON algo-
rithms, presented in this article.

When considering the total execution times in [20],
[21], [40], [49], as anticipated, the DRH design achieved
lesser speedup than that of the SRH design, i.e., 53 times
versus 66 times, respectively. Although this 53 times speedup
was significant, it was from the DRH design with the high-
est computation complexity and with the largest data size,
whereas the speedup wasmuch less (or almost non-existence)
for the DRH design with low computation complexity and
with small data size [20], [21]. This behavior is not simi-
lar to the speedup results of our DRH design for SPECK
and SIMON algorithms, reported in this article. This is
mainly because the hardware execution times for the DRH
design for data mining/analytics application in [20], [21]
varied with the computation complexity (i.e., number of iter-
ations/computations) and with the data size. Conversely, the
hardware execution times for our DRH designs for cryp-
tographic algorithms remain almost the same for varying
configurations.

C. ANALYSIS ON EXISTING WORKS ON DYNAMIC PARTIAL
RECONFIGURABLE HARDWARE ARCHITECTURES FOR
CRYPTOGRAPHIC ALGORITHMS
We investigated the existing works on dynamic and par-
tial reconfigurable hardware architectures for cryptographic
algorithms in the published literature. This investigation
revealed that there were only few existing works on dynamic
and partial reconfigurable hardware designs for crypto-
graphic algorithms [52], [53], [54], [55], however, all of
these focused on the AES (advanced encryption standard)
algorithm.

A hardware-software co-design architecture was proposed
in [52], in order to implement several Rijndael (AES) algo-
rithms on the FPGAs. These AES algorithms were designs
and developed on two platforms, Xilinx Spartan-2 and Altera
EPEX-2. The dynamic reconfiguration was performed from
one key size to another (128, 192, and 256). Although the
authors claimed that partial reconfiguration was utilized,
no experimental results were presented to validate this claim.
Furthermore, only the simulation results were presented, and
there was no indication of the actual implementation of the
proposed design.

An FPGA-based reconfigurable co-processor was pro-
posed for AES algorithm in [53]. In this case, the AES can
be reconfigured from one key size to another (128, 192,
and 256) using dynamic and partial reconfiguration. Similar
to our DRH designs, Microblaze processor was utilized as
a configuration controller. Experiments were performed on
two platforms, Xilinx Spartan-2 and Virtex-2. In this arti-
cle, the resource utilization results were presented separately
for each configuration, which is unusual for DRH design.
Typically, for DRH design, the resource utilization results
are obtained from the DRH configuration that comprises the
largest RM. Furthermore, the authors did not report the space
savings due to the dynamic and partial reconfiguration of
the AES algorithm, nor did they report the time overhead
associated with the partial reconfiguration.

Another FPGA-based reconfigurable architecture was pro-
posed for AES algorithm in [54], in which the AES was
reconfigured from one key size to another (128, 192, and
256) using dynamic and partial reconfiguration. In this case
also, experiments were performed on two platforms, Xilinx
Virtex-2 and Virtex-5. Authors did not present any experi-
mental results to validate the claim of utilizing the partial
reconfiguration for DRH designs. Similar to [52], only the
simulation results were presented, and therewas no indication
of the actual implementation of the proposed DRH design
using partial reconfiguration.

In [55], two reconfigurable architectures were proposed
for AES algorithm, based on two pipelined versions: mod-
ular pipelined for high-speed and simpler pipelined for area-
efficiency. In this case also, theAES can be reconfigured from
one key size to another (128, 192, and 256) using dynamic and
partial reconfiguration. Experiments were performed on the
Xilinx Zed board. Similar to [53], authors reported resource
utilization separately for each configuration. In this article,
the reconfiguration time was theoretically analyzed and pre-
sented, but actual reconfiguration time was not measured,
while the DRH design was running on the chip.

It should be noted that all the above dynamic recon-
figurable hardware (DRH) architectures were proposed for
only one cryptographic algorithm, i.e., for AES algorithm,
in which the AES was reconfigured to 3 different configura-
tions with varying key sizes. Conversely, our proposed DRH
architecture is designed for two cryptographic algorithms,
i.e., for SPECK and SIMON, in which our DRH design
can be dynamically and partially reconfigured from SIMON
to SPECK and vice versa. Furthermore, our proposed SRH
architectures for SIMON and SPECK, as separate entities,
are created in such a way to be generic, parameterized,
and scalable, hence, without changing the internal architec-
tures, our SPECK and SIMON hardware designs can also
be dynamically reconfigured to 20 different configurations,
in order to perform the encryption and decryption, and to
process varying block sizes and varying key sizes. For our
SRH designs, partial reconfiguration is not utilized.

Based on the above investigation, we create a performance
comparison table (Table 9) for most of the existing DRH
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TABLE 9. Performance analysis: existing DRH designs vs. our proposed DRH designs for cryptographic algorithms.

designs for any cryptographic algorithms, since we could
not find any similar work for DRH designs specifically for
SIMON and SPECK, in the published literature. In Table 9,
we do not include the details from [3], since authors did
not present enough evidence that partial reconfiguration was
considered. Although the values (presented in Table 9) do
not provide direct performance comparisons between our
proposed DRH designs and the existing DRH designs for
cryptographic algorithms, these values can be used as guide-
lines to enhance the design and development of future DRH
designs not only for cryptographic algorithms but also for
other similar algorithms.

In Table 9 (column 4), we present the total number of occu-
pied slices, number of DSP slices, and number of BRAMs,
for DRH designs. As illustrated, none of the existing works
reported the occupied area for the DRH designs. In Table 10
(column 5), we present the total number of occupied slices,
number of DSP slices, and number of BRAMs, for SRH
designs as separate entities. As shown, existing works also
reported the total number of occupied slices for the SRH
designs as separate entities, but did not report the number
of DSP slices or the number of BRAMs for these designs.
It should be noted that our DRH design as well as our
SRH designs encompass all 20 configurations in one design,
whereas the existing designs were created to comprise only
one configuration at a time. Regardless, our DRH design
occupy less area on the chip as a single module, compared to
the combined areas of the three different configurations for
the existing ones in the literature.

In Table 9, the execution times (or speedup) val-
ues are not presented, since timing/speedup comparison
between DRH designs for completely different cryptographic

algorithms is not necessarily fair. Hence, in Table 9, we only
present the resource utilization values, since these values
are crucial when designing cryptographic algorithms on
resource-constrained embedded devices, with their limited
hardware footprint.

From the above investigation (Table 9, column 6), it is evi-
dent that most of the existing DRH designs for cryptographic
algorithms were not fully and actually implemented on the
FPGA, since no valid experimental results and analysis were
presented to support these claims. Furthermore, the existing
works did not report the reconfiguration time overhead, while
the DRH designs were actually running on the chip. None of
the existing works reported and analyzed the space savings
due to the dynamic and partial reconfiguration. In addition,
most of the existing works did not design and implement the
system-level architectures.

From this investigation and to the best of our knowledge,
we could not find any similar work as ours in the literature that
provides dynamic and partial reconfigurable hardware archi-
tectures, specifically for SPECK and SIMON lightweight
cryptographic algorithms, nor could we find any similar
work that provides system-level architecture for the proposed
DRH designs.

D. ANALYSIS ON EXISTING WORKS ON FPGA-BASED
HARDWARE ARCHITECTURES FOR SPECK AND SIMON
We also investigated the existing works on FPGA-based hard-
ware architectures for SPECK and SIMON algorithms in the
published literature, since we could not find any existing
works on dynamic and partial reconfigurable hardware archi-
tectures for these two algorithms.
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In [67], an FPGA-based bit-serialized hardware archi-
tecture was proposed for only one SIMON configuration,
i.e., for 128/128 configuration. Experiments were performed
on two platforms: Xilinx Spartan-3 and Spartan-6. The pro-
posed SIMON design was compared with different crypto-
graphic algorithms, including AES, PRESENT, etc., in terms
of area, specifically with the number of slices, in order to
illustrate that SIMON is an alternative to AES for low-cost
FPGA-based systems.

In [68], FPGA-based hardware architectures were pro-
posed for both SIMON and SPECK algorithms for only two
configurations, i.e., for 64/128 and 128/128 configurations.
These designs were created as separate individual modules
for each configuration and for each algorithm. The proposed
designs were executed on Xilinx Spartan-3 platform, and
compared with existing AES, PRESENT, and SIMON in
terms of area (number of slices) and throughput, in order to
demonstrate that SIMON and SPECK are more suitable for
IoT applications and devices.

Another FPGA-based hardware architecture was pro-
posed in [69], for only one SIMON configuration, i.e., for
32/64 configuration. The proposed design was executed on
Xilinx Virtex-5 FPGA, and compared with different crypto-
graphic algorithms, specifically Hummingbird and X-TEA,
in terms of area (i.e., IOs, LUTs, registers, and buffers)
and maximum frequency, to illustrate that SIMON is more
appropriate for embedded applications.

An FPGA-based hardware architecture was proposed
in [70], for only one SPECK configuration, i.e., for
128/128 configuration. Experiments were performed on
Xilinx Spartan-3 platform. The proposed design was com-
pared with various cryptographic algorithms, including AES,
PRESENT, SIMON, etc., in terms of area (number of slices)
and throughput, to demonstrate that SPECK is suitable for
low-cost FPGAs.

From this investigation, it is evident that most of the afore-
mentioned existing designs for SPECK and SIMON,were not
generic, parameterized, or scalable. With these designs, usu-
ally, only one configuration was designed and implemented
at a time, with only one block size and one key size. Hence,
to create a different configuration, the underlying hardware
circuitry needs to be changed, and then the design has to
go through the whole synthesis and implementation process.
Conversely, our SRH designs for SPECK and SIMON are
created in such a way to be generic, parameterized, and
scalable; thus, without changing the underlying hardware
circuity, our design can be reconfigured on-the-fly to any
one of the 20 different configurations. Furthermore, most
of the existing works did not report the execution time or
speedup for the proposed hardware designs. Also, none of the
existing works proposed system-level architectures, which
is imperative for embedded applications in real-world sce-
narios. Consequently, the existing works did not report the
corresponding system-level area, and did not consider the
associated memory access latency while reporting through-
put/latency. As a result, we could not make any direct

performance comparisons with the existing works on FPGA-
based hardware architectures in the published literature.

VI. CONCLUSION AND FUTURE WORK
In this article, we introduced novel, unique, and effi-
cient dynamic and partial reconfigurable hardware archi-
tectures for the most popular lightweight cryptographic
algorithms: SPECK and SIMON. We created our dynam-
ically reconfigurable hardware as two versions. As the
first version, we introduced unique, customized, and opti-
mized FPGA-based reconfigurable hardware architecture for
SPECK, which was generic, parameterized, and scalable.
As the second version, we introduced novel and unique
dynamic and partial reconfigurable hardware architectures
for both SPECK and SIMON. The first version can be dynam-
ically reconfigured to 20 different configurations, without
changing the internal architecture, which was analogous to
our previously proposed SIMON reconfigurable hardware
architecture in [13]. The second version can be dynami-
cally and partially reconfigured from SIMON to SPECK
and vice versa, by reconfiguring the on-chip hardware from
one cryptographic algorithm to another. For both versions,
the dynamic reconfiguration can be done without inter-
rupting the system’s operations and often without human
intervention.

In this article, we distinguished the first and the sec-
ond versions as the SRH (static reconfigurable hardware)
and the DRH (dynamic reconfigurable hardware) designs,
respectively. Although the first version can be dynamically
reconfigured, we named this version SRHmainly because the
partial reconfiguration was not utilized.

Due to the various reconfigurable features, our proposed
hardware versions are highly flexible to accommodate dif-
ferent data arrays and data elements with varying data sizes;
and the same architectures can be utilized for other embed-
ded applications with diverse security requirements and not
limited to IoT-related applications.

We also introduced unique and efficient system-level
architectures for our proposed SRH and DRH designs for
SPECK and SIMON lightweight cryptographic algorithms.
With the system-level architecture, we created and incor-
porated unique pre-fetching techniques to reduce the mem-
ory access latency of our proposed reconfigurable hardware
architectures for SPECK and SIMON algorithms. To the
best of our knowledge, we could not find any similar work
in the published literature that provides dynamic and par-
tial reconfigurable hardware architectures for SPECK and
SIMON; nor could we find any similar work that provides
reconfigurable hardware architectures for SPECK, which can
be dynamically reconfigured to 20 different configurations,
without changing internal architectures. Also, we could not
find any existing work on SPECK and SIMON that proposed
system-level architecture, which is imperative for embedded
applications in real-world scenarios.

From our experimental results and analysis, our DRH
design showed a significant space savings, since the same
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area of the chip/FPGA was being reused by reconfigur-
ing the on-chip hardware circuity from one cryptographic
algorithm to another (i.e., from SIMON → SPECK →
SIMON →. . . ), which is important for embedded devices
with their stringent area constraints. With our DRH design,
the space savings were about 28%, 50%, and 50% in terms
of number of occupied slices, number of DSP slices, and
number of BRAMs, respectively. Furthermore, the recon-
figuration space overhead, which is the extra hardware
required for reconfiguration, was relatively low compared
to the whole chip (i.e., about 1.28%), and remained the
same.

Considering the reconfiguration time overhead, we
observed that there was a difference between the experi-
mental value (749 milliseconds) and the theoretical value
(23 milliseconds). This difference was mainly because, in our
experimental setup, we utilized the MicroBlaze processor,
with its sequential execution nature, as our configuration
controller to bring the partial bitstreams from the off-chip CF.
From our previous work [20], [21], it was observed that this
difference between theoretical and experimental values for
the reconfiguration time overhead is quite normal. Although,
this is beyond the scope of this article, as future work, we are
planning to investigate and incorporate techniques, such
as [50], [51], to reduce the reconfiguration time overhead to
further enhance the performance of our DRH designs.

Our current reconfigurable hardware architectures (both
SRH and DRH designs) for SIMON and SPECK executed
up to 59 times and 26 times, respectively, faster than their
software counterparts on the embedded processor. In addi-
tion, for both SRH and DRH designs, it was observed that
the processing times for SPECK remained almost the same
for all 20 configurations. Similar behavior was observed for
SIMON in [13]. This was mainly because our efficient and
generic architectures for SPECK and SIMON, including the
system-level and internal architectures, were created in such
a way that the processing times were not affected by the input
data sizes.

These experimental results are encouraging and show a
great potential in utilizing FPGAs to create and incorporate
lightweight cryptographic algorithms, specifically on embed-
ded devices, considering the constraints associated with these
devices, as well as the requirements of the applications run-
ning on these devices.

Power consumption is another major issue in the
resource-constrained embedded devices. It has been
demonstrated [65], [66] that FPGA-based reconfigurable
hardware often consumes less power than embedded
microprocessor-based software-only designs. Furthermore,
as stated in [60]–[64], the dynamic and partial reconfiguration
could potentially lead to reduction in power consumption.
However, as future work, we are planning to investigate
sophisticated power analysis tools to measure the power
consumption of our reconfigurable hardware designs, since
Xilinx Power Analysis tools for Virtex-6 only report esti-
mated power, which does not reflect accurate values.
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