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ABSTRACT Two different-level schemes are researched in this article for achieving the kinematic control of
redundant manipulators, one of which is exploited at the acceleration level, and the other is at the jerk level.
Firstly, they are both reconstructed as a standard quadratic programming problem with different parameter
definitions and addressed by a gradient neural network (GNN) method. Secondly, from the perspective of
the GNN algorithm, a theoretical interpretation of the intrinsic equivalence between the acceleration-level
scheme and jerk-level scheme is performed. Further, simulations on the manipulator synthesized by the two
schemes aided with the GNNmethod tracking two different trajectories are conducted. Finally, comparisons
of relevant joint data (i.e., joint angles, joint velocities, and joint accelerations) are presented to substantiate
the equivalence between the two schemes, and simulative experiments are carried out at the same time.

INDEX TERMS Jerk-level schemes, acceleration-level schemes, gradient neural network.

I. INTRODUCTION
For a long time, robots have been a concern for many
researchers, and their development has led to significant
revolutions in many fields [1]–[3], such as the automated
production that has already emerged in the industrial field
and has broken the limits of pure manual production [4]–[7].
Besides, a particular class of robots called redundant manip-
ulators possesses more degrees-of-freedom than needed to
satisfy some extra performance indicators while finish-
ing the primary task [8]–[10]. Redundant manipulators are
mainly applied to accomplish tasks that are difficult for
human beings or time-consuming, thus reducing unpre-
dictable problems caused by operators in precision and
durability [11], [12].

For robots with structure unknown, a data-driven
approach is usually adopted to control their motion [13].

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

For manipulators with the structure known, their kinematics
control can be treated as an issue of dealing with inverse
kinematic problems [14], [15]. Since the degree of free-
dom of redundant manipulators is certainly higher than
the working space dimension, the kinematic equation is
usually underdetermined. That is to say, in many cases,
numerous solutions fit the equation. Redundancy analy-
sis is a method to find the optimal solution that meets
the performance index from all these solutions [16], [17].
According to the different joint data involved in the per-
formance index, these schemes can be roughly divided
into the following four categories: velocity-level schemes
[18]–[20], acceleration-level schemes [21]–[28], jerk-level
schemes [29], [30], [32], and multi-level schemes [33], [34].
Regarding acceleration-level schemes, there are some repre-
sentative schemes such as the minimum acceleration norm
(MAN) [21], cyclic motion generation (CMG) [22], [23],
infinity-norm acceleration minimization scheme [24],
and approaches based on their extensions [25]–[27].
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Although they are all acceleration-based methods, their
performance is significantly different. For example, the CMG
and CMG-based solutions focus on remedying the joint
drift [22], [27], while theMAN scheme focuses more on min-
imizing the acceleration norm [28]. Beyond that, compared
with schemes at the velocity and acceleration levels, there is
little research on the jerk-level schemes. They are of critical
significance for the robot motion control because the jerk is
related to the motion stationarity and structural vibration of a
robot [29]–[32]. For instance, in [32], Chen et al. investigate
a humanized jerk-level scheme for cyclic motion planning
and control, which is more humanized than other existing
strategies because of its constraint on joint jerks.

In recent years, neural networks, as an extremely effective
computational tool, have been widely applied to control
[35]–[37], optimization [38]–[40], model prediction
[41], [42], and other areas [43]–[46]. Various practical prob-
lems, especially for dynamic problems, can be addressed
by neural networks [47]–[49]. For example, Cheng et al.
study a recurrent neural network to solve non-smooth convex
optimization problems with the convex inequality and linear
equality constraints, and apply it to deal with the genetic
regulatory networks [49]. Generally, schemes about manip-
ulators control as stated above are addressed via numerical
algorithms [50]–[52] or neural-network-based approaches
[53]–[55]. The pseudoinverse based approach is a traditional
method for manipulators controlling. Because it requires
much time and computational memory to perform pseu-
doinverse operations, its computing efficiency is not high
[51], [52]. Therefore, researchers normally adopt neural-
network-based algorithms that possess higher computational
performance to control robots [53]–[58]. In [57], a finite-
time convergent neural network is studied and used for
generating joint data to drive the manipulator to move along
the predefined path. To formulate the optimal multi-robot
systems, Wang et al. research a recurrent neural network to
find the optimal formation possessing the minimum distance
to the initial multi-robot-system formation, which could also
handle ranges of the orientation, scale, and admissible of the
formation [58].

Furthermore, it is worth pointing out that although a large
number of redundancy analysis schemes have emerged for
the motion planning of manipulators in recent years, as men-
tioned previously, discussions on the relationship between
schemes at different levels are still lacking. Moreover, several
current discussions on different-level schemes concentrate on
the relationship between schemes at the velocity and accel-
eration levels without consideration of jerk-level schemes
[59]–[62]. For instance, Cai et al. elucidate the equivalence
between the velocity-level scheme and acceleration-level
scheme in terms of both theory and simulation [61]. Besides,
in [62], an acceleration-level minimum kinetic energy (MKE)
scheme is investigated, which is proved to be equivalent to
the MKE scheme at the velocity level, and their simulation
results are also consistent. Given that there is a rare explo-
ration of the relationship between acceleration-level schemes

and jerk-level schemes, in this article, an acceleration-level
scheme and a jerk-level scheme are proposed, and the
intrinsic equivalence between them is explained and proved
through a gradient neural network (GNN).

The rest of the paper is divided into the following sections.
In Section II, an acceleration-level and jerk-level scheme are
proposed, and both reconstructed as QP problems. Section III
exploits a GNNmethod to address resultant QP problems and
interprets the instinct consistency between the two different-
level schemes based on the GNN algorithm. Simulations are
carried out in Section IV to show their consistency, and the
last section concludes the paper. Before ending the current
section, the main contributions of the paper are as follows.
1) The article proposes an acceleration-level scheme and

a jerk-level scheme for redundant manipulators control-
ling, and theoretically discusses the instinct equivalence
between them. It is worth pointing out that most of the
studies focus on the optimization schemes for themotion
control of redundant manipulators, and there are few
studies on the relationship between schemes based at
different levels. For the first time, this article illustrates
and proves the equivalence relation between them.

2) The two different-level schemes are rewritten as QP
forms through transformation. Then, by derivation,
the resultant QP problem is converted into a zero finding
issue of linear equations, and addressed by a proposed
GNN algorithm.

3) Simulations on the redundant manipulator tracking two
different trajectories synthesized by the acceleration-
level scheme and jerk-level scheme aided with the GNN
algorithm are performed. By comparing relevant joint
angles, velocities, and accelerations, their equivalence is
substantiated.

II. DIFFERENT-LEVEL SCHEMES
Before exploiting the internal relation between acceleration-
level scheme and jerk-level scheme, two different-level
schemes are discussed and reconstructed as two standard QP
problems.

A. PREPARATORY WORK
Kinematic equations are the basis of analyzing redundant
manipulators controlling from the perspective of kinematics.
Therefore, it is necessary to describe and expand the redun-
dant manipulator’s kinematic equation before introducing the
redundancy solution method.

Firstly, the joint angle of the manipulator is defined as
ϑ = [ϑ1, ϑ2, · · · , ϑn]T ∈ Rn at time t , where T is the
transpose and n represents the number of joints. Then, the
position of the end-effector is assumed as rp ∈ Rm, which
can be described as a mapping of joint angles rp = g(ϑ).
Further, extending it to the velocity level leads to

ṙp = J ϑ̇, (1)

where ṙp = ∂rp/∂t ∈ Rm is the velocity of the end-effector
of the redundant manipulator; ϑ̇ = ∂ϑ/∂t ∈ Rn is the
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joint velocity; J = ∂g(ϑ)/∂ϑ ∈ Rm×n denotes the Jacobian
matrix of g(ϑ). The time derivative of (1) is written as

r̈p = J ϑ̈ + J̇ ϑ̇, (2)

where J̇ = ∂J/∂t ∈ Rm×n; r̈p = ∂ ṙp/∂t ∈ Rm is the
acceleration of the end-effector; ϑ̈ = ∂ϑ̇/∂t ∈ Rn is the joint
acceleration. Taking the time derivative of (2) obtains

...
r p = J

...
ϑ + 2J̇ ϑ̈ + J̈ ϑ̇, (3)

where J̈ = ∂ J̇/∂t ∈ Rm×n;
...
r p = ∂ r̈p/∂t ∈ Rm is the jerk of

the end-effector;
...
ϑ = ∂ϑ̈/∂t ∈ Rn is the joint jerk.

Achieving the kinematic control of manipulators means
calculating joint data that can drive a manipulator to
move along the predefined trajectory or satisfy the kine-
matic equations. Theoretically speaking, addressing kine-
matic equations above can acquire these data, such as joint
angles and joint velocities. A direct solving method is a
pseudo-inverse based approach which could be described as
ϑ̈ = J+(r̈p− J̇ ϑ̇)+(I−J+J )s, or

...
ϑ = J+(

...
r p−2J̇ ϑ̈− J̈ ϑ̇)+

(I − J+J )s, where J+ is the pseudoinverse of the Jacobian
matrix calculated via J+ = JT(JJT)−1; I stands for the
identity matrix; s represents the gradient of a specific index;
superscript −1 denotes a matrix inverse operator. Although
this method is feasible, it is a waste of time because of the
large amount of inverse operation.

B. ACCELERATION-LEVEL SCHEME
Firstly, the redundancy analysis problem is studied from the
acceleration level, and an acceleration-level scheme is inves-
tigated. This scheme optimizes the minimum acceleration
norm while completing the trajectory tracking task, and it can
be constructed as follows:

min
1
2
‖ϑ̈‖22,

s.t. J ϑ̈ = r̈d − J̇ ϑ̇ + β1,

with β1 = z1(ṙd − J ϑ̇)+ z2(rd − rp) ∈ Rm, (4)

where β1 is the feedback to revise position errors and veloc-
ities errors; rd ∈ Rm, ṙd ∈ Rm, and r̈d ∈ Rm are the desired
position, velocity, and acceleration of the end-effector; the
equation constraint is transformed from (2); ‖ · ‖2 is the
Euclidean norm of a vector; z1 > 0 and z2 > 0 are the feed-
back coefficients of velocity and position error of the end-
effector, separately. Besides, the above optimization scheme
can be converted into the following QP problem:

min
1
2
χTχ,

s.t. Aχ = b, (5)

where χ = ϑ̈ ∈ Rn; A = J ∈ Rm×n; b = r̈d− J̇ ϑ̇+β1 ∈ Rm.
Different from the pseudo-invert-based method mentioned in
the previous part, describing and solving the control problem
of the manipulator from the perspective of optimization can
minimize a specific index to meet the requirement of some
engineering practices while executing the motion task.

C. JERK-LEVEL SCHEME
Moreover, a jerk-level scheme is exploited and analyzed,
of which the objective function and constraint are depicted
as follows:

min
1
2
‖
...
ϑ + µϑ̈‖

2
2,

s.t. J
...
ϑ =

...
r d − 2J̇ ϑ̈ − J̈ ϑ̇ + β2,

with β2=z3(r̈d−J̇ ϑ̇−J ϑ̈)+z4(ṙd−J ϑ̇)+z5(rd−rp),

(6)

where β2 ∈ Rm is the feedback to revise position error,
velocities errors, and acceleration errors; z3 > 0 and z4 > 0,
and z5 > 0 are the feedback coefficients of acceleration,
velocity, and position error of the end-effector, separately;
µ > 0 is an auxiliary variable, and

...
r d ∈ Rn represents the

desired jerk of the end-effector. Besides, extend the objective
function to get

1
2
‖
...
ϑ + µϑ̈‖

2
2 =

1
2

...
ϑ
T ...
ϑ + µϑ̈

T ...
ϑ +

1
2
µ2ϑ̈Tϑ̈ .

Note that µ2ϑ̈Tϑ̈ is a constant from the jerk level, and can
be ignored in the objective function because this term has no
effects to the result. Therefore, to some extent, the minimum
index can be replayed by

...
ϑ
T ...
ϑ/2+µϑ̈T ...ϑ and the scheme is

reformulated as the following QP problem:

min
1
2
χTχ + %Tχ,

s.t. Aχ = b, (7)

where χ =
...
ϑ ∈ Rn; % = µϑ̈ ∈ Rn; A = J ∈ Rm×n;

b =
...
r d − 2J̇ ϑ̈ − J̈ ϑ̇ + β2 ∈ Rm. Compared with the

acceleration-level scheme (5), the jerk-level scheme (7) adds
the variable %Tχ and defines variables different from (5) such
as the vector χ . Generally speaking, the jerk level control
may bear some errors due to its supersensitivity. Accordingly,
feedback mechanisms, e.g., the position error feedback and
velocity error feedback, are designed in the jerk-level control
to compensate for these errors and make the results more
accurate.

III. SOLUTION AND ANALYSIS
After introducing two different-level schemes mentioned in
the previous section, we exploit a neural-network-based algo-
rithm to address the two schemes. Besides, on the basis
of the algorithm, an analysis is conducted on the intrinsic
consistency of acceleration-level scheme (4) and jerk-level
scheme (6).

A. GNN ALGORITHM
To facilitate comparison and analysis, two different-level
schemes (4) and (6) need to be solved via an identical algo-
rithm and then are rewritten as a unified form as follows:

min
1
2
χTχ + δTχ,

s.t. Aχ = b. (8)
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It should be noted that although two schemes (4) and (6) are
transformed into a standard QP form, specific variables rep-
resent different meanings. For instance, for the acceleration-
level scheme, variable δ is equal to zero, while it is not zero
in the other one.

Based on this uniform form, a Lagrangian function is
obtained and defined as Y (χ, ρ) = χTχ/2 + δTχ +

ρT(Aχ − b), where ρ ∈ Rm is the Lagrange multiplier,
and the QP problem is converted into a Lagrangian function
minimum value problem. Further, it is equivalent to solving
the following equations:

∂Y
∂χ
= χ + δ + ATρ = 0,

∂Y
∂ρ
= Aχ − b = 0, (9)

where 0 denotes a vector composed of zeros. Therefore,
solutions of two different-level schemes (4) and (6) are trans-
formed into the zero finding problem of linear equations (9)
that are redefined as a compact form:

Cy = d, (10)

where

C =
[
I AT

A 0

]
∈ R(n+m)×(n+m),

y =
[
χ

ρ

]
∈ Rn+m, d =

[
−δ

b

]
∈ Rn+m.

That is to say, to obtain the optimal solution of schemes
(4) and (6), it is pre-requisite to find the solution of linear
system (10). For solving linear system (10), a GNN algorithm
is proposed and constructed as follows.

First, an energy cost function is defined as

E(y) =
1
2
‖Cy− d‖22, (11)

and when E(y) reaches its minimum, its solution satisfies
linear equation (10). Then, the core of the GNN algorithm is
to make (11) to reduce in the direction of its negative gradient
that is calculated through

∂E(y)
∂y
=

1
2

∂‖Cy− d‖22
∂y

= CT(Cy− d). (12)

Based on [63], the GNN algorithm is constructed as follows:

∂y
∂t
= −ηCT0(Cy− d), (13)

where η > 0 is a proportion coefficient to control the con-
vergence rate of GNN algorithm (13), and 0(·) is the activa-
tion function. Routinely, activation functions are divided into
linear activation functions and nonlinear activation functions.
Typical linear activation functions include

0(xi) = xi, (14)

with xi representing the ith element of the vector x, and usual
nonlinear activation functions contain the power-sigmoid
activation function described as

0(xi)

=

x
k
i xi ≤ −1 or xi ≥ 1
(1+ exp(−ς ))(1− exp(−ςxi))
(1− exp(−ς ))(1+ exp(−ςxi))

−1 < xi < 1,

(15)

where k ≥ 3 and ς ≥ 2 are two design parameters, and k
should be an odd number.

FIGURE 1. Architecture of GNN algorithm (13) for addressing
acceleration-level scheme (4) and jerk-level scheme (6).

The structure of the GNN algorithm (13) for solving
acceleration-level scheme (4) and jerk-level scheme (6) is
depicted in Fig. 1. To some extent, such a gradient-based
strategy can be deemed as a proportional feedback controller
to drive the system to converge to the theoretical solution.
Compared with the matrix-inverse-based algorithm, GNN
algorithm (13) is more suitable for dealing with the online
control of manipulators. For problems (4) and (6), if matrix J
is full rank, the twomethods usually obtain the same solution.
When the matrix is not full of rank, the result via computing
the pseudoinverse may be large, i.e., ϑ̈ could be large, thus
leading to a discontinuity phenomenon in joint velocities.
However, the GNN (13) can obtain an approximate solution
that satisfies the objective function and is continuous, even
if the solution space is small or zero. Besides, GNN (13)
provides a possibility for solving the problems (4) and (6)
that may contain other objective functions and inequality
constraints [64], which are difficult for the matrix-inverse-
based method to handle.

B. ANALYSIS ON DIFFERENT-LEVEL SCHEMES
The ensuing content aims at explaining the intrinsic con-
sistency of acceleration-level scheme (4) and jerk-level
scheme (6) through the proposed GNN algorithm (13).

First, let us review the definition of acceleration-level
scheme (4), and it is evident that the optimization objective in
(4) is the minimum of ‖ϑ̈‖22/2. Accordingly, it can be defined
as the scalar-valued norm-based energy function in the GNN
algorithm:

E(ϑ̈) =
1
2
‖ϑ̈‖22. (16)
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Referring to the derivation procedure of GNN algorithm (13),
as long as energy function (16) changes in the direction of the
negative gradient, its minimum value can be acquired.

Then, calculating the gradient of function (16) leads to

∂E(ϑ̈)

∂ϑ̈
=

1
2

∂‖ϑ̈‖22

∂ϑ̈
= ϑ̈ .

To minimize ‖ϑ̈‖22/2, a gradient-based approach is con-
structed as

...
ϑ = −µϑ̈ , and is further written as

...
ϑ + µϑ̈ = 0, (17)

where µ is used to adjust the convergence rate of (17).
As long as µ is sufficiently large, equation (17) can be
satisfied, and the performance index in (4) is minimized as
well. However, it is well known that the requirement of (17)
can only be implemented theoretically owing to the trajec-
tory requirement of the manipulator. In general, minimizing
‖
...
ϑ + µϑ̈‖22 can be chosen as an alternative method to the

minimization of
...
ϑ + µϑ̈ . Hence, the performance index in

(4) is physically equivalent to the index ‖
...
ϑ + µϑ̈‖22/2, and

the index at the acceleration level is converted into a jerk-level
index. Besides, reviewing jerk-level scheme (6) mentioned in
Section II-C, it defines ‖

...
ϑ +µϑ̈‖22/2 as the minimum index.

Then, according to the above analysis, it is concluded readily
that theoretical solutions of acceleration-level scheme (4) and
jerk-level scheme (6) are equivalent. Besides, the solution
of jerk-level scheme (4) is able to converge exponentially to
the theoretical solution of acceleration-level scheme (6). The
parameter µ controls the exponential convergence speed, and
a larger µ means a faster convergence. For example, when
µ = 60, ϑ̈ converges to 5% of the initial value in 0.05 s,
and reduces to 0.25% of the initial value in 0.1 s. When
time is infinite, the solution of jerk-level scheme (6) becomes
the same as the theoretical solution to the acceleration-
level one. Nevertheless, time can not be infinite, so there is
always an error between the solutions to the two schemes.
Since the error converges exponentially and is generally tiny,
the two different-level schemes can be considered equivalent,
to a certain extent. In practice, the choice between the two
schemes depends on the actual situation. If joint jerks drive a
manipulator, the jerk-based method is more appropriate than
the other one. If joint accelerations drive the manipulator,
the acceleration-based solution could be the first choice.

IV. SIMULATION
In view of theoretical explanations, simulations on redundant
manipulator tracking different trajectories are performed to
substantiate that acceleration-level scheme (4) and jerk-level
scheme (6) are indeed equivalent.

First, the redundant manipulator PUMA 560 with m = 3
and n = 6 is used to verify the equivalence between two
schemes (4) and (6) through tracking a circular path with
the aid of GNN algorithm (13). In the simulation, the three-
dimensional position control of the end effector is only con-
sidered, and thus, the PUMA 560 is served as a redundant
robot for this particular task. Besides, its schematic diagram,

FIGURE 2. Motion trajectories of the manipulator tracking a circular path
with the blue line representing the actual end-effector trajectory, and
other lines depicting motion process of the individual links.

FIGURE 3. Position errors of the manipulator aided with
acceleration-level scheme (4) and jerk-level scheme (6) solved by GNN
algorithm (13). (a) Acceleration-level scheme (4). (b) Jerk-level
scheme (6).

kinematic model, and Jacobian matrix are supplemented in
Appendix. Beyond that, relevant settings are as follows: the
trajectory is a circle with a radius of 0.15 m; the initial joint
angles are defined as ϑ(0) = [−π/4, 0, 0, π/6, π/8,−π/4]T

rad; η = 106; feedback coefficient are defined as z1 =
z2 = z3 = z4 = z5 = 2; µ = 60; the activation func-
tion is designed as linear activation function (14) mentioned
in Section III-A.
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FIGURE 4. Comparisons on joint angles, velocities, and accelerations of
the manipulator aided with acceleration-level scheme (4) and jerk-level
scheme (6) solved by GNN algorithm (13) during the task of tracking a
circular path. (a) Joint angles. (b) Joint velocities. (c) Joint accelerations.

Motion trajectories of the manipulator tracking a prede-
fined circular path aided with acceleration-level scheme (4)
and jerk-level scheme (6) solved by GNN algorithm (13)

FIGURE 5. Motion trajectories of the manipulator tracking a tricuspid
path with the blue line representing the actual end-effector trajectory,
and other lines depicting the motion process of the individual links.

are shown in Fig. 2. Since the trajectories of each joint
obtained by using the two schemes are similar, only one
figure is adopted to describe the changes. Fig. 3(a) and (b)
depict the position errors of the end-effector aided with
acceleration-level scheme (4) and jerk-level scheme (6)
during the task, where eX, eY, and eZ denote position
errors in three dimensions, separately. As visualized in these
two figures, the manipulator synthesized by different-level
schemes (4) and (6) can both track the predefined path with
the maximum error less than 2 × 10−4 m, which suggests
the accuracy and effectiveness of the proposed GNN algo-
rithm (13). Besides, the end-effector aided with acceleration-
level scheme (4) can accomplish the task in a highly accurate
manner.

To elucidate the equivalence between acceleration-level
scheme (4) and jerk-level scheme (6), joint angles, veloci-
ties, and accelerations generated by schemes (4) and (6) are
compared in Fig. 4(a), (b), and (c), respectively. It needs
to be supplemented that blue lines represent the transient
behaviors of the joint data generated by acceleration-level
scheme (4), and the tiny red squares stand for the transient
behaviors of the joint data generated by jerk-level scheme (6)
in Fig. 4. As observed, these tiny red squares entirely over-
lap the blue line. In other words, in terms of joint accel-
erations, velocities, and angles, these results generated via
schemes (4) and (6) at different levels are consistent, which
substantiates that acceleration-level scheme (4) and jerk-level
scheme (6) are indeed equivalent. Furthermore, these com-
parative results are in accord with the previous theoretical
analysis in Section III-B as well.
In addition, a tricuspid path is simulated as well. Other

settings are as follows: the initial joint angles are defined as
ϑ(0) = [π/6, 0, 0, π/4, 0, 0]T rad; feedback coefficient are
defined as z1 = z2 = z3 = z4 = z5 = 2; η = 105; µ = 60;
the activation function is nonlinear activation function (15)
appeared in Section III-A. Fig. 5 shows motion trajectories
of the redundant manipulator during the task of tracking
a tricuspid path. As revealed, the redundant manipulator
synthesized by acceleration-level scheme (4) and jerk-level
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FIGURE 6. Comparisons on joint angles, velocities, and accelerations of
the manipulator aided with acceleration-level scheme (4) and jerk-level
scheme (6) solved by GNN algorithm (13) during the task of tracing a
tricuspid path. (a) Joint angles. (b) Joint velocities. (c) Joint accelerations.

scheme (6) can finish the motion with a tiny error. Besides,
Fig. 6 depicts comparisons on joint angles, velocities, and
accelerations of the redundant manipulator tracing a tricuspid

FIGURE 7. Snapshots of PUMA 560 manipulator tracking a tricuspid path
synthesized by the GNN model (13) on the CoppeliaSim software.

path aided with acceleration-level scheme (4) and jerk-level
scheme (6) solved by GNN algorithm (13). The blue lines
and tiny red squares represent the samemeanings as indicated
in Fig. 4. As observed in Fig. 6, joint angles, velocities, and
accelerations generated via schemes (4) and (6) at different
levels are consistent, which demonstrates that acceleration-
level scheme (4) and jerk-level scheme (6) are equivalent.
Beyond that, the simulative experiments on the CoppeliaSim
platform is applied to verify the validity of the schemes.
Figure 7 displays snapshots of the manipulator PUMA
560 aided with GNN (13) during the motion, in which the
task is accomplished.

V. CONCLUSION
This article concentrates on the analysis and verification
of the equivalence between different-level schemes applied
to redundant manipulators control. Specifically speaking,
the acceleration-level scheme and jerk-level scheme have
been discussed, and a GNN algorithm has been exploited
to address the resultant QP problems converted from them.
Then, the intrinsic consistency between the two schemes has
been interpreted from a theoretical point of view via the
GNN algorithm. To further validate the theoretical analysis,
the redundant manipulator has been required to track a circu-
lar path and a tricuspid path with the aid of the acceleration-
level scheme and jerk-level scheme. The comparisons of joint
angles, velocities, and accelerations generated by the two
different-level schemes have substantiated the equivalence
between the two schemes.

APPENDIX
The appendix aims at supplementing the schematic diagram,
kinematic model and Jacobian matrix of the six-link manipu-
lator PUMA 560. Generally, the core of kinematic modelling
for a manipulator is constructing the Denavil-Hertenberg
(D-H) coordinate which is based on the unity transformation
matrix method investigated by Denavil and Hertenberg [65].
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FIGURE 8. Schematic diagram and D-H coordinate system of PUMA 560.
(a) Schematic diagram. (b) D-H coordinate system.

TABLE 1. D-H Parameters of PUMA 560.

Figure 8(a) and (b) depict the schematic diagram and D-H
coordinate system of PUMA 560. In Fig. 8(b), a new coor-
dinate system (including xj, yj, and zj) is created at each
joint with the rotation axis as the z-axis. Besides, its linkage
parameters are shown in Table 1, in which aj represents the
lengths of jth linkage, αj denotes twist angle of jth linkage,
and lj is the distance between the two linkages. Facilitated
by these linkage parameters and D-H coordinate, the pose
transformation matrix between j − 1th and jth linkages is
described as

T j−1
j =


cosϑj−sinϑjcosαj sinϑjsinαj ajcosϑj
sinϑj cosϑjcosαj −cosϑjsinαj ajsinϑj
0 sinαj cosαj li
0 0 0 1

 , (18)

and the kinematic equation of the PUMA 560 is

rp = g(ϑ) = T 0
1 T

1
2 T

2
3 T

3
4 T

4
5 T

5
6 . (19)

Thus, the Jacobian matrix of PUMA 560 is

J =
∂g(ϑ)
∂ϑ

. (20)
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