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ABSTRACT Recently, the issue of food authentication has gained attention, especially halal authentication,
because of cases of pork adulteration in beef. Many studies have developed rapid detection for adulterated
meat. However, these studies are not yet practical and economical methods and instruments and a faster
analysis process. In this context, this paper proposes the Optimized Electronic Nose System (OENS) for
more accurately detecting pork adulteration in beef. OENS has advantages such as proper noise filtering,
an optimized sensor array, and optimized support vector machine (SVM) parameters. Noise filtering
is carried out by cross-validation with different mother wavelets, i.e., Haar, dmey, coiflet, symlet, and
Daubechies. The sensor array was optimized by dimension reduction using principal component analysis
(PCA). An algorithm is proposed for the optimization of the SVM parameters. An experiment was conducted
by analyzing seven classes of meat, comprising seven different mixtures of beef and pork. The first and
seventh classes were 100% beef and 100% pork, respectively, while the second, third, fourth, fifth, and sixth
classes contained 10%, 25%, 50%, 75%, and 90% of beef in a sample of 100 grams, respectively. Sample
testing was carried out for 15 minutes for each sample. The classification test results to detect beef and
pork had an accuracy of 98.10% using the optimized support vector machine. Thus, OENS has a favorable
performance to detect pork adulteration in beef for halal authentication.

INDEX TERMS Electronic nose, beef, pork, adulteration, halal authentication, optimized SVM.

I. INTRODUCTION
The issue of food authentication has recently attracted the
attention of consumers because of religious or lifestyle rea-
sons [1]–[4]. Especially for Muslims, food authentication
regarding halal food is essential [5]. Pork is food thatMuslims
cannot eat (The Holy Quran, 1:173; 5:3; 6:145; 16:115).
However, pork adulteration in beef has been discovered in
the market [3], [6]. The practice of mixing beef with pork
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is sometimes done for economic reasons [7], [8]; the seller
adulterates pork in beef because pork is cheaper than beef [9].

Recent research has discussed meat authentication using
visual detection. The procedure includes DNA isolation
from fresh meat samples, amplification of specific DNA
sequences, and detection using lateral flow assays. This
research can authenticate horse meat and pork meat with high
selectivity and reproducibility values. However, this process
still takes quite a long time, namely, 25-30 minutes [10].
Another recent study used lateral flow sensing (LFS) and
polymerase chain reaction (PCR) for the rapid visual detec-
tion of adulterated meat [11]. The samples used in this study
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were the adulterated beef samples prepared by mixing with
duck meat in a series of proportions of 0%, 0.01%, 0.05%,
0.1%, 0.5%, 1%, 5%, 10%, 50%, and 100%. This research
took less than 2 hours to process. Various scientific methods
have been developed to identify mixed meats, including gas
chromatography (GC) and mass spectrometry (MS) [12],
high-performance liquid chromatography (HPLC), nuclear
magnetic resonance (NMR) spectroscopy [13], and Fourier
transform infrared (FTIR) spectroscopy [14]. However, sev-
eral things have to be considered when using these tools, such
as cost, time, and experience [15], [16]. The price of GC-MS
instrument is around USD 120,000 in 2017 [17], while the
cost of testing a sample is about USD 50. In addition, the
testing process of one sample can take about 1 to 2 days,
depending on the complexity of the gases. Another consid-
eration is the assistance of a person who has experience with
operating the GC-MS instruments.

A solution is needed to meet these considerations using
more practical and economical methods and instruments, and
a faster analysis process with reliable results. This paper
proposes the Optimized Electronic Nose System (OENS).
An electronic nose (e-nose) is the main instrument in OENS.
E-noses are devices with several advantages over other tech-
niques for analyzing food smell, for example, the small
amount of sample required, fast performance, simple usage,
high sensitivity, and good correlation between the data from
sensor analysis. The e-nose features offer five main cate-
gories of food analysis that can be used: monitoring, expiry
checking, freshness evaluation, purity testing, and other food
quality control investigations. Hence, the motivation for this
study can be formulated as follows:

1. Several types of research have used an e-nose to iden-
tify pork adulteration in beef for food quality control.
However, most of them were focused on the differen-
tiation and classification of species of meat. Only a
few researchers have tried to determine different gas
contents, which can be used for halal authentication in
food.

2. In the existing studies, e-nose systems have been devel-
oped for halal authentication. They show the poten-
tial of e-nose for halal authentication, even though
their experiments were quietly limited without per-
forming classification or regression tasks. For exam-
ple, e-nose with PCA was used to differentiate pure
lard, pure chicken fats, beef fats, mutton fats, and
adulterated samples [18]. Moreover, e-nose with PCA
was employed to discriminate four meat samples and
three types of sausage [12]. Furthermore, another study
attempted to perform binary classification to differen-
tiate beef and pork using Naïve Bayes classifier [19].

According to these motivations, the main contribution of
this study is to propose OENS for performing multiclass
classification to differentiate sevenmixtures of beef and pork.
Therefore, this studymakes the e-nose implementation for the
practical application of halal authentication closer. In addi-
tion, e-nose produces signals that are sent to a computer for

processing and analyzing. The proposed OENS can prevent
the distortion of e-nose signal analysis by: (i) proper noise
filtering, (ii) optimizing the sensor array, and (iii) optimizing
the support vector machine (SVM) parameters.

The rest of this paper is organized as follows. Section 2 dis-
cusses previous works related to the topic of this study.
Section 3 explains the details of OENS, including a specifica-
tion of thematerials andmethods used in the experiment, such
as the classification method and the discrete wavelet trans-
form for signal processing. Section 4 describes the results of
the experiment. Section 5 is the conclusion.

II. RELATED WORKS
E-nose can be used for food authentication and adulteration
assessment, as summarized in TABLE 1. Research to detect
meat adulteration using an electronic nose has developed and
is being studied. The latest research can detect a mixture
of minced mutton in pork [20]. The study made six mixed
combinations, namely mixing minced pork at 0%, 20%,
40%, 60%, 80%, and 100% by weight with minced mutton.
To build the predictive model, these studies using multiple
linear regression (MLR), partial least square analysis (PLS),
and backpropagation neural network (BPNN). The predictive
R2 result for the six classes is 0.97.

TABLE 1. Application of electronic noses for food assessment in the last
five years.

An electronic nose to detect adulteration levels in tomato
juices is discussed [21]. This research compared six previous
methods with the most recent popular one, spectral clustering
using threemethods of evaluating the clustering performance,
i.e., mutual information criteria (MI), precision, and rand
index (RI) which give statistical significance result (alpha =
0.05), thus outperformed the other methods. Rodriguez [22]
studied two food adulteration cases (a pure variety of green
coffee beans and pure cayenne adulteration with bell pepper
powder). This work aimed to report improvements achieved
in the differentiation of aroma samples with minimal differ-
ences in odor pattern.

Moreover, wine traceability and authenticity can be used to
prevent outlawed adulteration practices, such as (i) addition
ethanol, coloring and flavoring compounds; (ii) diluting wine
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FIGURE 1. Schematic of the e-nose experiment for OENS.

with water; and (iii) replacing with cheaper wine. Therefore,
the combination between e-nose and multivariate statistical
methods improved the traceability and the classification of
grapes and wine (especially the varieties and the geograph-
ical origin of grape) [23]. E-nose was also succeeded in
detecting adulteration of mutton, which led into developing
a model capable of detecting and estimating the adulter-
ation of minced mutton with pork [24]. The volatile com-
pounds occurring in the samples were collected by utilizing
MOS-based e-nose. Later, an optimal data matrix is obtained
using feature extraction methods, PCA, loading analysis,
and SLDA.

Most of the studies on using e-noses only distinguished
between 2 products or more and did not consider possible
noise contamination of the gas sensor signals from the e-nose.
However, in certain conditions, noise can affect the raw
signal by 20% [25]. The noise influences the classification
performance. While being sent to the computer, the signals
can be interrupted and mixed with unwanted signals, which
creates noise [26]–[28]. These noises may interfere with the
authenticity of the information, for example, caused by air
that is contaminated by certain substances or smells. This
noise should be removed to prevent the distortion of the anal-
ysis and the classification process. Several researchers have
used the discrete wavelet transformation (DWT) to reduce
noise in data signals [29]–[35]. However, these studies only
focused on the use of the DWT method without involving the
use of suitable parameters, such as mother wavelet and level
decomposition, although these parameters could improve the
performance based on the noise-filtered signal [36]–[38].
Apart from that, the number of sensors has also not been
considered, even though using more sensors than necessary
incurs extra costs. Based on the analytics, some of the sensors
provide no significant information on the samples, hence
the costs can be decreased by eliminating unnecessary sen-
sors. Several works also perform sensor array optimization
to reduce data dimensions, electrical consumption, produc-
tion cost, computational and traffic overhead, etc [39]–[41].

For interested readers, recent development and challenges for
e-nose signal processing are summarized here [42].

III. MATERIALS AND METHOD
A. MATERIALS
In this study, an e-nose was built using nine MQ series
gas sensors from ZhengzhouWinsen Electronics Technology
Co., Ltd. The gas sensors were also used to detect different
types of gases, as in our previous study [19]. The list of gas
sensors is given in TABLE 2. These gas sensors were assem-
bled to an Arduino microcontroller. For data communication,
a universal serial bus (USB) interface was used to transfer
the signals from the microcontroller to the computer. The gas
sensors were placed in a sample chamber made of transparent
glass. FIGURE 1 depicts the component of the e-nose system.

TABLE 2. Gas sensors in the sensor array.

The samples used were ground beef and ground pork
bought in fresh condition from the same store on the same
date. In the experiment, samples of seven combinations of
beef and pork were used. Both ground beef and pork were
used in samples with a weight of 100 gr each with various
compositions, which were divided into seven classes: the
first and seventh classes were 100% beef and 100% pork,
respectively. The second, third, fourth, fifth, and sixth classes
contained 10%, 25%, 50%, 75%, and 90% of beef from a
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TABLE 3. Composition of samples.

total sample of 100 grams, respectively. A scale was used
to ensure that the weight of the mixture was appropriate.
The compositions of the respective samples can be seen in
TABLE 3. The following steps were used to collect the data
samples:

1) the e-nose was turned on, and the sensors were warmed
up for 15 minutes;

2) the sample was placed in the sample chamber with the
gas sensors;

3) the processes of data retrieval and transfer to the com-
puter using the USB interface took 15 to 20 minutes for
each sample;

4) the sample chamber was cleaned using a flashing fan
for 5 minutes after every sampling, so the next sam-
pling was not affected by gas residue from the previous
sampling.

As mentioned previously, the data were divided into seven
classes, with 60 data for each class. Therefore, the total
number of recorded data was 420. Each data had 10 digital
outputs, i.e., S1, S2, S3, S4, S5, S6, S7, S8, S9 for temper-
ature, and another S9 for humidity. In this paper, the digital
output is called the raw signal. The data of all 7 classes are
shown in TABLE 3. For interested readers, our dataset has
also been uploaded here [43], [44].

FIGURE 2. Signal analysis steps for OENS.

B. PROPOSED METHODS
After the dataset had been generated, the raw signals were
analyzed through several steps, as shown in FIGURE 2. The
first step is signal pre-processing, which cleans up the noise
and produces output in the form of a reconstructed data signal.
The next step is statistical parameter extraction, which uti-
lizes the reconstructed data signal and extracts it to obtain the

characteristics of the signal. The third step is the dimensional
reduction, where the signal obtained is analyzed to select only
the sensors that have the largest impact on pork adulteration
detection. The final step is constructing the classification
model from the 7 classes. The data obtained from the previous
processes are divided into testing data (30%) and training data
(70%) to be evaluated by the classification model. The data
acquired from the e-nose are processed using a computer with
scikit-learn by Python-basedmachine-learning software [45].

1) SIGNAL PRE-PROCESSING
Signal pre-processing is carried out to eliminate noise in
the signals [46]. In this research, the noise was caused by
the internal sensors, changes in ambient conditions such as
humidity and temperature, and changes in electrical condi-
tions such as voltage and current. The signals produced by
an e-nose are usually non-stationary, where the statistical
properties of the signal change with time [46], making the
noise reduction process more complicated. This study used
the discrete wavelet transform (DWT) and then compared
several mother wavelets to determine the best-suited mother
wavelet for noise filtering. This technique identifies the data
from various aspects of signal analysis, trends, breakdown
points, discontinuities, and similarities. The data produced by
the e-nose are then divided into 7 classes. The first step is to
look at the shape of the signals. In the second step, the type of
wavelet, the so-called mother wavelet, is determined; this is
indispensable because it is varied and is grouped based on the
respective basic wavelet functions. The most popular types of
mother wavelets in signal processing are Haar, dmey, coiflet,
symlet, and Daubechies, all of which were compared in our
experiment, with several decomposition levels. The discrete
wavelet transform process for a given signal x(t) is expressed
in Equation 1.

dwt(m, n) =
〈
x(t),wm,n(t)

〉
=

1
√
2m

∫
∞

−∞

x(t)ω ×
(
t − n2m

2m

)
dt (1)

where m, n, ω represents scaling parameter, translation
parameter, and mother wavelet, respectively. The explanation
for the wavelet transform process is as follows: the first step
is transforming the data with Equation 2,

T (a, b) =
1
√
a

∫
+∞

−∞

x(t)ω ×
(
t − b
a

)
dt (2)

where ω× (t) is the conjugation of wavelet complex function
analysis, a is the wavelet dilation parameters, and b is the
location or position of the parameters. The wavelet function
in discrete form is as follows:

ωm,n(t) =
1√
am0
ω

(
t − nb0am0

am0

)
(3)

where m, n represent dilatation and wavelet translation con-
trol, respectively. a0 is a constant dilatation parameter with a
value ofmore than one and b0 is the location parameter, which
should be more than 0. If a0 = 2 and b0 = 2 are substituted
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into Equation 2, the dyadic grid of the wavelet transform is
written as follows:

ωm,n(t) = 2
−m
2 ω(2−mt − n) (4)

By using this discrete wavelet function, the discrete transfor-
mation is obtained:

Tm,n =
∫
∞

=∞

x(t)ωm,n(t)dt (5)

Tm,n is known as the detail wavelet coefficient with index
scale m and location n. The discrete wavelet is related to the
scaling function and its dilatation equation. The use of the
scaling function is meant to smoothen the signal. The result
of the scaling function is convoluted with the signal, which
provides the approximation coefficient. In this experiment,
PyWavelets was used [47].

2) STATISTICAL PARAMETER EXTRACTION
In this step, parameter extraction is performed to extract the
most relevant and informative values to represent the charac-
teristics of the overall sensor response. The pre-processing
values of sensor responses are averaged to get a single
value [48]. In this research, several statistical parameter
extraction methods were carried out (e.g., standard deviation
(ST), mean (M), kurtosis (K), and skewness (SK). This study
alsomade several combinations of themain parameter extrac-
tion methods such as mean combined with standard deviation
(M + ST), mean with skewness (M + SK), mean with kur-
tosis (M + K), mean with standard deviation and skewness
(M + ST. + SK), mean with standard deviation and kurtosis
(M+ ST+K), andmeanwith all major parameter extractions
(M + ST + SK + K). Statistic parameter extraction using M
parameter, the average of the signals to be reconstructed is
represented by y(t). To reconstruct the signals using the mean
parameter, Equation 6 is used.

y(t) =

∑
y(t)
N

(6)

where
∑
y(t) is the sum of the results of one sensor, and

NN is the total number of data. Meanwhile, if using standard
deviation (ST) as a statistical parameter, Equation 7 is used.

σ =

√√√√ 1
N

N∑
i=1

(xi − y(t))2 (7)

where xi is each value from the population. The formula for
reconstructing the signals using skewness (α) is represented
by Equation 8.

α3 =
1

Nσ 3

N∑
i=1

(xi − y(t))3 (8)

where σ is a variance. While using one statistical parameter
method, the resulting features are 10 features. Furthermore,
20 features are generated while using two statistical parame-
ter methods, and so on.

3) DIMENSIONAL REDUCTION
The features generated can be spread across multiple dimen-
sions; for this reason, dimension reduction is used to
eliminate variables that do not have a significant role in
detecting pork adulteration. Principal component analy-
sis (PCA) is the dimensional reduction method that was used
in this research. The eigenvector is used to consider the
relationship between the variables. From the experimental
results, the digital outputs are considered as PCA variables.
The steps to perform principal component analysis are as
follows:

a) calculate the covariance (Cov) using Equation 9, where
x is the signal and y is the class target from the signal.

Cov(x, y) =

∑
xy
n
− (x)(y) (9)

b) calculate the eigenvalue using Equation 10.

(A− λI ) = (0) (10)

where A, λ, I are square matrices of size n x n, scalar
numbers, and identities, respectively.

c) calculate the eigenvector using Equation 11.

[A− λI ][X ] = [0] (11)

d) determine the new variable (component) by multiply-
ing the natural variable with the eigenvector.

ρI =
λi
D∑
j=1
λi

× 100% (12)

If the resulting value from one component combined with
another component is 0, then the correlation is considered
low and can be interpreted as no relationship [49]. The
variables that have 0 value are removed. After the number
of dimensions has been reduced, the results are standardized
so that the values are not too large or too small. The method
used for the standardization process is Standard Scaler. This
method gives a threshold according to the existing data.

Algorithm 1 Optimized Parameters of SVM
c_param = [0.001, 0.01, 0.1, 1, 10,
100,200,1000]
gamma_param = [0.001, 0.01, 0.1, 1, 10, 100]
for c in c_param:

for g in gamma_param:
for training, testing dataset:

model = svm_train(training, c, g)
score = svm_predict(test, model)
cv_list.insert(score)

scores_list.insert(mean(cv_list),c,g)
print max(scores_list)

4) OPTIMIZING THE CLASSIFICATION PARAMETERS
Classification is a process of dividing the variables into
classes. The division of the classes should match the real con-
dition, i.e., if the meat sample is beef, then the sample should
be classified into the beef class by OENS. In this research,
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FIGURE 3. Graphic of the raw signal before preprocessing.

OENS used the optimized support vector machine (SVM)
as the classification method since this method is capable of
learning the data and generating the classification classes by
itself [50]. SVM is based on the use of a hyperplane that sep-
arates objects based on different classes. SVM has two main
parameters, which are C and gamma (γ ) [50]. Adjustment of
these parameters can produce satisfactory performance [51].

C is regularization parameter in the SVM algorithm.
It trades off maximization of decision margin against correct
classification of training data to prevent overfitting. In addi-
tion, gamma parameter is a part of kernelized SVM using
radial basis function (RBF). It refers to the influence of a sin-
gle training data. These parameters can increase the accuracy
as well as the performance of the algorithm.

Unfortunately, there are no exact parameter values for use
in the classification process. Several researchers have tried
several different value combinations for the parameters, but
it takes a long time to execute this process [52]. Hence, this
research developed an algorithm to find the best parameters,
which can be seen in Algorithm 1. The values were deter-
mined based on an experiment with the value of C, ranging
from 0.01 to 1000 and γ ranging from 0.001 to 100.

IV. RESULTS AND DISCUSSION
A sensor test was done to find out the response of the e-nose
when executing sample testing [21]. The response generated
by the e-nose sensors can be seen in FIGURE 3. Each class is
indicated in different colors. Classes 1, 2, 3, 4, 5, 6, and 7 are
shown in blue, green, red, cyan, magenta, yellow and black,
respectively. The sensor response can be seen for each sensor.

The different combination of beef and pork leads to different
response of gas sensor. It is influenced by the gas emitted
from a meat sample. The different compositions of protein
and lipid can produce different gas. The different drawing
order of different classes indicates the different response
values of each gas sensor. It can be good sign of capability
to detect beef adulteration. For example, FIGURE 3(a) is a
graph of the signals generated by Sensor 1 for the 7 classes.
In total 420 signals were recorded, which were stacked
against each class. These stacks would be difficult to identify
through the images. For example, the grouping will be incor-
rect when the data from Class 1 are close to those of Class 2.
There was also some interference in each signal caused by
noise, as can be seen in FIGURE 3(b), 3(c), and 3(h). The
severe noise can be found in sensor 8.

This sensor has selectivity to detect toluene, acetone, and
ethanol. The volatility of the three compounds can cause the
unstable responses. Furthermore, the raw signal has to be
optimized by OENS to ensure that the result is appropriate.

A. RESULTS OF PROPER NOISE FILTERING
This research used the discrete wavelet transform for noise
reduction, using cross-validation to find the best param-
eter through mother wavelet and level decomposition.
TABLE 4 shows that the db6 wavelet was compatible with
the aims of this research based on a comparison with the
mother wavelet. The result from 20 experimental runs was
level 1 of decomposition; db6 gave a satisfactory result.
Furthermore, this research also calculated the accuracy of
the raw data signal. The result was 87.61%, which means
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FIGURE 4. Graphic of the raw signal after processing.

TABLE 4. Wavelet decomposition level of eleven gas sensors.

that the accuracy was increased by 1% by employing proper
noise filtering using DWT with wavelet db6. The prepro-
cessing result is shown in FIGURE 4. The signal looks
smoother and the noise is lowered or smoothed. As depicted
in FIGURE 3(h), the original signal shows significant noise;
it has been reduced after finishing signal reconstruction by
DWT with db6, as can be seen in FIGURE 4(h). After the
signal was reconstructed, the signal results were extracted
by statistical parameter extraction. This research has made
10 combinations of statistical parameter extraction. These
statistical parameters will be used as features, as has been
done in previous research [53]. Dimensional reduction is used
in this study to see which features or variables affect the
detection of the mixture of pigs in beef.

B. OPTIMIZED SENSOR ARRAY
The dimensional reduction is used in this study for dimen-
sional reduction; other than that, it is used as an optimization
sensor array. From these experiments, the gas sensor produces
ten digital outputs considered as variables in PCA. However,

before entering PCA, 10 digital outputs were extracted using
several parameter statistical methods. In this manuscript,
an example is presented using the Mean (M) as the statistical
parameter extraction. Because the extraction parameter is
only one, the resulting feature is only 10 features. These ten
features will be used as input into the PCA formula.

TABLE 5. Result of eigenvalue calculation.

This research tried to reduce the number of variables. The
first step is to calculate the covariance to reduce the number of
dimensions or components. TABLE 5 shows the calculation
of the eigenvalue, proportion of variance, and cumulative
variance that contributes to each component. The next step
is choosing the principal component (PC) that will be used.
If a cumulative variance of 50% does not give significant
accumulation, then a cumulative variance ofmore than 50% is
the best option to get a significant result. From the result, this
research used PC 1, which showed 57% of recent variation.
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TABLE 6. Result of eigenvector calculation.

For PC 2, it was 75%, for PC 3 it was 87%, for PC 4 it was
92%, for PC 5 it was 96%, for PC 6 it was 98%, for PC 7 it was
99%, and PC 8 it was 100%. PC 9 and PC 10were not selected
because they did not show a significant contribution. The pro-
portion of variance is the percentage after the eigenvalue was
generated, 8 components had a substantial contribution (PC1,
PC2, PC3, PC4, PC5, PC6, PC7, and PC8). The next step
was calculating the eigenvector, as shown in TABLE 6. The
eigenvector was calculated for each gas sensor based on the
PC that was obtained previously and sorted from the largest
to the smallest. Based on the results of PCA calculations,
the data from e-nose to detect the adulteration of pork in beef
was using 8 most dominant components based on 8 variables
provided. These eight components had a fairly big correlation
with a proportion of variance of 100%, namely the highest
and most dominant factor, MQ 135 factor, with a proportion
of variance of 57%, the MQ 4 factor, with a proportion of
variance of 19%, and the MQ 9 factor, with a proportion
of variance of 12%. The total variance obtained from the
8 variables was 100%.

TABLE 7. Result of feature selection with PCA.

Besides that, from the eight components that have been
selected, this study determines which n_component sensor
has the most dominant factor. TABLE 7 shows that in the
first component, the dominant factor is S5 or MQ 135.

The most significant factor in all components is S1 or MQ 2,
which is in component 8. TABLE 8 shows the dimensional
reduction results of the ten statistical parameter extraction
combinations. Some components from the results of several
feature extraction methods can be reduced, such as using
the M parameter statistical method. It can reduce the dimen-
sions from 10 to 8 components using the SVM classifier.
The M + ST parameter statistical method can reduce the
dimensions to 15 from 20. While the M parameter statis-
tical method + SK using four classifiers does not reduce
dimensions, 20 components are still being used. The sta-
tistical parameter method that produces the most features
is M + ST + SK + K with 40 features, which can be
reduced using the ANN classifier. FIGURE 5 shows the
data after dimensional reduction using PCA. FIGURE 5 a
and b denote the data before and after feature scaling using
Standard Scaler (Z-score) normalization, respectively. The
standardization was used for collecting the distributed data.
It can be inferred from FIGURE 5 that the data from the
first class became more clustered compared to the other
classes.

C. OPTIMIZED SUPPORT VECTOR MACHINE (SVM)
PARAMETERS
The algorithm to find optimal SVM parameters from the
420 data required 16 seconds of execution time. The data is
divided into two, namely, training data and testing data using
cross-validation. This study compared three cross-validation
types to get fair results, namely 3-fold, 5-fold, and 10-fold.
The optimal values found for parameters C and γ were
100 and 0.1, respectively, using 10-fold cross-validation,
as shown in TABLE 9. The tests were run 20 times to optimize
the parameters. The final step was the classification using
SVM. In FIGURE 6, all of the data from Classes 1, 6, and
7 were correctly predicted.

Meanwhile, for Class 2, 59 data were predicted correctly,
and 1 data was predicted incorrectly; for Class 3, 58 data
were predicted correctly, and 2 data were predicted incor-
rectly; 4 data were predicted incorrectly for Class 4, and
1 data was predicted incorrectly for Class 7, and 3 data were
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TABLE 8. Comparison of the accuracy of the reduced features and parameter optimization.

FIGURE 5. Plot diagram of the dimensional reduction result using PCA: (a) the data before normalization; (b) the data after normalization
using Standard Scaler.

predicted incorrectly for Class 3. Lastly, for Class 5, 59 data
were predicted correctly and 1 data was predicted incorrectly.
In addition, TABLE 10 denotes the results of evaluation SVM
with optimal parameters.

Furthermore, this research also compared several classifi-
cation methods, i.e., artificial neural network (ANN) [54],
linear discriminant analysis (LDA), K-nearest neighbors
(KNN), and SVM, without using the parameter optimization
algorithm 89%, 54%, 87%, and 91%, respectively. SVM

with parameters optimization algorithms, which are C and γ ,
were 100 and 0.1, respectively, and yielded the best result
(98.10%). In comparison, ANN with parameter optimization
algorithm relu as activation generated 95.48%, KNN with
parameter optimization algorithm neighbors= 1 and distance
as the weight generated 93.10%, and LDA with parame-
ter optimization algorithm generated 92.86%. These results
show that the optimized SVM has superior performance than
others. The optimization of hyperparameter settings makes
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TABLE 9. Comparison of evaluation results using cross-validation of the classification method.

FIGURE 6. Confusion matrix from SVM classification with optimal
parameters.

TABLE 10. Results of evaluation SVM with optimal parameters.

the best decision boundary to classify seven classes of beef
and pork mixtures.

V. CONCLUSION
In this study, an OENS was developed, employing 9 gas
sensors and producing 10 digital outputs. The noise of the
signals was reduced by reconstructing the signals using DWT
with mother wavelet db6, which could increase classifi-
cation accuracy by 1%. By using mean as the statistical
parameter method, generates 10 features and is spread into
10 dimensions. PCA successfully reduced the number of
components/dimensions from 10 to 8 components. These
8 components had a fairly big correlation with a proportion
of variance of 100%, namely the highest and most dominant
factor, MQ 135 factor, with a proportion of variance of 57%,

theMQ4 factor, with a proportion of variance of 19%, and the
MQ 9 factor, with a proportion of variance of 12%. The total
variance obtained from the 8 variables was 100%. Thus, the
optimization algorithm supported the efficiency of the SVM
classification process in obtaining the best solution, which
was 98.10% on average. This result indicates that OENS
is potentially developed for halal authentication and brings
closer to practical applications.

For future work, the fingerprint of pork adulteration in
smaller portions of beef will be developed.
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