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ABSTRACT Power system scheduling mainly concerns economic optimization issues of the power system,
which is also commonly known as the unit commitment (UC) problem. However, improper planning in the
generation schedule may pose a negative impact on power system stability. Additionally, the trend of large-
scale integration of renewable energy in the future power system brings critical challenges to power system
stability. In consequence, it is necessary to integrate the stability constraints into power system scheduling.
According to the classic classification of power system stability (i.e. voltage stability, frequency stability,
and rotor angle stability), stability constraints can be constructed accordingly to guarantee system stability
when solving UC problems, which ensures both the economic efficiency and technical feasibility of the
UC solutions. This paper reviews typical stability constraints and how to apply these constraints in solving
UC problems. Representative works are summarized to provide a guidance for addressing the stability
constrained scheduling problems in the future power system operation.

INDEX TERMS Unit commitment (UC), power system stability, stability constraints.

NOMENCLATURE Guns B Conductance and susceptance between
A. CONSTANTS bus 7 and n
N; Number of planning time horizon (N; = 24 Xoun Reactance between bus m and n
N, Number of generation units V,:'l’i”, ymax Minimum and maximum voltage magnitude
t t =1,2,3,...N, denotes the time limits at bus m
horizons which normally divide a day Viom Nominal voltage of system voltage
into N, hours PT"in  pT™3%  Minimum and maximum power transfer
8 g=1,2,3,... N, represents the limits between bus m and n
generation units RS Reserve requirement in time horizon
k k™ contingency Pp:, Opy Total active and reactive power demands
CgV ,C 5 Variable and fixed cost of unit g in time horizon ¢
C;f {ja CgD Start-up cost and shut-down cost of unit g ir Small signal stability margin threshold
P, P Minimum and maximum generation nr Transient stability margin threshold
limits of unit g RoCoF™* maximum limit of rate of change of
TgON , T;)F £ Minimum up and down time of unit g frequency (RoCoF)
Np Set of node buses f db Dead band of the governors
m,n Indexes of AC bus fo System nominal frequency
frmin Specified minimum low frequency bound
The associate editor coordinating the review of this manuscript and Af min Minimum allowed negative frequency
approving it for publication was Behnam Mohammadi-Ivatloo . derivation.
VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 219331


https://orcid.org/0000-0003-0537-0572
https://orcid.org/0000-0002-6828-0294
https://orcid.org/0000-0002-1047-2568
https://orcid.org/0000-0002-0255-8353

IEEE Access

J. Luo et al.: Stability-Constrained Power System Scheduling: A Review

Vg Vg is the maximum ramp rate of governor
at unit g.

H,  Inertia constant of unit g

M Total generator inertia

Dy, load damping factor

K, Mechanical power gain factor of unit g

~

omy  Pre-determined generation capacity of
the largest unit

B. VARIABLES
Ugs Binary variable for on/off status of unit g in

time horizon ¢

Vgt Zgt Binary variables for start-up / shut-down
status of unit g at the beginning of time
horizon ¢

Py Active power out of unit g at time horizon ¢

ON y OFF
X X
PToune

On/off time of unit g in time horizon ¢
Active power transferred between bus m
and # in time horizon ¢

Ot Voltage angle difference between bus m
and 7 in time horizon ¢

Vint» Ome Voltage magnitude and angel of bus m and
n in time horizon ¢

DR, Small signal stability margin in time
horizon ¢

CTS Set of contingencies for transient stability

rf.‘ Coefficient of dynamic security region for
contingency k

CcvVS Critical cut set for static voltage stability

CVS(k) Set of branches for cut-set k

,3',;,,, Coefficient of cut-set voltage stability
region for cut-set k

Hy Post-contingency system inertia that
consists of total inertia of the remaining
units in time horizon ¢ for contingency k

APL;k Generation loss due to contingency k

R Primary reserve of unit g at time horizon ¢
for contingency k

;th Positive secondary reserve of unit g during
time horizon ¢ in the scenario w

Srec System nominal frequency after starting
frequency regulation reserve

' Load frequency sensitivity index in time
horizon ¢

FRR' Frequency regulation reserve in time
horizon ¢

#° Post fault stable equilibrium point of each
line

" Unstable equilibrium point of each line

I. INTRODUCTION

A. POWER SYSTEM SCHEDULING

Economic operation is one of the major topics in power sys-
tems, which draws considerable attention in both the power
industry and academia for decades. Optimal unit commitment
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FIGURE 1. Classification of power system stability [9].

can minimize the energy generation cost, subject to the
resource and network constraints [1]. Normally, power sys-
tem scheduling regards the economic cost as the primary
goal. Although many physical constraints, such as genera-
tion capacity, minimum up and down limits, and network
steady-state constraints, are considered to make the gener-
ation schedule feasible in practice, the stability constraints
are not explicitly considered in the unit commitment (UC)
and economic dispatch (ED) problems. This may pose severe
risks in power system operation [2] or lead to a significant
cost in corrective actions. Therefore, improper generation
scheduling weakens the stability margin of power systems
and increases the possibility of blackouts or other severe
results when unintended contingencies happen [3], [4].

B. POWER SYSTEM STABILITY

As another important issue of power system operation,
power system stability has been widely studied since the
1920s [5]. Due to the fast development of society and increas-
ing requirement of sustainability, the modern power system
becomes extremely large and complicated. Major blackouts
with tremendous loss both physically and economically have
dedicated the power system stability issue to be a prominent
research aspect in decades [6]-[8].

To account for various forms of instability phenomena,
power system stability issues, as illustrated in FIGURE 1, are
classified as three major categories of stability problems [9]:
1) voltage stability that refers to the ability to maintain steady
voltage at all buses under a disturbance; 2) frequency stability
that accounts for the ability to maintain steady frequency
under a contingency which induces an imbalance between
power generation and demand; and 3) rotor angle stability
which concerns about the ability to remain synchronism
under a small disturbance (small signal stability) or a severe
disturbance (transient stability).

To meet the roaring power demand and environmental
requirements on sustainability, the power system evolves fast
in both quantity and scale. Nowadays, the modern power sys-
tem has become unprecedently large, complicated, and frag-
ile. New challenges such as the phasing out of the traditional
sources and the large-scale integration of renewable ener-
gies, make the power system hard to be controlled and more
vulnerable to unintended disturbances [10], [11]. In other
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words, the modern power system encounters more stability
threats owing to the newly introduced labile power sources
and variable operation conditions [12]-[14]. Consequently,
the power system stability issues again become prominent.

C. RELATION BETWEEN POWER SYSTEM SCHEDULING
AND POWER SYSTEM STABILITY

Power system scheduling and power system stability are
generally treated as separated research topics. The former
cares more about the economic operation in the steady-state
condition, while the latter focuses on the secure and stable
operation of the power system in the dynamic condition. Both
problems have been extensively studied but in their respective
fields [15], [16].

Power system scheduling seeks a feasible solution of
arranging the generation units according to the practical oper-
ational limitations and aims to achieve an optimal economic
objective. In some cases, the optimal solution may not always
facilitate power system stability, or even violates the rules of
stability, which may incur the collapse of the power system
or other severe consequences [17].

Meanwhile, large-scale interconnection also makes the
power system much more complicated and fragile, espe-
cially the integration of renewable energies in recent
years [18], [19]. The improper scheduling of the power sys-
tem possesses a threat to power system stability [20], [21].
This is because the power system scheduling problem usually
considers the steady-state constraints and physical opera-
tional possibility. Whereas the power system stability, under
different categories of stability, is largely associated with
dynamic constraints that cannot always be considered in the
scheduling problem and thus may lead to insufficient stability
margin of the power system.

On the other hand, power systems traditionally hold sim-
ple and conservative stability margin limitation, which is
elaborately designed to cover the worst-case situation. Given
the significant amount of renewable energy in the future
power system, the operational conditions will become much
more divert and extreme. If the power systems are main-
tained at an excess level of stability margin, this may lead
to extremely high operation and/or investment cost and at
the same time limit its capability to accommodate renewable
energy resources.

D. STABILITY CONSTRAINED POWER SYSTEM
SCHEDULING IN FUTURE LOW-INERTIA POWER SYSTEM
High penetration of renewable energy and power electronic
domination are two important characteristics in the future
power system [22]. Such new characteristics have imposed
profound challenges on both power system stability and
scheduling.

The traditional large-inertia power system is dominated by
conventional synchronous generators that serve as an impor-
tant buffer under uncertain disturbances or contingencies.
With the significant penetration of renewable energy, espe-
cially its replacement of conventional synchronous generator,
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the rotational inertia sources in the power system are now
gradually losing the momentum in providing sufficient sta-
bility margins [23], [24]. Such stability requirements were
normally not considered in power system scheduling.

Specifically, the physical characteristics of grid-connected
renewable sources are substantially distinguished from that
of conventional synchronous generators. As such, their inter-
action with the power grid is quite complex and differ-
ent as well [25]-[27]. The large-mass rotating parts of the
synchronous generators could act as a power buffer and con-
tribute large inertia to the power system. Auxiliary damp-
ing devices or controllers can therefore provide sufficient
damping support, which bolsters the power system oscillation
stability [5]. However, it is not the case for grid-connected
renewable energy. For instance, once there is a disturbance
or perturbation, regarding the low-inertia nature, power elec-
tronic converters cannot slow down the power oscillation or
imbalance, and thus there is very limited time for operators or
controllers to take action [28]. From the perspective of power
system stability, the stability margin will deteriorate with the
increasing integration of low-inertia power sources. This may
jeopardize the feasibility of existing power system scheduling
methods, especially in the cases of high penetration of renew-
able energy. Therefore, there is an urgent need to take the
stability constraints into account in power system scheduling
for future power systems.

Il. UC MODELS AND RELEVANT METHODS

Power system scheduling consists of two levels of economic
management on generation units: UC level which gives the
commitment solution of generating units at the optimal (min-
imal) operating costs with satisfied technical constraints; and
the economic dispatch (ED) level that figures out the exact
power output of each unit to minimize the total cost while
fully supplying the power demand and complying with the
transmission network constraints in every time horizon. Usu-
ally, UC and ED are considered in the same UC program, and
thus it is also known as network constrained unit commitment
(NCUC) [1]. Additionally, to ensure the power system with
the predetermined scheduling plan to operate under a signifi-
cant disturbance (e.g. the tripping of a large generating unit),
security constraints are also taking into account, and the UC
problem can thus be defined as the security-constrained unit
commitment (SCUC) [29].

A. REGULAR UC MODELS AND GENERAL CONSTRAINTS
The objective of SCUC for a daily-ahead UC is to minimize
the total generation costs as below

Ny Ne
Min Y > (Cy por + Clug + C3Vye + CiP2g) (1)
t=1 g=1

The general operational constraints are depicted as follows:
a) Generation limits

Py < por < Py®ug, Vi )
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b) Spinning reserve limits

Y Rettgs = R} Vi 3)
8

¢) Ramping limits

Vg,V (4

RDgugt < pgr+1 — pgr < RUgug
SDgug; < Pgt+1 — Pgt < SUgMg[

d) Minimum up and minimum down time limits

ON ON
{(Xg, ST — g Z0

XF — T Y ugr —ugr 1) =0

e) AC power balance constraints

nem

Ng
ZPgtugt = Pp; + Vinr Z Ve
g=1

X (G €08 Ot + By S10 Oyt

Ng
Z Qgtugt = Opr + Vinr Z Vi
g=1

nem
X (G S1N Oyy — By €OS Oy
Vm,n € Ng,Vt (6)

f) Transmission constraints

PTon: = Vi Vi sin ant/an
PTPN < PTrme < PTR2XVm, n € Ng,Vt  (7)

mnt mnt

e) Bus voltage constraints
ymin <y, < VIV e Np, ¥t (8)

B. STATE-OF-ART OF GENERATION SCHEDULING
METHODS
With lots of researchers digging into this field, a large variety
of scheduling methods have been proposed to solve UC prob-
lems. The current methods on UC can be classified into two
main clusters: 1) direct methods that give direct solutions with
resolving techniques, and 2) heuristic methods that employ
artificial intelligence or heuristic natural rules.
Representative works are listed in Table 1. Because the
main concern of this paper is to review stability-constrained
UC problems, the details of these methods for traditional UC
are not discussed here.

IIl. STABILITY CONSTRAINTS AND FORMULATION
METHODS

To include the constraints of power system stability, the
stability constraints should first be determined via suitable
derivation of stability analysis and simplification. To cover
various forms of stability issues (as illustrated in FIGURE 1),
different stability constraints are formulated to tackle the
corresponding categories of stability.

219334

TABLE 1. Major methods on UC problems.

ml\gtalli(())cris Representative works
Integer/mixed-integer programming [30, 31]
Direct Dynamic and linear programming [32]-[36]
Branch-and-bound method [37, 38]
methods . .
Lagrangian relaxation [39]
Decomposition techniques [21], [40]-[42]
Priority list [43]-[45]
Expert system [46]-[48]
Artificial neural networks [49]-[51]
Fuzzy logic approach [52, 53]
Genetic algorithm [54, 55]
Heuristic Evolutionary programming [56]-[58]
methods Simulated annealing algorithm [59]-[61]

Ant colony algorithm [62]
Particle swarm optimization [63]
Binary fish swarm [64]
Tabu search [65, 66]
Hybrid techniques [67]-[71]

A. VOLTAGE STABILITY CONSTRAINT
To ensure voltage stability, static voltage constraints and
dynamic constraints are proposed in various references. The
most common static voltage constraints are the bus voltage
constraints in (8) that limit the bus voltage with high and low
boundaries [16], [40], [72]-[74].

A voltage derivation index is proposed to examine the
voltage profile and stability [75], [76], as follows

B (Vi — Vimin)(vimax -V
(Vnom - Vimm)(vimax - Vnam) ’

f i€ Np ®

From (9), it is easy to find that the voltage derivation index
is one if bus voltage equals to its nominal voltage, while the
index equals to zero when bus voltage operates at any of its
boundaries in (8). Therefore, the larger the voltage index is,
the better the voltage stability.

To further quantify the overall voltage performance,
an average voltage derivation index is defined as

Ng Ng

LS = s (Vi= V™V~ V)
Np i—1 l Np i—1 (Vnom_vl'mm)(vimax_vnom)
(10)

Vind =

The average voltage index can be used to a static voltage
stability constraint that should be maximized, viz, near to one.

Meanwhile, a maximum power transmission index consid-
ering voltage stability is defined to guarantee less than 80%
maximum power transmission capability, demonstrated as

VoV, ,
M Sin Sy < 0.8PTMX,

mn

Vm,n € Ng,Vt (11)

A static voltage stability margin concerning load impact
is proposed in [77], in which the continuation power flow is
employed to include the incremental variations in loads and
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generations.

Pmax_

)\, =
Im PO

where Ppax and Py are the maximum power and actual active
power at an operation point. Ay is the load margin that
indicates the static voltage stability. A larger load margin
means a better stability margin and vice versa.

Another static voltage stability constraint based on the cut-
set voltage stability region [78] is proposed to deal with static
voltage constraint

Py
x 100% (12)

> BiuPawm <1, VkeCVS, Vi (13)
VmneCVS(k)

According to the (P, Q)-V characteristics of the multi-bus
system, a voltage constraint in [16], [79], [80] is proposed to
constrain the power variations as

0.3p.u. < {AP(t), AQ(1)}, ¥t (14)

where AP and AQ are voltage stability indexes defined
in [81].

Also, a voltage stability margin of the average index Vi
is proposed in [82],

Vasi = (sti + Vpsi + VSSI')/3 (15)

where Vi, V)5 and Vs are equivalent impedance voltage,
equivalent load, and angle index voltage, respectively.

Besides, dynamic voltage stability constraints are also
drawn attention to accommodate the dynamic requirements
in bus voltage. A voltage stability constraint considering
the effect of the tap-changing transformer by linearizing the
reactive power generation limits is proposed in [40]

AVMIN < Ay < AyMax (16)

where AV = V* — V9 is voltage shift from system voltage
VO to the desired voltage V*, AVMIN and AVMEX gre the low
and high boundaries of voltage shifts.

In addition to load impact, another dynamic voltage stabil-
ity index considering reactive power is proposed in [83]

me — . 4antant (17)
Vine SI(Oinst — Ome + Snr)

If the index Ly is close to 0, branch line mn has sufficient
voltage stability margin. Whereas if Ly is very close to 1,
the eigenvalues related to this branch line become positive
which indicates the bus voltage is unstable.

Moreover, a numerical method in [84] using polar co-
ordinate optimal multiplier load flow is proposed to give
precise voltage stability margin calculations.

B. FREQUENCY STABILITY CONSTRAINT

The rate of change of frequency (RoCoF) is a strong limit
in power system operation and is extensively adopted in UC
programs [85]-[88].

dAf(t) APL/

tk < ROCOFmaX’
dt 2Hlk -

RoCoF = V1, Vk (18)
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Together with RoCoF , the frequency nadir is also a com-
mon frequency constraint, described as

Htk(fo _fmin _fdb)
APL),
ZRgtk > APL},Vt,Vk (19)

Rgtk = 2Vg

, Vg, V1, Yk

The first equation in (19) ensures that the primary reserve
of each unit is utilized at or before the frequency nadir occurs,
while the second guarantees that all the remaining units are
capable to compensate for the power balance.

In [89], a linear equation is used to characterize the fre-
quency nadir assuming that RoCoF imposes a direct influ-
ence on the frequency nadir during the first seconds after a
power disturbance, demonstrated as

Af = a*RoCoF + b (20)
where Af = fy — f™™ and a, b are constant parameters.

Based on (18) and (20), a linear frequency expression is
obtained as

l ’ APLt/k
Af(APL)) =a + b, V1, Vk 1)
Hik
where @’ = afy/2.
Hence, a robust frequency constraint is defined as

Afurrs — b
Po + g < -

N, 8
> uHj, Vg, Vi (22)
i#g

A quasi steady-state constraint is proposed in [§7] and [88]
to satisfy the requirement of primary frequency response
AP an "R < AFSS

D.pD = max
where AP} represents the loss of the largest unit, R is the
total frequency response provision, D is the load damping rate
(1/Hz), PP is the total demand, and AfSS, is the maximum
derivation allowed at the steady-state.

Furthermore, with the aid of a simulation-based calculation
method, a predefined frequency stability margin is proposed

to avoid an adverse frequency nadir [90], which is defined as
ft zfprefdeﬁned,ts Vi 24

where fi and fyre—defined,: are the actual system frequency
and pre-defined minimum system frequency during period ¢,
respectively.

In [91], the primary frequency regulation constraint is
included in the upper bound of the maximum generation of
units, which equals to either unit frequency regulation limit
Py —|—ugthr_max or generation capacity limit Pg***, whichever
is smaller, defined as

P — min{uy, P™, Py, + g R V1, Vg © (25)

A% = (23)

where Ry " is the primary frequency regulation reserve,
which is given by

RPr—max _ __unggAfg’ lf 0 = Afg = Afgt Vi Vg
8 Pgax _ P;nax’ lf A fg <A fgl
(26)
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It is worth mentioning that the frequency deviations in (26)
must be limited to prevent load shedding by under frequency
relays, i.e.

0> Af, > Af™" vt (27)

Since frequency stability is largely contingency-based,
minimum frequency constraints can be formulated with suf-
ficient conditions that combine both system inertia and
synchronous generator dynamics. Frequency containment
reserve and frequency restoration reserve requirements are
set up as sufficient conditions to constrain frequency [2],
in which the constraints as defined as

res rat con
Ejgm+AE G = Efm

> =1y FCR > Zlﬁ,pj.k (28)

jeJ jeJ

where E l’ eks is the energy provided by frequency containment
reserve in time step k, AE;/ is the rotational energy from the
system inertia in time step k E[{", is the energy loss in time
step k during contingency / at discretization point m. r]F kCR
the frequency containment reserve.

Frequency stability constraints are nonlinear constraints
that are hard to be handled in MILP. Therefore, a piecewise
linearization (PWL) technique is introduced based on the
equivalent system frequency response model [92]. The mini-
mum and maximum values of the variables of the model are
demonstrated as

. Kl l
min § — < —,Vt eN,
iENg { } = Fi Z !

i€N, l

i€Ng
min {2H;} < M, < Z 2H;,Vt € N, (29)
ieN, 8 IEN

where F t IAQI, Mt are the independent variables of units.

With the PWL technique, the minimum frequency con-
straint is represented as
™ < fo+foro(r)

A (1 _Ewntz T(RT _FT)

RT + Dy, M
where £ is the steady frequency right before the contingency
happens, ¢ is the time at which f™" occurs, and Aw(t%) is

Aw() = ) (30)

defined as
[ 1
=./—([D+R
Wp MT( + Rr)
£ M +T(D + Fr)
~ 2/MTD + Ry)
NA’
KiF;
Fr=) !
R;
g=1
N,
Ry = ~Ki (31)
T — Ri
g=1
219336

Combine equations (29), (30) and (31), the frequency con-
straint is mathematically derived and can be applied in the
MILP program.

For an isolated power system, frequency regulation
reserve (FRR) plays a crucial role in providing reserve within
a very short time when a contingency occurs [93]. Hence, the
FRR constraint and minimum FRR limits are given as

Pomy — FRR! .
frec :fo_mxt— zfmln
n'Ppr , vt (32)
FRR' > Py — (fo — ™' Ppy

Despite the defined frequency constraints, frequency con-
trol can also be considered as an alternative to improve the
power system frequency stability in the UC problem [94].
An equivalent frequency regulation effort is defined as

ARR = —K; Af (33)

where K is a regulation coefficient.

C. SMALL SIGNAL STABILITY CONSTRAINT
As a category of rotor angle stability, small signal stability
considers the small disturbance conditions.

In [95], the critical eigenvalue constraint is proposed to
ensure the small signal stability of the scheduled power sys-
tem, defined as

oy < og(ogr = —0.15) (34)

where oy is the real part of eigenvalue for the oscillation
mode with the poorest damping for the present generation
schedule at hour H, and o, is the small-signal stability margin
that prespecified based on system requirements and experi-
ence. It is assumed that og = —0.15 is suitable for a Taiwan
power system.

The generation schedule in every time horizon
(H = 1 ~ 24) should be checked to satisfy small-signal
stability via Lyapunov methods. Otherwise, an area economic
dispatch should be employed to modify the UC solution.

In [96] and [97], the normal vector method is employed to
warrant small-signal stability by defining a robustness region,
which is a finite neighborhood around the optimal operational
condition. Both the continuous and Boolean parameters are
included in a dynamic system as below

‘X." Zf('x’y9aﬂs)
0=gkx,y, a5y
x € RO%,y e RO, a € RO™, 5 € {0, 1} (35)
where x, y, @, and s are the state variables, algebraic vari-
ables, uncertain system parameters, and Boolean parameters,

respectively. By linearizing (35), the Jacobian matrix can be
reduced to

o=t =58 e (36)

Then eigenvalue analysis is performed to determine the
small-signal stability of the system.

VOLUME 8, 2020



J. Luo et al.: Stability-Constrained Power System Scheduling: A Review

IEEE Access

In [98], the negative impact of water network load is con-
sidered in the unit commitment by adding a load demand ratio
constraint, as below

> di(t)
iel
— <r( 37
DIy = r(t) (37
where ), ; di(t) and D(z) are the total pumping load of water
network loads and system load at time horizon ¢, r is the
maximum pumping power demand ratio, which is decreased
in small steps (e.g. starts from 1 with a step length of 0.01)
until both power flow and small-signal stability converge.
In [20], linearized small-signal stability constraints are
derived, as below

Ak = Ao +jAw = i Ay

A 9A
A = | 22 AU+ | 2 AB
AU L (00,0 96 1(60,U0)
AL = (0f + @3) 3 (—wi Ao + opwoAw)
AL =1 —&o (38)

where A = o + jw is the eigenvalue of oscillation mode with
the worst damping ratio ¢, A is the state space matrix, ¢ is the
prespecified damping ratio threshold (e.g. 3%~5%), U and 0
are bus voltage magnitude and angle respectively, the prefix
A represents the linearized derivation of a variable subscript,
and subscript 0 denotes the present state.

In [99], the transient behavior of the natural gas network
is considered. The equivalent electrical analogy of natural
gas pipelines is established in the second-order differential
equations, which are hard to solve and time-consuming. This
is simplified by transforming the Laplace equations from the
frequency domain back to the time domain.

D. TRANSIENT STABILITY CONSTRAINT
As another important rotor angle stability, transient stability
accounts for the ability to maintain stable rotor angles in a
large disturbance. Generally, transient stability analysis can
be employed through two major methods [100]: 1) numer-
ical methods that solve the differential equations following
a large disturbance and determine whether all synchronous
generators can maintain synchronism; and 2) direct methods
that first construct the Lyapunov energy function and then
compare the critical energy and transient energy.

To cover potential large disturbance contingencies,
a generic transient stability constraint is defined as [78]

Ng
D tfPy <1, Vg Vt.Vk € CTS (39)
g=1

Despite the transient stability margin r}ff in (39) being accu-
rate, it is hard to be explicitly expressed while implementing
UC. In [101], a simplified transient stability model is used to
tackle the transient stability constraints, which describes the
electro-mechanic transient of the synchronous generator as
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second-order differential equations

8y = wowg

. (40)
wg = (PGg — Peg — Dgwg) /My

where wy is synchronous angular speed, §, and w, are the
rotor angle and rotor speed of unit g, Pgg and P, are active
power output and the electromagnetic power of unit g, D, and
M, are the damping coefficient and inertia constant of unit g.

By discretizing (40) with the implicit trapezoidal method,
the transient stability constraints are derived by the following
inequality constraints

8min < 8g,0 _ 80(301 < Smax

5min < (Sg,t _ (32«01 < Smax
Ng Ng

801 = Y Mis°) > " M;
g=1 g=1

Ng Né’
Seor = ) Mgd%'/ Y M, @1)
g=1 g=1

where COl is defined as the center of inertia.
In [102], the minimum accelerating power is set as the
transient stability constraint, as below

Ny = —Pgmin(tmin) = — min{P,(1)
= Ppug(t) — Pep(t) > 0,Vt > 1} (42)

where fnin denotes the moment that the accelerating power
reached a minimum after fault clearance, while ¢, is the
moment that the fault is cleared.

Transient instability usually occurs in the form of synchro-
nism mismatch between different coherent groups of syn-
chronous generators when the large disturbance contingency
cannot meet the requirement of critical clearing time (CCT).
Therefore, by comparing the transient energy function and the
potential energy, the transient stability can be assessed and set
as a constraint in UC [103], [104],

ETS =< Ecr
MaMp 2
Ers = —————(wp —
TS 20 +MB)(CUA wB)
Hmn
+ Y XV Vah / (sin® — sin6° )d6
m,n€Npg 0'(’)“1
0};1)1
Ecr = Y XonVuVa / (sinf —sind )do  (43)
m,neNpg 0'(')"‘

where ETg is the transient energy which consists of kinetic
energy between two coherent groups A and B and penitential
energy of transmission lines; E, is the critical energy of
transmission lines when reaches the approximate unstable
equilibrium points.

Time-domain simulation-based transient stability con-
straints are also proposed in [21], and the transient stability
constraints are included below

0<mnx <eVtVk 44)
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FIGURE 2. A framework to include the transient dynamic model of the
grid in the SCUC problem.

where 7; x is a variable that is obtained from a rigorous time-
domain simulation with a transient stability assessment pro-
cedure. The improved extended equal area criterion (EEAC)
is used to investigate the transient stability via time-domain
simulations.

While in [105] and [106], a more detailed framework to
constrain transient stability is depicted in FIGURE 2. In the
proposed framework, the results of SCUC are examined and
shaped in the hybrid differential-algebraic equations (HDAE)
based on the time domain simulation platform. This method
can also be used to examine small signal stability since it is a
simulation-based method.

In [107], a stability region is constructed with Lyapunov
linearization techniques and optimal control methods. The
objective stability margin is designed as

Wix) = —Vi(x) = (x —x)" Qilx — x) (45)

where Q; = Q. + P;B,R-'BI P;.

In [108], an objective function to maximize the coherency
between the committed units is proposed to guarantee a tran-
sient stability margin. The coherency constraints are defined
as

S
<
|
A

< uj—Lj ;<1-DV/ Vi€ Qg Vt € Qr, Vs

i,s°

Li, <DV{ VieQ,VteQr,VseQ

i,s?

1,Vi € Q, V1 € Qr

o
IA

Z D Vit, K

SEQ

CED;, = L; ;SED;

i,s°

Vie Q. VteQr,VseQy (46)
and the objective function is

CCF =" > > CED|, Vie Q.Vt € Qr,Vs € Q
teQr i€Qg s€Q

47

IV. REPRESENTATIVE WORKS PERTAIN TO STABILITY
CONSTRAINED UNIT COMMITMENT

Compared with the static security constraints in unit com-
mitment, stability constraints are dynamic, which assure the
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stable operation of the power system under the scheduled gen-
eration plan. The main concern is to examine the feasibility
of the unit commitment solution. Since stability constraints
are used to impose restrictions on dynamic state variables of
the power system, it is not easy to set clear constraints and
applied them in the regular unit commitment program. In this
section, typical examples of four major stability constrained
unit commitment are discussed.

A. VOLTAGE STABILITY CONSTRAINED UNIT
COMMITMENT

Voltage stability is the ability to maintain bus voltages
after being subjected to a disturbance and is closely
related to the equilibrium between load demand and load
supply.

Simple voltage constraints such as high and low voltage
references are conservative network constraints that satisfy
network static security requirements and cannot reveal or
assure the voltage stability conditions. A precise voltage
stability margin based on the polar co-ordinate optimal mul-
tiplier load flow method and the continuation method is pro-
posed for unit commitment.

A widely used predictor-corrector type continuation
method is implemented to calculate the voltage stability mar-
gin. For a scheduled generation plan, the voltage stability
margin can be defined as the margin from the current base
load to the extreme load condition. The voltage stability
margin is defined as

Ly(t) = Lyo + 12 La (48)

where Ly is the basic load/generation and L; is
the load/generation pattern. #; represent the demand
growth.

If the voltage stability margin is violated, a penalty cost is
added to the transition constraints and affects the unit com-
mitment solution. With dynamic regulations using a proper
penalty cost, the voltage stability margin can be met in the
final schedule. The overall procedure of unit commitment is
demonstrated in FIGURE 3.

A representative reference in [84] has adopted the optimal
multiplier continuation method that is efficient in calculat-
ing the voltage security margin. On this basis, a transition
constraint regarding voltage stability is defined and included
in the dynamic programming process while determining the
short-term generation scheduling.

B. FREQUENCY STABILITY CONSTRAINED UNIT
COMMITMENT
Frequency stability largely relies on the ability to recovery
from the frequency nadir after a frequency contingency such
as large disturbance or load variation.

The frequency nadir is closely related to system inertia,
damping, and load, which is included as

H R,
(_ —
fO 4Afmax

)RG = a — BPp (49)
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FIGURE 3. Flow chart of voltage stability constrained unit commitment.

where

_ 2 _
_ (PL —Ry) T, . B= (Pr R‘;)TgD (50)

4 Afmax 4
A linearization technique is used to linearize the above
nonlinear constraints by dividing them into two continuous
variables on the left and a quartic term on the right.
By using the standard big-M technique [109], the lin-
earized frequency nadir constraint is expressed as

1 ! T l
Jo g 2 4 Afmax IZ“ k2
(PL — Rs)TD
4
Therefore, the nonlinear frequency stability constraint,
which contains both system parameters and load conditions,
is transformed into linear constraints that can be handled in
the MILP program.
A typical example in [86] has demonstrated how to sim-
plify the nonlinear frequency stability constraints and inte-
grate them into the unit commitment model.

> apPr + bpyRs +¢p — Pp (51

C. SMALL SIGNAL STABILITY CONSTRAINED UNIT
COMMITMENT

Small signal stability is the ability to maintain stability after
being subjected to a small disturbance and mainly focuses
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FIGURE 4. Flow chart of small-signal stability constrained unit
commitment.

on the synchronism of synchronous generators. It can be
evaluated by small signal stability analysis via linearization
techniques.

Small signal stability analysis is to assess whether a spe-
cific operational condition is robust and stable when a small
disturbance occurs. Generally, there are two methods to check
small signal stability: 1) time domain simulation that induce
a small disturbance and examine whether oscillation can be
suppressed and back to the original steady-state; or 2) fre-
quency domain analysis in which the state-space equations
are established and modal analysis are conducted to identify
critical oscillation modes. The second method can clearly
reveal the root cause of oscillation and help design control
strategies, and thus is widely used for small signal stability
analysis.

The overall procedure is illustrated in FIGURE 4.

In [95], the small-signal stability constraint is calculated
by the second method. Eigenvalue analysis is carried out
to identify the critical mode (i.e. the worst damped mode),
and the stability criterion in (34) is used for stability check.
If the constraint in (34) is not met, then the present generation
schedule needs to be modified by reducing the inter-area line
flow until the stability constraint is satisfied.
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TABLE 2. Comparison of different stability constrained unit commitment.

Stability ] Related ) Stablll.ty margin How to embed in unit commitment Sugges'ted a.ppllcable
type variables/constraints calculation method situations
Voltage Continuation method (e.g. S.e t hnear. voltage constrz.n.nts mn M.I P o Long transmission networks and
i Bus voltage . verify/modify voltage stability margin with .
stability predictor-corrector type) heavy reactive loads
penalty cost corrector

Frequency Bus frequency, nadir, cz:g;ft?gzg e‘;?l?/?r? Linearize nonlinear constraint into linear Sensitive loads and high
stability RoCof, etc. ¥ & constraints and apply directly in MILP requirements on power quality

swing equations

Critical mode (e.g. inter-

Small signal area mode) with the

Linearization techniques

Verify the small-signal stability margin and

Weak damping situations

stabilit . . and eigenvalue analysis erform area power reschedulin,
¥ worst damping ratio & ¥ P P &
. Accelerating area, . L . Transient stability assessment and modify Incident prone power system or
Transient deceleration area, critical Time domain simulation eneration schedule via transferring power frequently variable operational
stability ’ based EEAC & EP quently P

clearing time

between NMs to CMs. conditions

’Perform unit commitment‘

’Trace optimal schedule‘

A4
’ Transient stability assessment ‘

No | Increasing decelerating

n>ée ? area by shifting power
from CMs to NMs
Yes ‘ v
An=¢-AF, (%)

No
Final
schedule

FIGURE 5. Flow chart of transient stability constrained unit commitment.

Further shift power
from CMs to NMs

D. TRANSIENT STABILITY CONSTRAINED UNIT
COMMITMENT

Transient stability constraints aim to assure the scheduled
generation plan can endure transient stability under certain
large disturbance contingencies. A classical criterion to quan-
tify transient stability is the equal area criterion (EAC) by
calculating the accelerating area and decelerating area in a
large disturbance. An improved EAC, i.e. extended equal

219340

area criterion (EEAC) is proposed to transform the mul-
timachine system to an equivalent single machine infinite
bus system and provide a quantitative criterion to determine
transient stability [110]. EEAC can be integrated into time
domain simulations and used to calculate the transient stabil-
ity margin n; x [111].

If the transient stability margin is not sufficient, the
power shift between critical machines (CMs) and non-critical
machines (NMs) should be deployed to increase the deceler-
ating area. The overall procedure is illustrated in FIGURE 5.

As a fine example in [21], the improved EEAC is used to
investigate the transient stability by transforming the multi-
machine trajectories to an equivalent one machine infinite bus
trajectory. On this basis, EAC is feasible to employ on the
equivalent one machine infinite bus system. A decomposition
strategy is then implemented by solving the master problem
(i.e. unit commitment) while checking the slave problem
(i.e. transient stability constraint).

According to the representative works for stability con-
strained unit commitment, the major constraints and the cor-
responding methodology are compared and summarized in
Table 2.

V. SUMMARY
Due to the rapid growth in energy demand and mismatched
infrastructure development in power systems, the replace-
ment of traditional generation units with low-inertia power
sources has introduced control problems as well as deterio-
rated the inertia response in the power system. As a result,
the stability conditions have become more severe since the
power system may have to operate near its stability limit
under the complex operational conditions and rigid physical
constraints. Traditional UC programs cannot guarantee power
system stability and thus more stability constraints should
be considered while performing power system scheduling.
In this paper, four typical stability constrained UC problems
are reviewed and summarized to present the state of the art
for stability constrained power system scheduling.
Furthermore, with the current trend of power electronics
domination and large scale integration of renewable energy
in modern power systems [22], more uncertainties have
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been imported and threatened power system stability. New
classifications of stability issues such as resonance stabil-
ity and converter-driven stability have been drawn attention
recently [112] and may become a prominent stability bottle-
neck in future power system scheduling. To this end, the cor-
responding stability constraints have not been clearly defined
and may become a research focus in prospective stability
constrained UC programs.
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