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ABSTRACT Aspect-based sentiment analysis (ABSA) has recently attracted increasing attention due to its
extensive applications. Most of the existing ABSA methods been applied on small-sized labeled datasets.
However, real datasets such as the Amazon and TripAdvisor contain a massive number of reviews. Thus,
applying these methods on large-scale datasets may produce inefficient results. Furthermore, these existing
methods extract huge number of aspects, most of which are not relevant to the domain of interest. But,
on other hand, some of the infrequent relevant aspects are excluded during the extraction process. These
limitations negatively affect the performance of the ABSA process. This article, therefore, aims to overcome
such limitations by proposing an efficient approach that is suitable for real large-scale unlabeled datasets.
The proposed approach is a combination of hybridizing a frequency-based approach (word level) and a
syntactic-relation based approach (sentence level). It was enhanced further with a semantic similarity-based
approach to extract aspects that are relevant to the domain, even terms (related to the aspects) are not
frequently mentioned in the reviews. The extracted aspects according to the proposed approach are used
to generate a total review sentiment score after estimating the weight and the rating of each extracted
aspect mentioned in the review. The assignment of the weight of each extracted aspect is calculated based
on a modified TF-IDF weighting scheme and the assignment of the aspect rating is calculated based on a
domain-specific lexicon. Effectiveness of the extracted aspects is evaluated against two baselines available
from existing literature: fixed aspect and extracted aspects. Evaluation was also performed by using a general
lexicon and a domain-specific lexicon. Results in terms of F-measure and accuracy on Amazon and Yelp
datasets show that the extracted aspects using the proposed approach with the domain-specific lexicon
outperformed all the baselines.

INDEX TERMS Aspect, core terms, aspect extraction, aspect weight, aspect rating, domain-specific lexicon,
total review score, real large-scale dataset.

I. INTRODUCTION
Recently, the sharing of experiences among customers is
becoming a widespread phenomenon in social media sites.
Many customers make decisions on consuming a service
based on the opinions of others. Due to this phenomenon,
there has been a rapid growth in the number of online opin-
ions (i.e., user reviews), where each review expresses the
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customer’s opinion of the used service, such as buying a
product, watching amovie, or reserving a room. Such reviews
are considered a valuable resource for both consumers and
businesses. Despite the benefit of these reviews, the extrac-
tion of useful information from such reviews is a huge chal-
lenge due to its large scale and distinct characteristics [1].
Research to overcome such issues have been proposed by
many fields, which, among others, were related to mining
distinct and important information [2]–[4], extracting users’
sentiments [5], [6] or summarizing user reviews [7], [8].
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In this article, we focus on the problem of mining distinct
and important information from the reviews. Specifically,
the aim of this article is to develop an efficient approach for
extracting aspects from reviews and exploit them for senti-
ment analysis. Such an approach is known as Aspect-Based
Sentiment Analysis (ABSA) and is the third level of the sen-
timent analysis categories after the document-based and the
sentence-based sentiment analyses. Aspect extraction is one
of the natural language processing (NLP) tasks that use sen-
timent analysis (SA). There are also many NLP tasks that use
SA such as word polarity disambiguation [9], polarity detec-
tion [10], and sarcasm detection [11], but we focus on aspect
extraction task only. ABSA determines the user’s sentiments
expressed on each aspect mentioned in the reviews [12].
Aspect usually refers to a concept that represents a topic of
an item in a specific domain, such as price, taste, service,
and cleanliness which are relevant aspects for the restaurant
domain. ABSA has increasingly become a trend that attracts
the attention of many researchers since it helps to under-
stand fine-grained opinion mining over coarse-grained [13].
It has an obvious effect in many applications when the
aspects are extracted efficiently with their opinions’ values.
For example, they can be used to construct user and item
profiles in decision-making processes, such as recommender
systems [1], [14], or to construct a domain ontology [15].
Additionally, it has been used in many systems for differ-
ent purposes such as tourism [16], online education [17],
and transportation [18]. Many research projects proposed
approaches to handle the ABSA problem.Most of them focus
on labeled small-sized datasets as opposed to real, unlabeled
and large datasets. Applying such ABSA approaches that
are designed for labeled small-sized datasets to unlabeled
large-scale ones would negatively affect the ABSA method
and yield inefficient performance. Additionally, some of this
research has limitations in terms of extraction and sentiment
analysis processes. The key drawback is that these methods
produce a large number of aspects but neglect the impor-
tance of the experimental domain of these aspects. Moreover,
approaches based on words’ frequencies during extraction
lose the infrequent aspects even if they are relevant to the
domain. We can sum up the other weakness of certain ABSA
approaches as seen in Table 1.

The aforementioned limitations foresee the need to develop
an efficient ABSA approach for unlabeled large-scale
datasets. Thus, the main aim of this research is to pro-
pose an efficient approach that is able to extract aspects
relevant to the domain of interest and enhance the ABSA
process for unlabeled large-scale datasets. The proposed
approach aims to fulfill four tasks of ABSA, without mak-
ing assumptions for the aspects or their sentiments words,
as follows:
• Extracting aspects
For the aspect extraction task, a novel method is
proposed consisting of a hybrid approach, includ-
ing a frequency-based approach (word level) and a
syntactic-relation based approach (sentence level), that

TABLE 1. Limitation of Selected ABSA Approaches.

works in parallell and followed by a semantic similarity-
based approach.

• Estimating aspects’ weight
For estimating an aspect’s weight task, three weight-
ing methods are explored and the one that will give
the best performance for the ABSA process will
be chosen. The methods are the conventional Term
Frequency–Inverse Document Frequency (TF-IDF), and
two modified TF-IDF weighting schemes proposed by
Zhu et al. [23] and Ngoc et al. [2].

• Inferring aspects’ rating
For this task, an algorithm is proposed to extract the
aspect sentiment pairs, assign sentiment scores for
the sentiment words of the aspects using the domain-
specific lexicon developed by Al-Ghuribi et al. [24].

• Calculating total review score
For calculating total review score task, an algorithm is
proposed to calculate the total review sentiment score
based on the work of [2], [4], [25]. The algorithm
takes the results of the previous three tasks as inputs
(i.e., the extracted aspects with the core terms, aspects’
weights, and the domain-specific lexicon for calculating
the aspects’ ratings). The output of this algorithm is the
total review sentiment score (i.e. overall rating) for each
review.

The rest of the paper is organized as follows: section two
introduces related works in the area, while section three
presents themethodology adopted in developing the proposed
approach. Section four provides the experimental results of
the four tasks of ABSA and is followed by the evaluation in
section five. Finally, we present the conclusion that can be
drawn from this research work in section six.

II. RELATED WORK
The ABSA problem was first defined by Hu and Liu [8]
and, since then, it has received great attention from many
researchers. Additionally, many surveys discussed the main
challenges and issues related to this field. The recent sur-
vey by Nazir et al. [26], identifies two main tasks for
ABSA: aspect extraction and aspect sentiment analysis.

VOLUME 8, 2020 218593



S. M. Al-Ghuribi et al.: Unsupervised Semantic Approach of ABSA for Large-Scale User Reviews

The tasks in ABSA are classified into three categories:
supervised, semi-supervised and unsupervised. Supervised
approaches require labeled aspects, whereas the unsupervised
approaches do not require such label datasets for the aspect
extraction process. Unlike the two previous approaches, the
semi-supervised approaches require both labeled and unla-
beled data for the extraction process [27]. These categories of
approaches have been applied in many research. For example
the work of [28]–[31] represent techniques that utilized the
supervised approach.While the work of [32]–[35] applied the
semi-supervised approach in the ABSA. The research work
presented in this article focuses on unsupervised methods as
supervised learning requires data annotation which is time
consuming [36]–[38] and suffers from domain adaptation
problems [39]. The unsupervised method has been adopted
to avoid depending on labeled data, since there is no need to
separately perform extraction and categorization to obtain the
aspects [40].

The unsupervised methods for ABSA can be classified
into four categories [41]: vocabulary-based, frequency-based,
syntactic relation-based, and topic model-based methods.
In the vocabulary-based method, a fixed pre-defined list
for aspects is used. Few researchers rely only on the pre-
defined list for identifying and extracting aspects, such as
Aciar et al. [42], while others use it to extract other aspects
that are related to the elements in the list [43]. It was claimed
that learned aspects (i.e., aspects extracted from the reviews)
generate better overall sentiment results as compared to the
fixed pre-defined aspects. This is due to the fact that the
number of the aspects in the fixed pre-defined list is limited,
and there is no guarantee that these aspects will occur in the
users’ reviews [1], [44]. As a result, few researchers use the
vocabulary-based method.

The most used method for extracting the learned aspects is
the frequency-based method [27], [45]. Despite its simplic-
ity, it is very effective and used by many researchers [41].
The main idea of this method is to extract high occurrences
words in reviews (i.e. words that are frequently mentioned
by users to express their opinions). The candidate words for
aspects are the noun and noun phrase [3], [8], [12], [20], [44],
[46]. If the frequency of the candidate word exceeds some
threshold value, the word is considered as an aspect. Once
the aspect is extracted, the aspect’s sentiment word is
selected based on the nearest adjective to the specific aspect.
Finally, the selected sentiment word is assigned a polarity
value (i.e. a score) based on some lexicons. The work of
Caputo et al. [44] and Mubarok et al. [20] are among the
recent works that use the frequency-based method.

Caputo et al. [44] proposed a system for opinion retrieval
called a sentiment aspect based retrieval engine (SABRE)
which consists of four tasks: extract aspects and its sub-
aspects; find the opinion associated with each aspect; detect
the polarity for each sentiment opinion word; and retrieve
documents for a given opinion. The extraction of aspects is
based on term-frequency probabilities and a model that cal-
culates the difference distribution for a word between a spe-

cific domain and a general corpus using the non-symmetric
Kullback-Leibler divergence technique. For opinion word
extraction and its polarity, a lexicon-based approach is
applied using the AFINN wordlist. Finally, for document
retrieval, the TF-IDF weighting scheme is used to retrieve the
top-N documents with the highest opinion scores. The exper-
iment of the proposed method on the TripAdvisor dataset
containing 167,780 reviews outperformed the conventional
term frequency method in terms of F-measure.

On the other hand, Mubarok et al. [20] proposed an
approach for extracting sentiment polarity based on spe-
cific aspects of product reviews. The model creates two
bag-of-words models where one of the models contains the
aspects (i.e., nouns), and the other contains the sentiment
words (i.e., adjectives or adverbs). The words in both lists
are selected using a chi-square test by choosing the words
with the highest relevance for each opinion. The Naive Bayes
classifier is then used to classify the sentiment polarity of
each aspect. The model is evaluated using the SemEval-
2014 dataset which contains 3,618 reviews for the restaurant
domain consisting of five aspects (i.e., price, food, ambience,
service, and miscellaneous). The model is compared against
17 baselines. The proposed method received the seventh
highest F-measure among the 17 compared baselines with an
F-measure = 78.12%.
Although the frequency-based method is an efficient one,

it has obvious limitations. One of the limitations is that the
approach may select words that are not aspects (i.e., pick up
many words that do not contain any subjectivity) because it
relies only on word frequencies. Furthermore, aspects that
are not frequently mentioned will not be detected using
this method. However, the syntactic relation-based and topic
model-based methods can address such a limitation.

The syntactic relation-based method (also called the rule-
based method) aims to analyze the syntactic structure of the
sentence and the relations among the words to identify the
aspect’s sentiment words. A well-known algorithm that uses
this method is the Double Propagation (DP) proposed by
Qiu et al. [47]. The algorithm describes the syntactic relation
between nouns or noun phrases with adjectives using depen-
dency grammar. This method has been used as a baseline for
many other methods, while others, such as Poria et al. [48],
tried to improve it by expanding the rules for the rela-
tions extraction. Other research use dependency parsing to
define the relation among the words such as the works of
[6], [49]–[53]. Following are description of some prominent
works based on this method as follows:

Chen and Yao [51] presented an approach defining the
opinion words’ relations using both dependency parsing and
shallow semantic analysis, then built an ontology and a
collocation (i.e., the most frequently co-existing topic and
sentiment pairs’) database. The method is applied on two
datasets used in [8], [54] containing of 500 and 2500 reviews,
respectively. Both datasets are mainly from product domains
such as laptops, cameras, printers, and DVDs. The proposed
method outperforms two baselines, a naive baseline in which
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the final polarity is calculated by themajor number of positive
or negative opinion words in the sentence, and [8] as base-
line 2, in terms of accuracy. Mukherjee and Bhattacharyya [6]
proposed a method for identifying the features and their cor-
responding opinions in the product reviews using dependency
parsing to define the short and long dependencies between
words. An experiment is performed using a Chinese corpus
on the car domain collected from Internet product reviews.
The results of the proposed approach outperform the com-
pared baselines (of closest-pair and dependency parsing) in
terms of precision, recall, and F-measure. Hai et al. [50] used
three syntactic dependency rules with two domain corpus
to extract the aspects from two domains (i.e., cellphones
and hotels) of Chinese reviews. The candidate aspects are
firstly extracted using the three rules then these aspects are
filtered based on their relevance to the domain using two
relevance measures, namely intrinsic-domain relevance and
extrinsic-domain relevance. The F-measure results of their
conducted experiments on the Chinese reviews were 63.6%
and 52.2% for the two domains, respectively. Nejad et al. [53]
is one of the recent research that employed an unsupervised
approach for detecting explicit features in Persian language
for hotel domain. Their methodology consists of three steps,
text preprocessing, sentimental vocabulary construction, and
aspect extraction. A directed weighted graph is constructed
based on frequent pattern identification from the sentences of
their Persian corpus. The paths within the constructed graph
are determined based on some developed rules to extract
multi-word aspects. The proposed approach is evaluated and
compared with some existing approaches that works on Per-
sian language, and it gives the best F-measure value.

Similar to the frequency-based method, the syntactic
relation-based method produces noise in terms of non-related
aspects due to only focusing on the subjective expressions
(i.e., sentence structures) and ignoring the words’ semantics.
In addition, not all the used rules are effective for extraction
and not all the extraction pattern rules are explored [28].

Topic model-based method addresses this problem by
focusing on the semantics of the words. This is because the
method reveals topics from a large collection of texts whereby
words are grouped into aspects or topics. For example, users
talk about price using words like money, budget, and cost,
which should not be regarded as different aspects. The topic
modeling is based on two basic models, Latent Dirichlet
Allocation (LDA) [55] and Probabilistic Latent Semantic
Analysis (PLSA) [56], for learning latent topics (i.e., the
local topics) that have a direct correlation with the aspects
(i.e., the general topic). It is used by many researches such
as [4], [36], [57]–[61]. For example, in the work of Brody and
Elhadad [59], a local LDA is applied on restaurant reviews
dataset by assuming that each sentence in the reviews is a
separate document in order to extract low frequent aspects.
The work of Lin and He [61] and Moghaddam and Ester [60]
extend the standard LDA. In the work of [61], an additional
sentiment layer is added to the basic LDA model to develop

a Joint Sentiment Topic Model, in which, the topic word is
not separated from the sentiment word. The work of [60]
extend the LDA to Interdependent Latent Dirichlet Allocation
based on the assumption that there is an interdependency
relation between the aspect and the sentiment words. In other
work, McAuley et al. [62] proposed a probabilistic model
that benefited from the ratings associated with the reviews
to learn words that correlate with aspects or specific ratings.
For instance, the word appearance may be used to represent
the look aspect, and the word delicious may refer to a high
rating. In order to build this model, three learningmethods are
used: supervised, semi-supervised, and unsupervised. They
introduced a new dataset consisting of 5,000,000 reviews,
where each user provides ratings for each aspect of a prod-
uct. The model is evaluated on three prediction tasks: deter-
mining the parts of the review that discuss the rated aspects,
finding the sentences that determine the user’s rating, and
predicting the non-rating user’s aspects. The authors claimed
that their model is suitable for real datasets and has the ability
to determine the reviews’ parts that relate to each aspect and
select the sentence that best summarizes the review.

In recent years, deep learning approaches received special
attention in SA studies generally and in ABSA partic-
ularly [63]. LDA is combined with deep learning tech-
niques to enhance the aspect extraction process such as the
works of [36], [64]–[68]. We illustrate the topic modeling
approach with deep learning by referring to the work of
Garcia et al. [36], and Chauhan et al. [67].

García-Pablos et al. [36] proposed an unsupervised
approach called W2VLDA which is based on topic mod-
elling combined with continuous word embeddings and a
maximum entropy classifier. The approach consists of three
subtasks: aspect classification, sentiment classification, and
aspect/opinion word separation. The performance of the
approach is evaluated in the multilingual SemEval-2016 task
5 dataset [69]. It is tested for three domains, electronic
devices, restaurants, and hotels and for four languages,
English, French, Spanish and Dutch. Therefore, it out-
performs two of the conventional LDA-based approaches.
Chauhan et al. [67] integrated rule based method with Bidi-
rectional Long-Short-Term-Memory (Bi-LSTM) model to
extract the aspects. The rule-based method is used to extract
the candidate aspects from noun and noun phrases follows
by the Bi-LSTM model to filter the candidate aspects and
select the correct ones. Similar to García-Pablos et al. [36]
work, the SemEval-2016 dataset is used for evaluation involv-
ing the restaurant and laptop domains. The results of the
approach missed many aspects during the extraction process
because it only consider the nouns and noun phrases [28].
Some recent works combine both Conditional Random Field
(CRF) and (Bi-LSTM) models in the aspect extraction pro-
cess such as Liang et al. [68] and Gandhi and Attar [70].
The former use SemEval 2014 and 2015 [71] datasets and
the latter use Hindi dataset to evaluate their approaches.
While in other work an extension of LSTM is proposed such
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as Ma et al. [72]. They proposed two methods, the first
is a Sentic LSTM that contains a separate output gate that
interpolates both concept-level input and token-level mem-
ory. The second method is an extension of the Sentic LSTM,
it merges the LSTM and a recurrent additive network that
simulates sentic patterns. The performance of the proposed
methods is evaluated on both SentiHood dataset and SemEval
2015 dataset. Results show the effectiveness of the proposed
methods in both aspect categorization and aspect-based sen-
timent classification tasks.

The topic model-based method has two main limita-
tions [2], [21]. First, it’s restriction of use in real-life sen-
timent analysis applications, because the method will not
achieve reasonable and efficient results if the size of the data
is small. This makes such a method unsuitable for many prac-
tical sentiment analysis applications. The second limitation is
that the result of LDA contains more global topics than local
ones because it is designed for the document-level, thus using
it at the aspect-level is not a wise decision.

Another unsupervised method for ABSA is based on
the bootstrap technique [73] which is used for statistical
inference without depending on many assumptions. Many
researchers adopted this method, thus, we consider it as the
fifth method for ABSA such as in [2], [74], [75]. The follow-
ing is an explanation of one of the recent research that uses
this method for ABSA.

Ngoc et al. [2] proposed a method that combines the condi-
tional probabilistic model and a bootstrap technique to extract
product’s aspects. For each extracted aspect, an inferred rat-
ing is calculated by dealing with it as a multi-label clas-
sification using the Naive Bayes classifier. Each aspect’s
weight is predicted based on the occurrences in which the
user discusses the aspect within the reviews. This method
does not use the overall rating in the aspect rating and weight
calculation, but only uses the review text. Experiments were
carried out for the domain of hotel [4], beer [62], and cof-
fee. Each domain involved seven, five, and four aspects,
respectively. Precision is used to evaluate aspect extraction,
mean square error measure is used to evaluate aspect rat-
ing, and for the evaluation of aspect’s weight, the overall
rating from reviews’ text is calculated and compared with
the overall rating given by the user. The proposed method
outperformed Long’s method [76] which is used as the
baseline.

In a nutshell, there have been active studies into the
handling of ABSA, of which we have mentioned a few
significant and influential ones relevant to our scope of
work. Through this study, we intend to introduce a hybrid
approach for unlabeled large-scale datasets, whereas most
of the existing methods concentrate on labeled small-scale
datasets and whose implementation in large-scale datasets
would yield inefficient results. Additionally, the proposed
method aims to overcome the two previously discussed
limitations:
• Most of the existing approaches extract a large number
of aspects but not all of the extracted aspects relevant to

the domain of the reviews, and, thus, negatively affect
the performance of ABSA [77].

• Most of the existing approaches rely on word frequen-
cies, resulting in many infrequent words that are relevant
to the domain being ignored.

In this research, we aim to handle these limitations
by proposing a semantically enhanced aspect extraction
approach. As mentioned earlier, the proposed approaches
consist of four task: extracting aspects; estimating aspects’
weights; estimating aspects’ ratings and calculating total
review scores.

An example illustrating the previous four tasks is as
follows.

Assume a user gives the following review:
‘‘This is a charming version of the classic Dicken’s tale.

Henry Winkler makes a good showing as the ‘‘Scrooge’’
character. The casting is excellent and the music old but very
relevant.’’

The proposed approach should be able to extract five dif-
ferent aspects from the above review using a semantically
enhanced aspect extraction method. The extracted aspects are
version, tale, showing, casting, and music. The extraction
process is then followed by assigning a weight for each of
the extracted aspects using a modified TF-IDF weighting
scheme. Using an algorithm proposed in this article, all the
sentiment words associated with the previous five extracted
aspects can be extricated. For example, the word charming
is the sentiment word for the aspect version, and the words
very relevant are the sentiment words for the aspect music.
After that, the sentiment score of each aspect is calculated
using a domain-specific lexicon. Finally, the score of each
aspect with its weight are aggregated to generate the total
review sentiment score. For the above review, the overall
review sentiment score is greater than zero which indicates its
positiveness. This review is taken from the Amazon dataset,
where each row of the dataset contains the review text and
the overall rating. The overall rating of the aforementioned
example is five, thus, it shows that our approach works by
giving it a positive score. Table 2 illustrates the details of the
given example.

Details of the proposed approach is discussed in the fol-
lowing section.

TABLE 2. Applying the Proposed ABSA Approach on a Sample of Amazon
Review.
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III. THE PROPOSED APPROACH
As mentioned earlier, the proposed approach is divided into
four tasks: extracting aspects, estimating aspect weight, infer-
ring aspect rating, and calculating the total review score. Each
task is further explained in the following sections.

A. ASPECT EXTRACTION
The aspect extraction method consists of three main tasks:
extraction of noun and noun-adjective pairs, creation of
aspect dictionary, and generation of aspects and core terms.
We called thismethod Semantically EnhancedAspect Extrac-
tion (SEAE) whereby the aim is to extract aspects that are
relevant to the domain. Figure 1 illustrates the process of
the proposed SEAE method which is further described in the
following sub-sections.

1) EXTRACTION OF NOUN AND NOUN-ADJECTIVE PAIRS
The purpose of this task is to extract noun and noun-adjective
pairs from the textual reviews as both sets of words have

the potential to be classified as aspects [20], [44]. In this
task, two approaches are used: the frequency-based and
the syntactic-relation based approaches. As both approaches
run in parallel, we called it the Parallel Hybridization
Approach (PHA).

The Frequency-Based Approach (FBA) extracts nouns
from the dataset, calculates their occurrences, then stores the
extracted nounswith their frequencies in blocks (i.e., clusters)
using the blocking technique discussed in [78]. Most of the
existing approaches merely present a fixed list of aspects,
and there is no guarantee that the listed aspects are presented
in the user-generated review texts. Thus, aspects should be
learned and subsequently extracted in such a way that they
are sufficiently represented in the user reviews. The words
that represent aspects are mostly nouns as proven by many
studies [3], [20], [44]. As a result, this phase mainly focuses
on calculating the occurrence of nouns (other categories of
words that may refer to aspects will be taken care in the third
task of SEAE). To summarize, this approach aims to take

FIGURE 1. The general approach of the semantically enhanced aspect extraction method.
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FIGURE 2. Frequency-based approach.

the user-generated reviews (i.e., text), extract nouns from all
the reviews in the dataset, and calculate the frequencies of
each extracted nouns. Then, the nouns, together with their
frequencies, are stored in blocks using the blocking technique
mentioned in [78].

The main purpose of using the blocking technique is to
arrange words in blocks in order to accelerate the searching
part in our large-scale experimental datasets by reducing the
number of required search comparisons. There are 27 blocks,
named from A to Z, and numbered from 0 to 26. Each block
is specialized for storing the nouns that begin with the same
letter of the block name with their frequencies. For example,
Block A contains all the extracted nouns beginning with
letter A, together with their frequencies. In more detail, when
a noun is extracted from a user review, the block is first
identified through some simple steps: first, the first letter of
the noun is converted into a capital letter, then the relevant
ASCII number it is found. Suppose the extracted noun is
movie. Thus, the associated ASCII number to M (77) will
be identified. The blocks are numbered from 0 to 26, the M
block needs to be determined in order to add the word movie
to it. This is done by subtracting the ASCII number of the first

letter from the ASCII number of letter A (65) which is used
as the first block. Therefore, the block number for the word
movie will be 77− 65 = 12. After the block for the extracted
word has been identified, the processing of the word can be
performed in the identified block. In the case of the word
movie, the approach will search only Block 12 for the word
movie. If the word is already stored in the block, its frequency
will be updated. However, if the word does not exist, the word
movie will be added to the block. Figure 2 illustrates the
algorithm of the FBA approach which takes all the reviews’
text as input and produces the Noun_Block_Dictionary as
output.

The Syntactic-Relation-Based Approach (SRBA), on other
hand, aims to extract the noun-adjective pairs using gram-
matical roles and calculate the frequencies of each noun that
comes with the adjectives based on the adjectives’ degree
(i.e., positive adjective or comparative/superlative adjective).
Then, it stores the extracted nouns with their frequencies in
the blocks. The syntactic relations or grammatical roles refer
to functional relationships between constituents in a phrase or
a clause. In this approach, we focus on the relation between
the noun and adjective using the Java StanfordCoreNLP
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FIGURE 3. Syntactic relation-based approach.

adjectival modifier. As mentioned before, aspects are mostly
represented by nouns and the nouns that come with the
adjectives have more probabilities to be chosen as aspects.
For this reason, this approach focuses on the adjectives
as modifiers. For example, the sentence ‘‘The company
produces a good movie’’; the <movie, good> pair results
from the adjectival modifier, where good is the adjective
that serves to modify the meaning of the noun movie. This
approach aims to extract such adjective phrases and calculate
its frequencies. It is known that the adjectives have three

degrees: positive, comparative, and superlative [79]. The
positive adjectives describe people, places, and things in a
positive way, unlike the comparative and superlative adjec-
tives that are used to compare two comparative or superlative
entities. Current works [21], [22] do not use comparative and
superlative adjectives in their extraction process, despite the
fact that such a comparison of words is usually made between
items in a specific aspect. Thus, apart from the frequen-
cies of the nouns that come with all degrees of adjectives,
the frequencies of nouns that come with the comparative
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and superlative adjectives are also being stored. Similar to
FBA, the extracted nouns with their frequencies are stored in
blocks using the blocking technique mentioned in [78] and
consisting of information in the form of (<Block Number>
<Word> <freqAdjective><freqcomparative/Superlative_Adjective>).
As a summary, this task aims to take the user-generated
reviews (i.e., text), extract all the nouns that come with
adjectives from all the reviews in the dataset, and calculate the
two specified frequencies of each extracted noun. Figure 3
shows the algorithm of this approach which produces the
Noun_Adj_Block_Dictionary as output.

2) CREATION OF THE MAIN DICTIONARY
The two processes in the previous task resulted in the cre-
ation of two dictionaries, the Noun_Block_Dictionary and
the Noun_Adj_Block_Dictionary which result from the FBA
and SRBA processes, respectively. The creation of the main
dictionary step aims to merge the two dictionaries into a main
dictionary named Main_Dictionary in which every word in
the dictionary contains three different frequencies. The first
frequency describes how many times the word appears as
a noun in all of the reviews; this frequency is taken from
theNoun_Block_Dictionary. The second frequency describes
how many times the noun appears with the adjectives and
the third frequency describes how many times the noun
appears with the comparative or superlative adjectives; both
are taken from the Noun_Adj_Block_Dictionary. The algo-
rithm of building the main dictionary is as described in
Figure 4.

Each row in the Main_Dictionary consists of four
columns as shown in Figure 5: word, total frequency,
adjective frequency, and comparative/superlative frequency.
In this step, the top 100 most frequent words in the three

columns are extracted, merged, and stored in a list called the
SharedWords list.

The previous two tasks of SEAE (i.e., the extraction of
noun and noun-adjective pairs and the creation of the main
dictionary) were implemented for three domains: movie,
book, and restaurant. Consequently, after implementing the
previous two SEAE tasks for the three domains, we will
obtain three SharedWords lists, one list for each domain.
Finally, the last step of this task is a filtering step aimed at
filtering thewords in the SharedWords list by keeping only the
words relevant to the domain and removing common words
(i.e., words which are common in many domains).

This step aims to remove the words that occur in all of the
three SharedWords lists to differentiate between the common
words and the specific words for each domain and to subse-
quently store the relevant words for each domain in a Finallist
list. Words that commonly appear in many domains have
little content-bearing and limited discrimination capabilities.
Thus, they will not give positive results in ABSA.

3) GENERATION OF MAIN ASPECTS AND CORE TERMS
The generation of the final main aspects and core terms (i.e.,
words that have high similarity values with the main aspects)
is based on the semantic similarity-based approach which
aims to overcome two inherent problems in ABSA: problems
related to a large number of aspects being extracted but not all
of them being relevant to the domain [77] and problems relat-
ing to infrequent nouns (non-popular nouns) being ignored
despite their importance to the domains of interest [77].
In other words, due to the nature of user-generated reviews,
different users write their reviews using different words with-
out referring to any standards. Some users use different words
but with similar intentions and meanings.

FIGURE 4. Steps for building the Main_Dictionary.
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FIGURE 5. Blocks representation that illustrates the creation of the Main_Dictionary.

Restricting the aspects of only specific words and ignor-
ing words that have similar meanings will negatively affect
the performance of the ABSA. For example, in the movie
domain, the word story is one of the words that occur in the
SharedWords list but the words article, narrative, and tale do
not appear in the SharedWords list despite the fact that they
have a similar meaning to the word story. In order to handle
the two issues, non-relevant words need to be removed and
words that are semantically similar to the aspects need to be
extracted as well.

The removal of non-relevant words is achieved through
examining the similarity of the words with the domain using
the pre-trained Google’s Word2vec model [80]. Word2vec is
one of the word embedding algorithms [80] that gives accu-
rate values and can calculate the similarity values between
words that are written incorrectly or misspelled which is
the case of some words in the user reviews. If the words
do not meet a specific threshold value, the words will be
considered as not relevant. By performing this step, there is
a higher chance that all of the words chosen as aspects are
relevant to the domain. Finally, these aspects are stored in a
Main_Aspects list.

The extraction of words that are strongly related (seman-
tically) to the main aspects are concerned with the need to
identify words that are low in frequency but still relevant to
the domain. As the focus of this work is on ABSA, there is
a strong desire to extract aspects that can enhance the per-
formance of sentiment analysis. As such, words that appear
with adjectives and adverbs are extracted from all the reviews
texts because they meet more priorities to qualify as core
terms. Earlier, the focus on the nouns was only in choosing
the aspects. In this phase, we extract the adjective phrases and
adverb phrases. The extraction of semantically similar words
with themain aspects is achieved based on the following three
steps:
Step 1: Extract all the Nouns that are Modified by Adjec-

tives (NMAdj) in all of the adjective phrases mentioned in
the user reviews and that have similarity values greater than a
specific threshold to any of the aspects in the Main_Aspects.
As the number of extracted nouns can be very large due
to the large size of the datasets, only nouns with a fre-
quency equal to and greater than 30 are extracted. The
similarity of these nouns with the main aspects in the
Main_Aspects list are measured using the Google pre-trained

VOLUME 8, 2020 218601



S. M. Al-Ghuribi et al.: Unsupervised Semantic Approach of ABSA for Large-Scale User Reviews

Word2vec model. If the similarity value ≥ 0.5, the nouns are
included as core terms.
Step 2: Extract all Words that are Modified by

Adverbs (WMAdv) in all of the adverb phrases mentioned in
the user reviews and that have similarity values greater than a
specific threshold with any aspect of the Main_Aspects. The
adverb phrases mostly contain adverbs which modify either
verbs, adjectives or even adverbs. Similar to Step 1, the words
that appear along with the adverbs and their frequencies in a
count of at least 30 are selected. The similarity values of each
aspect in the Main_Aspects list with the selected words are
calculated. If the similarity value between the aspect and the
word is greater than the threshold, then the word is selected
as a core term.
Step 3: Merge the core terms gained as results from

Step 1 and Step 2 and save the unique words in the core_terms
list.

After the three tasks of the SEAE method are achieved
and result in generating both the Main_Aspects list and the
core_terms list, we apply a confirmation step. This step aims
to prove whether the words generated for both aspects and
core terms are comprehensive words that reflect the main
words in all of the reviews. A summary field in the Amazon
dataset is used for achieving this step, which is a very short
text written by the user to show their opinion regarding the
item. Figure 6 is a sample review from the dataset used to
show the difference between the reviewText field that is used
in the three previous tasks of the SEAE method and the
summary field that is used in this confirmation step. Most of
the available studies conducted in the past do not use the sum-
mary field and suffice to only use the reviewText field. This
research is the first to use both fields for the aspect extraction
process. To achieve this step, the same procedures of Step
1 are done, and all of the NMAdj in all of the adjective phrases
that are mentioned in all the summary texts are extracted. All
of the extracted nouns that have frequency values equal to or
greater than 30 and have similarity values with any one of
the main aspects greater than a specific threshold which are
stored in a Summary list.

B. WEIGHTING OF ASPECTS
Aspect weight is a measure to evaluate the importance of
aspects to users and a number of frequency-based weighting
schemes have been proposed [81].

However, in this article, we focus on and evaluate three
approaches which are based on the Term Frequency–Inverse
Document Frequency (TF-IDF) weighting scheme: the con-
ventional TF-IDF, and two modified TF-IDF weighting
schemes as proposed by Zhu et al. [23] and Ngoc et al. [2].

The following sub-sections include the explanation of each
method.

1) TERM FREQUENCY–INVERSE DOCUMENT FREQUENCY
TF-IDF is a weighting scheme intended to measure how
important a word is to a specific document (in our case,
the user review) in a collection (or corpus) of documents. It is

FIGURE 6. Sample of a review from the Amazon dataset.

widely used in information retrieval and summarization. The
equation of TF-IDF is as follows:

TF − IDF = TF (t, r) .IDF (t) (1)

where Term Frequency (TF) measures how frequently a term
occurs in a review. It is the number of times a term t appears
in a review r , divided by the total number of terms in the
review r (equation 2). The Inverse Document Frequency
(IDF) measures how important a term t is in all of the reviews
(equation 3) where R is the total number of reviews and rt is
the number of reviews that contains the term t .

TF(t, r) =
c(tr )
Tr

(2)

IDF (t) = log(
R
rt
) (3)

2) MODIFIED TERM FREQUENCY–INVERSE DOCUMENT
FREQUENCY
We consider two versions of the modified TF-IDF, proposed
by Zhu et al. [23] and Ngoc et al. [2]. The method proposed
by Zhu et al. [23] adds an impact factor (IF) to the original
equation based on the assumption that eachword has different
documents or different classes. The subsequent equation is as
follows:

Modified − TFIDF (t, r) = TF − IDF (t, r) .IF(t) (4)

The calculation of TF and IDF is similar to the equations of
(2) and (3), respectively. In our case, the calculation of the IF
is based on the same ideas of Zhu et al. [23] with changes to
the values of the parameters in order to suit our requirements.
Thus, the equation for calculating the impact factor for the
term t is as follows:

IF (t) =

{
X (t)+ 3 if t is the main aspect
X (t)+ 1 if t is the core terms

(5)

where:

X (t) =

√
1
C

∑C

i=1
(eq (t,Ci)−

1
C
)
2
,
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FIGURE 7. Extracting the aspect sentiment words pair function.

C is the total number of class; and eq (t,Ci) is the number of
reviews exist in class Ci in which term t occurs, divided by
the total number of reviews.

The reviews in the dataset used in our study are divided into
five classes based on the value of ratings given to each review.
In other words, since the ratings in the Amazon dataset are
between 1 and 5, five classes corresponding to each rating
are created.

The second variation of the TF-IDF is based on the work of
Ngoc et al. [2], which is concerned with the reliability of the
TF-IDF scheme being applied to short texts, such as reviews.
It was found that TF–IDF performed well when it is used with
long documents. However, this result does not apply for short
texts [82]. As a result, inspired by the work of Ngoc et al. [2],
the equation for TF-IDF is the same as in equation 1, with the
only difference being calculating the TF. The TF is modified
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FIGURE 8. Assigning sentiment score for words function.

as illustrated in the following equation:

TF(t, r) =
c(tr )
Tr

(6)

Here, the TF is the number of times the term t appears in the
review’s sentences, divided by the total number of sentences
in the review.

3) ASPECT RATING INFERENCE
This task aims to calculate the rating of each extracted aspect,
where the rating is assumed to reflect a user’s opinion on the
aspect of the item being reviewed. The inferring of aspects’
ratings involved two steps: the first step is extracting the
sentiment words for each aspect (i.e., aspect sentiment words
pair), and the second step is assigning a sentiment score (i.e.,
a polarity) for the aspect’s sentiment words. The syntactic
dependency parser and the Named Entity Recognition (NER)
of the Java StanfordCoreNLP library are used to extract the
sentiment words of each aspect.

The algorithm for the extraction process is illustrated
in Figure 7. The inputs for this function are the extracted
aspects and their core terms and the review text. The func-
tion extracts all of the aspects’ sentiment words pairs that
are mentioned in the review text and stores them in a list.
The difference between our extraction function and other
researchers’ is that we do not make any assumptions of the
number of sentiment words for an aspect (i.e., many studies
determine only one sentiment word for each aspect [21]) nor
determine that a specific type of word is to be a sentiment
word, as most of the past studies restrict the sentiment words
to adjectives only.

To assign a score for the aspects’ sentiment words, we use
the movie domain-specific lexicon as discussed in our ear-
lier work [24]. The generation of the lexicon is based on

Labille et al.’s method in [5], but with different preprocessing
approaches. The domain-specific lexicon outperformed the
general-based lexicon in all of the experiments. This encour-
aged us to use it in this step to get an accurate score for each
sentiment word. Figure 8 shows the assigning sentiment score
function that calculates scores for the input words.

4) TOTAL REVIEW SCORE CALCULATION ALGORITHM
The conventional way for calculating the total review sen-
timent score is to extract all of the sentiment words that
are mentioned in the review text and calculate their scores
based on a specific lexicon. The summation of all the scores
of the extracted sentiment words is the total review score.
Another method to calculate the total review sentiment score
is based on the aspect sentiment words pair, which is based
on the hypothesis that a total review score is equal to the
weighted sum of the user’s opinion (i.e., their rating) on
multiple aspects. Such a hypothesis has shown its reliability
in many experiments such as [2], [4], [25]. The total review
score based on the aspect sentiment words pair is as follows:

Oi =
∑k

i=1
RikWik (7)

where Rik andWik refer to the rating and weight for aspect k
in review i, respectively.

In this research, we propose an algorithm to implement the
previous equation through using the results of the previous
three tasks of our proposed approach as inputs to the algo-
rithm (i.e., the extracted aspects with the core terms, aspects’
weights, and the domain-specific lexicon for calculating the
aspects’ ratings). The output of this algorithm is the total
review sentiment score (i.e., overall rating) for each review in
the Testing Data using equation 7. The algorithm is explained
step by step in Figure 9.
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FIGURE 9. Total review sentiment score calculation algorithm.

IV. EXPERIMENT AND RESULTS
To implement the previous four tasks of our proposed
approach, we use two standard datasets, the Amazon
dataset1 [83] and the Yelp dataset.2 We implemented the
SEAE task on the domains of book, movie, and restaurant.
The datasets of the book and movie domains are from the
Amazon dataset, whereas the restaurant domain is from the
Yelp dataset. The number of user reviews used in the experi-
ments are 1,500,000, 1,300,000, and 1,000,000 for the book,
movie, and restaurant domains, respectively. The results for
each taskmentioned in themethodology section are presented
and discussed in the following sections.

A. ASPECT EXTRACTION RESULTS
The results of the three SEAE tasks which were previously
discussed in section III.A are presented in this section.

1) EXTRACTION OF NOUN AND NOUN-ADJECTIVE PAIRS
In the PHA approach, both FBA and SRBE were imple-
mented in parallel, producing the Noun_Block_Dictionary

1http://jmcauley.ucsd.edu/data/amazon/links.html
2https://www.yelp.com/dataset

and Noun_Adj_Block_Dictionary, respectively. Table 3
presents the PHA result for the book, movie, and restaurant
domains for both FBA and SRBE. As seen, out of the
1,500,000 reviews in the book domain, only 1,499,845 are
valid reviews and the remaining 155 are empty reviews.
Similarly, for the movie domain, there are 50 empty reviews.
The unique nouns generated using the frequency-based

approach (FBA) are 125,730, 139,877, and 80,160 for the
book, movie, and restaurant domains, respectively. The
syntactic-relation based approach (SRBA) produced fewer
nouns as it mainly focused on nouns that come with the
adjectives based on the adjectives’ degree. Table 3 shows the
number of all of the nouns extracted that appear with adjec-
tives and the number of nouns that appear with comparative
and superlative adjectives.

2) CREATION OF THE MAIN DICTIONARY
In this task, both two dictionaries resulted from FBA
and SRBA are merged to create the Main_Dictionary
using the steps explained in Figure 4. Each noun in
the Main_Dictionary has three different frequency types
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TABLE 3. Numbers of Noun Extracted using the PHA Approach for the Domains of Book, Movie and Restaurant.

TABLE 4. Total Number of the Finallist List for the Domains of Book,
Movie and Restaurant.

(i.e., total frequency, adjective frequency, and compara-
tive/superlative frequency) as illustrated in Figure 5. The top
100 most frequent nouns of the three frequency types were
merged to form a SharedWords list.
Finally, upon obtaining three SharedWords lists, each

related to one of the three domains, we removed the common
nouns (i.e., 15 words) that appear in the three SharedWords
lists to keep the domain nouns only and store them in the
Finallist list for each domain. Table 4 shows the total number
of nouns in the Finallist list for the three domains.

3) GENERATION OF THE MAIN ASPECTS AND CORE TERMS
To achieve this task, two sub-processes were performed:
removing words that are not relevant to the domain and
extracting words semantically similar to the main aspects.

To remove non-relevant words related to the domain, words
that occur in Finallist whose similarity values (using the
pre-trained Google’s Word2vec model) with the domain are
less than a specific threshold are removed. The threshold
values used are 0.16, 0.14, and 0.15 for the book, movie,
and restaurant domains, respectively. Thus, only words that
are strongly related to the domains and which are considered
as the main aspects are retained in the Finallist and subse-
quently listed in the Main_Aspects list. Figure 10 lists the
main aspects of each domain. To better clarify the aspects,
the aspects are grouped into related topics.

The results have shown the capabilities of the proposed
approach to extract aspects from user reviews for various
domains. For extracting high similar words with the main
aspects, we focus only on one domain, the movie domain.
Given that multiple domains are required only in the previous
processes to differentiate between the domain aspects and the
common ones, as a result, in the remaining process, only the
movie domain will be considered.
The results of the four steps of this process are explained

in detail as follows:

TABLE 5. Results for the Adjective Phrases Extraction Step.

TABLE 6. Results for the Adjective Phrases Filtering Process.

Step 1: Extract all of the nouns that are modified by adjec-
tives (NMAdj) from the user reviews. To expedite the process,
the dataset is divided into six parts, where all of the adjective
phrases are extracted and the nouns that are being modified
by adjectives are merged. The number of extracted nouns is
159,446 as shown in Table 5. Of the 159,446 nouns, only
nouns with frequency ≥ 30 are used.
These nouns are then further filtered by removing those

that do not exist in the Word2vec vocabulary. Such nouns
are mostly those with incorrect spelling or proper nouns.
The results of the extraction and filtering are summarized
in Table 6.

Finally, the similarity values of the main aspects stored
in the Main_Aspects list with the 13,797 nouns are calcu-
lated. Nouns that have similarity values greater than 0.5 are
considered to be core terms. The total number of core terms
is 488.
Step 2: Extract all of the words that are modified by

adverbs (WMAdv) appearing in the adverb phrases of the user
reviews. This process is similar to Step 1, but the focus is on
adverb phrases instead of adjective phrases. Table 7 shows the
result of Step 2.

Similar to the previous step, only words with a frequency
greater than or equal to 30 were used and then further filtered
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FIGURE 10. The final main aspects of the three domains.

TABLE 7. Results for the Adverb Phrases Extraction Step.

by removing words that do not exist in the Word2vec vocab-
ulary. The result of this is shown in Table 8.

Finally, the similarity values of the main aspects stored in
the Main_Aspects list with the 14,943 words are calculated.
The number of the extracted core terms where the similarity
values with the main aspects are at least 0.5 is 380.

TABLE 8. Results for the Adverb Phrases Filtering Process.

Step 3: Extract all of the nouns that are modified by
adjectives (NMAdj) from the summary field. The dataset
is divided into three parts, all of the adjective phrases are
extracted from each part, and then all of the extracted nouns
are merged. After this, the redundant nouns are removed, and
finally, we get 20,631 unique nouns from this extraction step
as depicted in Table 9.

Similar to the previous two steps, the extracted nouns are
filtered as shown in Table 10, and the similarity values of
the main aspects that stored in theMain_Aspects list with the
1,793 nouns are calculated. This produces 208 words that are
considered to be core terms and have similarity values with
the domain of greater than 0.5.
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TABLE 9. Results of the Adjective Modifiers Extraction Step from the
Summary Field.

TABLE 10. Results of the Adjective Modifiers Filtering Process from the
Summary Field.

We can notice that, in the summary field, the total number
of unique nouns (i.e., nouns in Word2vec vocabulary that are
candidates to be core terms) is very small (1,793) as compared
to the number of the resulted words after Step 1 (13,797) and
Step 2 (14,943).

On the other hand, the total number of nouns that have high
similarity values with the main aspects that are stored in the
Main_Aspects list and chosen as core terms in the summary
field is 208.

This number is considered a big number whereas the num-
ber of words in both Steps 1 and 2 are 488 and 380 words,
respectively. Additionally, we can conclude that this big
number indicates that the summary field contains valuable
words that are related to the aspects. Thus, it supports our
decision to select the summary field in the aspect extraction
process.
Step 4: The last step of this task is merging the results

of both Steps 1 and 2. After removing redundant words, the
core_terms list now contains 481 words. We noticed that
all of the 208 words that resulted from Step 3 exist in the
core_terms list, and this proves that the extracted words are
comprehensive words (i.e., main words) extracted from all
of the reviews. The effect of these extracted words in the
sentiment analysis will be studied in the next section to prove
whether the extracted aspects have a positive effect on the
sentiment analysis process.

Table 11 presents samples of the extracted core terms
with their similarity values with the main aspects. As seen
in Table 11, the words edition and performancewere wrongly
spelled (editon, peformance, and performace), but have high
similarity values with the main aspect. This is one of the
reasons for choosing the Word2vec model. Ignoring all of the
words that are similar to the main aspects but incorrectly writ-
ten by the users will affect the ABSA process negatively, but
by using theWord2vecmodel, this problem can be eliminated
because it has the ability to calculate the similarity values for
such words.

TABLE 11. Samples of similarity values between the extracted core terms
and main aspects.

B. TOTAL REVIEW SCORE CALCULATION ALGORITHM
In this part, the results for the remaining tasks of our proposed
approach will be presented. The dataset that will be used in
this section is the Amazon dataset. Each review has an overall
rating range from 1 to 5 (i.e., ratings 1 and 2 as negative,
3 as neutral, and 4 and 5 positive) [84]. We use the positive
and negative reviews only, and ignore the neutral reviews as
Labille et al.’s method used in [5]. As a result, the new size for
the dataset is 1,196,941 reviews, of which 1,035,299 are pos-
itive reviews and 161,642 are negative reviews. The dataset
is divided into 80% to build the lexicon and 20% to test our
algorithm (i.e., calculating the total review score based on the
extracted aspects using the SEAE approach).

The algorithm requires three inputs: the aspects and core
terms, the aspects’ weights, and the aspects’ ratings. First,
for the movie domain-specific lexicon, we use the movie
domain-specific lexicon in [24], consisting of 123,178 sen-
timent words, whereby 117,657 of them are positive and the
remaining are negative. This lexicon is built for an unbalanced
big-sized dataset and proves its efficiency in the sentiment
analysis process.

Second, to choose the efficient aspect weight’s method
among the three methods mentioned in section III.B,
we apply the ReviewScore_AspectBased algorithm that is
explained in Figure 9 for each of the three aspect weight’s
methods, separately. The ReviewScore_AspectBased algo-
rithm takes the reviews’ texts as input and generates the total
review sentiment score for each review based on equation 7.
The resultant total review sentiment score is a value ranging
between -1 and 1. To evaluate the performance of our algo-
rithm, we compare the resultant score with the overall rating
value that comes with the review in the Amazon dataset.
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FIGURE 11. The F-measure of the three methods of aspects’ weighting in
calculating total review score.

FIGURE 12. The accuracy of the three methods of aspects’ weighting in
calculating total review score.

If the overall rating is 4 or 5 and the resulting sentiment
score is positive, it is considered as a correct calculation
for the total review sentiment score, i.e., True Positive (TP).
However, if the resultant sentiment score is negative, it is
considered as a False Positive (FP). Similar classification is
applied for the True Negative (TN) and False Negative (FN)
for the negative scores. Two standard performance measures
are used, the F-measure and the accuracy, which the equations
depict are as follows:

F −Measure =
2 ∗ Precision ∗ Recall
Precision+ Recall

(8)

Precision =
TP

TP+ FP
(9)

Recall =
TP

TP+ FN
(10)

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(11)

The following sub-sections describe the results in detail

1) WEIGHTING OF ASPECTS
The results of applying the three aspects’ weights methods in
the proposed algorithm explained in Figure 9 are as shown
in Figure 11 for the F-measure, and in Figure 12 for the
accuracy measure.

TABLE 12. Details of the Generated Lexicons.

It is clear that the Modified TF-IDF proposed by
Zhu et al. [23] generates the best F-measure and accuracy
compared to the other two methods. As a result, it will be
chosen to estimate the aspects’ weights.

2) TYPE OF WORDS IN LEXICON
The lexicon that was built in our previous research [24]
consists of words of all types (i.e., noun, verb, adjective, and
adverb) and it proves its efficiency in the sentiment analysis
process and outperforms the performance of the lexicon that
contains only adjectives. In this part, we also assess whether
the performance of the lexicon that contains all types of words
outperforms the performance of the lexicon that contains only
adjectives in our algorithm described in Figure 9. We build
three lexicons using the same method explained in [24],
the exception being choosing the words’ type during the
building of the lexicon, if we choose all of the words’ types
or the adjectives only. The number of the processed reviews
is 1,196,941, of which 1,035,299 are positive reviews and
161,642 are negative reviews. The following table shows the
detail of the generated lexicons.

Table 12 presents the details of the three generated lex-
icons and illustrates the size of the generated lexicon and
the total number of both positive and negative words. The
Adj-Lexicon(5) and Adj-Lexicon(1) are adjective lexicons
with different thresholds whereas Lexicon(10) contains all of
the types of words (i.e., noun, verb, adjective, and adverb).
The chosen words for building the lexicon are selected based
on a specific threshold (O). The O threshold refers to the
minimum number of reviews in which the word is mentioned.
For example, in the Adj-Lexicon(5), the threshold value is 5,
whichmeans that only the words that are mentioned in at least
five reviews are appending to the lexicon.

We implemented our algorithm by using the extracted
aspects with the core terms, the modified TF-IDF proposed
by Zhu et al. [23] for aspects’ weights, and the three generated
lexicons presented in Table 12 to select the suitable lexicon.
The results are shown in Figure 13.

We can observe that Lexicon(10) outperforms the other two
lexicons. This proves that all of the words’ types, and not only
adjectives, can be sentiment words. In the end, we can con-
clude that the Modified TF-IDF proposed by Zhu et al. [23]
and Lexicon(10) are the suitable aspect’s weight method and
the efficient lexicon for aspects’ ratings, respectively.

In the next section, the extracted elements, i.e.,
the extracted aspects and the movie domain-specific Lexi-
con(10), are evaluated with other baselines.
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TABLE 13. Details of the Four Test Cases.

FIGURE 13. The accuracy and F-measures of the proposed approach on
the three lexicons.

V. EVALUATION
We compare our extracted aspects with two aspects’
types, the first is the fixed aspects given by Hernández-
Rubio et al. [41] for the Amazon movie domain, where the
total number of the main fixed aspects is 23 and the total
number of the core terms is 271. The second compared
aspect’s type is the extracted aspects using the proposed
method by Caputo et al. [44], where the total number of the
extracted aspects for themovie domain of the Amazon dataset
is 223 words.

It is important to note that the aspect extraction process
is done for two main purposes: for sentiment analysis and
for summarization. In this research, we focus on conducting
sentiment analysis. As a result, wewill check the efficiency of
the extracted aspects in calculating the total review sentiment
score based on aspects as stated in equation 7. Four different
cases will be tested to evaluate their performances in calcu-
lating the total review sentiment score based on the aspects
with their weights and ratings. The detail for each element

(i.e., aspect type, aspect’s weight, aspect’s rating, and algo-
rithm for extracting the aspect’s sentiment words) in the four
tested cases is explained in Table 13.

There are two points must be clarified regarding
Table 13:
• The algorithm proposed by Hernández-Rubio et al. [41]
for extracting the aspect’s sentiment words is quite sim-
ilar to our algorithm, but they do not use NER and the
number of our chosen modifiers is more than that used
in their algorithm.

• The only difference in case three and four is the lexi-
con’s type. The aim of this difference is to evaluate the
efficiency of the extract aspects without affecting the
domain lexicon.

We apply 5-fold cross validation for the movie domain of the
Amazon dataset and in each fold, the dataset is divided into
80% for building the lexicon in case we need it as in case 4,
and the remaining 20% is used for calculating the reviews’
total sentiment scores in the four cases.

Three performance measures are tested: the F-measure,
accuracy, and coverage. The coverage performance measure
represents how many times our algorithm does not fail to
assign a score for a review, in other words, howmany reviews
resulted with total sentiment scores not equal to zero, or with
a positive or negative score. This measure shows the coverage
of the extracted aspects, in other words, whether the extracted
aspects are comprehensive for all the reviews and efficient in
the sentiment analysis process.

The average results of the 5-folds of the four tested
cases are shown in Figure 14. It is clear from the figure
that both SEAE-General and SEAE-Domain outperformed
the fixed aspects and the extracted aspects observed by
Caputo et al. [44] in the three performance measures. Also,
our extracted aspects work with the domain-specific Lexi-
con(10) and performed better than the general-based lexicon,
which proves the efficiency of the Lexicon(10) and shows that
it is more suitable than the general lexicon in the sentiment
analysis process.
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FIGURE 14. Results of the four test cases in terms of average accuracy, F-measure and coverage.

Additionally, SEAE-General outperforms both Fixed-
General and SABRE-General despite that the three cases
using the same aspects’ weightsmethod and the same lexicon.
This proves that the reason behind the high performance of
SEAE-General is our extracted aspects that work efficiently
in the sentiment analysis process.

Finally, the coverage performance measure of SEAE-
General outperformed SEAE-Domain with a small dif-
ference. The reason behind this is that the number of
the words in the SentiWordNet is bigger than the built
domain-specific lexicon (i.e., SentiWordNet contains more
than 200,000 entries depicting sentiment scores for vari-
ous senses of words and phrases [85]). On the other hand,
the accuracy and the F-measure of SEAE-Domain are 7%
and 4.5% higher than SEAE-General, respectively. This
means that big-sized lexicons do not always reflect high
performance.

VI. CONCLUSION
In conclusion, this article described an efficient approach
for aspect-based sentiment analysis process designed for
unbalanced large-scale reviews and implemented on a real
Amazon dataset. The approach consists of four various tasks,
the first task is extracting the main aspects from three
domains, movies, books, and restaurants, through a hybrid
approach. This was followed by a semantic similarity-based
approach to extract the core terms for each main aspect.
The second task is estimating a weight for each aspect that
reflects the importance of the aspect for users within all the
reviews by using a modified version of TF-IDF, followed by
the third task that aims to assign a rating for the extracted
aspect using a domain-specific lexicon. The last task uses
the aspects and their weights with the support of the domain
lexicon as inputs for an algorithm that is specialized in
calculating the total review sentiment score based on the
aspects. The proposed approach is evaluated by comparing

the generated total review sentiment scores with other three
cases using fixed aspects and learned aspects with either
a domain-specific or general-based lexicon. The proposed
approach outperformed the three compared cases in terms
of F-measure, accuracy, and coverage. In the near future,
we plan to increase the efficiency of the proposed approach
by using the co-occurrence relations during the extraction of
the core terms.

While the co-occurrence relations can predict coherent
knowledge among words, our approach does not use such
relations during the extraction of the core terms for each
aspect and depends only on the semantic and dependency
relations. Thus, some terms that co-occur with some opinion
words may remain unextracted. This issue will be put forward
as a future work.

Additionally, we plan to use the extracted aspects in pro-
filing user and item profiles for applications of recommender
system.
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