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ABSTRACT A functional head-movement corpus and convolutional neural networks (CNNs) for detecting
head-movement functions are presented for analyzing the multiple communicative functions of head move-
ments in multiparty face-to-face conversations. First, focusing on the multifunctionality of head movements,
i.e., that a single head movement can simultaneously perform multiple functions, this paper defines 32 non-
mutually-exclusive function categories, whose genres are speech production, eliciting and giving feedback,
turn management, and cognitive and affect display. To represent and capture arbitrary multifunctional
structures, our corpus employs multiple binary codes and logical-sum-based aggregations of multiple coders’
judgments. A corpus analysis targeting four-party Japanese conversations revealed multifunctional patterns
in which the speaker modulates multiple functions, such as emphasis and eliciting listeners’ responses,
through rhythmic head movements, and listeners express various attitudes and responses through continuous
back-channel head movements. This paper proposes CNN-based binary classifiers for detecting each of
the functions from the angular velocity of the head pose and the presence or absence of utterances. The
experimental results showed that the recognition performance varies greatly, from approximately 30% to
90% in terms of the F-score, depending on the function category, and the performance was positively
correlated with the amount of data and inter-coder agreement. In addition, we noted a tendency toward
overdetection that added more functions to those originally in the corpus. The analyses and experiments
confirm that our approach is promising for studying the multifunctionality of head movements.

INDEX TERMS Deep neural networks, gesture recognition, meeting analysis, multimodal sensor, nonverbal

behaviors, social signal processing.

I. INTRODUCTION

Computational analysis of human social behavior has
emerged as a frontier in computer science, referred to as
social signal processing [1]. Among the various social behav-
iors, an attractive target of study in social signal processing
is behaviors appearing in face-to-face conversations [2], [3].
Here, the knowledge and means of automatically recognizing
conversational behaviors are useful for developing embodied
conversational agents (ECAs) [4], [5] and other applications.
In particular, nonverbal behaviors, such as head movements,
gaze, facial expressions, bodily gestures, and vocal prosody,
play important roles in face-to-face settings. As a type
of visual nonverbal behavior, this paper focuses on head
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movements, which, in conversations, serve multiple essential
functions related to speech production, eliciting and giving
feedback, managing speaking turns, and displaying one’s
attitude, cognitive states, and emotions. In addition, together
with other nonverbal behaviors, head movements appearing
in conversations can provide useful clues to assessing various
aspects of individuals and groups, such as communication
skill [6], [7], personality traits [8], [9], leadership [10], [11],
and team performance [12].

In particular, head movements have been recognized as
a useful nonverbal communication modality in the context
of embodied conversational agents, and the technologies for
head-movement recognition and synthesis have been consid-
ered keys to improving both the intelligence and interactivity
of an agent. This is because the user’s head movements reveal
a variety of internal states, including interest, motivations,
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and level of understanding of what the agent is trying to
say. Therefore, if the agent can recognize the user’s head
movements and ‘mind-read’ the user’s attitudes and cognitive
state from them, it can promptly regulate its own behaviors,
including its head movements, toward the mutual goal of the
users and agent; e.g., it can build rapport through mimicry of
the user’s nods [13]-[15]. In addition, synthesis of the ECA’s
head movements is also an important task because it enables
users to better understand the intentions and internal states
of the agent, e.g., the level of attentiveness, in an intuitive
way [13], [16], [17].

Another application area involving head movements
is computer-mediated communications (CMCs), especially
robotic telepresence [18], which exploits robotic heads as
surrogates of remote users. The robotic head, which typically
represents or displays the remote user’s face, is controlled
automatically by tracking the user’s head [18], [19] and/or
controlled manually through user interfaces [19]. Intelligent
control of robotic heads is an important research topic that
seeks to compensate for communication deficits caused by
transmission delays and limited audio/visual channels and to
improve the interactivity among spatially separated people
so that they can interact as if they were all together in the
same place; here, the aim is to adaptively regulate the robot’s
movements depending on the user’s intentions, as recognized
from his/her head movements and other behaviors, and on
the communication environment. The computational tech-
niques for analyzing and understanding spontaneous head
movements appearing in natural human-human conversations
are thus considered to be worth exploring as the basis for
developing these applications.

One distinctive aspect of head movements is their diversity
of function, called multiple functionality, wherein a single
head movement can manifest more than one function. For
example, a nod is generally interpreted as a sign of ‘yes’,
and a shake is interpreted as a sign of ‘no’ [20]; these are
called emblem gestures [21]. However, a single nod in a
conversation can also be interpreted as indicating listening,
understanding, or agreement. Nods with different meanings
might have distinct kinetics, but the boundaries of these
kinetics seem rather vague and may change depending on
the context, individual, and culture or language. Moreover,
a single nod sometimes manifests multiple functions at the
same time, e.g., by simultaneously displaying signs of lis-
tening and understanding. In addition, intentional behav-
iors have communicative functions; unintentional behaviors
can influence others’ thoughts and actions. Considering the
above, this study views multifunctionality as a mixture of
potential meanings encoded in the sender’s behaviors and
a diversity of interpretations by different receivers in multi-
party conversations. Furthermore, we assume that this mul-
tifunctionality could serve as a driving force of conversa-
tions, taking the perspective that conversation is a process
of disambiguating each other’s expressions and meanings to
create mutual understanding and shared consensus among the
participants.

217170

The multiple functionality of head movements has also
been referred to as being multiple level [22], [23], of a
multitude [23], and an example of polysemy [24], [25]. Note
the term polysemy originally referred to a phenomenon in
linguistics whereby a single word is associated with multiple
meanings [26]. Poggi et al. borrowed this term to shed light
on the multifunctionality of head nods [24], [25] under the
assumption that the true meaning of a nod can be singled
out among other candidates when the context is fixed. Here-
after, we will abbreviate the communicative functions of head
movements as head-movement functions or just functions.

Compared with facial expressions [27] and hand ges-
tures [28], [29], head movements are difficult to describe
and analyze. Facial expressions and hand gestures can be
decomposed into a set of elements, of which the spatial
configuration/articulation clearly represents a specific form
of meaningful gesture. For example, in Ekman’s facial action
coding system (FACS) [30], a combination of action units
such as AUG6 (cheek raise) + AU12 (lip corner pull) represents
the expression ‘smile’. On the other hand, head movements
cannot simply be segmented into elements in space and time.
Assuming the existence of such prototypical elements, which
Birdwhistell’s Kinesics [31] called kinemes, a number of
studies have tried to describe head movements using kinetic
categories such as nod, jerk, and shake [32]-[34], and/or
kinetic features such as amplitude, frequency, and cyclical-
ity [32], [35]-[37]. As reviewed in the next section, many
researchers have tried to establish a link between kinetic cat-
egories/features and specific functions; however, a solid one-
to-one correspondence between kinetics and functions has yet
to be established. In fact, the study of the multifunctionality of
head movements has so far been hampered by the complexity
of the kinetics and diversity of the functions.

This study aims to provide a novel approach to exploring
the structure of multiple communicative functions manifested
through head movements in conversations. To this end, this
paper first presents a functional head-movement corpus and
reveals some aspects of multifunctionality by analyzing how
and identifying which functions co-occur in conversations.
Second, we examine the possibility of automatic recogni-
tion of multiple head-movement functions using the corpus.
Reflecting on the past finding that there is no fixed one-to-
one relation between kinetic categories/features and func-
tions, we hypothesized that raw head-movement data, i.e.,
a time series of head-pose angles, still contain rich informa-
tion for distinguishing functions. To verify this hypothesis,
we employed modern machine-learning models called deep
neural networks (DNNs) [38], in particular, convolutional
neural networks (CNNss) [39], and we examined their capabil-
ity of automatically detecting head-movement functions from
raw head-pose data.

First, this paper presents our functional head-movement
corpus. To represent the multifunctionality of head move-
ments, this corpus employs non-mutually-exclusive binary
codes, each of which represents the presence or absence of
a function in a time frame (e.g., 1/30 sec.) in a conversation.
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The set of multiple binary codes can represent an arbitrary
multitude of functions. Specifically, we define 32 function
categories—13 related to speaking, 12 for reacting, and
seven others—that cover a wide range of functions, includ-
ing speech rhythm and emphasis, feedback interactions, turn
management, and cognitive and affect display. To capture
the diversity of functional interpretation as well as possible,
the logical sum of multiple coders’ interpretations is used
to create the final code. These strategies make our approach
distinct from previous ones that assume mutually exclusive
classes and use single-valued attributes as the ground truth
agreed upon by the coders. Targeting conversations among
four Japanese females, we built a corpus with the cooperation
of three coders. Our co-occurrence analysis of the corpus
revealed simultaneous multifunctional structures in which
speakers modulate rhythmic head movements to perform var-
ious functions, such as emphasis and eliciting responses, and
listeners modulate continuous back-channel head movements
to express various attitudes and responses. We find that var-
ious cognitive and affect display functions are densely inter-
related with each other and form a rich functional spectrum
of meaning expressed through head movements.

Next, to automatically detect head-movement functions
from head-movement data, this paper presents classification
models based on CNNs. To date, most automated methods
of recognizing head movements have targeted classifications
of kinetic categories such as nods and shakes, and only a
few studies have addressed the recognition of head move-
ment functions [40]-[42]. The existing approach employs
manually annotated kinetic categories as the input data and
aims to find a link between the kinetic categories of the
head movements and functions. However, this approach has
trouble dealing with subtle differences in movements and in
the manual categorization of kinetics without ambiguity [41].
In contrast, our approach aims to find a direct link between
raw head-movement data and functions without using inter-
mediate symbolic representations. To this end, we used CNN
models with the expectation that they could model subtle but
crucial differences in kinetics to distinguish different func-
tions. To highlight head movements as the main information
source, we employed a minimum bimodal approach, which
uses only head pose and speaking activity, i.e., the presence
or absence of an utterance, as the input data.

CNNss are widely used forms of DNNs that show excellent
performance in various tasks [38], [39]. According to a survey
[43], [44], CNNs have been the most frequently used DNN
models for human behavior recognition based on the time
series data of bodily movements [45]-[50], and its perfor-
mance has been well verified for the purpose. Therefore,
we decided to employ the CNN as the reasonable baseline
that could reveal the potentials for the automatic recognition
of head-movement functions. We built separate binary classi-
fiers based on CNNss for the ten most frequent functions found
in our corpus. The experimental results were insightful and
promising. The recognition performance varied greatly, from
approximately 30% to 90% in terms of the F-score, depending
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on the function category. Positive correlations were found
between the performance measures and amount of data and
between the performance measures and inter-coder agree-
ment. These results support our hypothesis in the case in
which a function category contains a large amount of data
and there is substantial inter-coder agreement, while they do
not support it in the case of a small amount of data and
large variations in the coders’ interpretations. The qualitative
and quantitative analyses of the recognition results showed
a tendency toward overdetection that added more functions
to the original ones in the corpus, which implies denser
interactions between the speaker and listeners through mul-
tifunctional head movements. In addition, we found that our
CNN models outperformed support vector machine models
and that the CNN models that use image-based head-pose
measurements provided a comparable level of performance
to that of sensor-based measurements.

The contributions of this paper are summarized as follows:

o This paper proposes a novel functional head-movement
corpus that represents the multiple functionality of
head movements in face-to-face conversations. Anal-
yses reveal the structures of multiple head-movement
functions, such as the speaker’s rhythmic movements,
the listener’s back-channel movements, and cogni-
tive/affective expressions.

o This paper explores the potential of using head-
movement data as a rich source of information for auto-
matically detecting multiple functions, and it shows the
possibility and limitations of the automatic recognition
of head-movement functions by using CNN models.

In these two respects, we believe this study will contribute
to a deeper understanding of human nonverbal behaviors and
the automatic recognition thereof in future applications.

This paper is organized as follows: Section 2 reviews
the communicative functions of head movements, coding
schemes, and the automatic recognition of head movements.
Section 3 presents our functional head-movement corpus
together with its definitions, the coding scheme, and corpus
analyses. Section 4 describes our CNN models for the auto-
matic recognition of head-movement functions and presents
the experimental results. Section 5 discusses future work.
Section 6 draws conclusions.

Il. RELATED WORK

This section reviews the communicative functions of head
movements, as described in the literature. Then, it reviews the
annotation schemes for head movements and their functions.
Finally, it surveys the trends in the automatic recognition of
head movements.

A. COMMUNICATIVE FUNCTIONS OF HEAD MOVEMENTS

There have been a number of review papers surveying head
movements and their functions in conversation [23]-[25],
[51]-[54]. On the basis of these papers and other literature,
we review the head-movement functions related to speech
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production, speaker cognitive expression, speaker feedback
request, listener feedback and cognitive expressions, affect
display, and turn management, as described below.

1) SPEECH PRODUCTION

The speaker’s body movements are rhythmically coordinated
with the articulated segmentation of his/her speech [36], [55],
[56]. Hadar et al. found that the speaker’s head is constantly
in motion during his/her utterances, while the listener’s head
tends to remain stationary when listening [36]. This kind
of movement is called batonic or rhythmic movement. The
speaker also uses head movements to put stress on his/her
speech [35], [52], [53], [57]-[59]. Rapid head movements
tend to coincide with the peak loudness of speech [35].
Repeated movements can emphasize words and phrases [59].
Head shakes co-occurring with adverbs or exclamations such
as “very” and ‘“‘really”’ emphasize verbal content [52], [58].
Furthermore, head movements are used for gesticulation [21],
[60], [61]. McClave et al. pointed out that head pose and
head movement serve narrative functions, including express-
ing mental-image characters, making references to physi-
cal or mental space, listing alternatives, and marking direct
quotes [52].

2) SPEAKER’s COGNITIVE EXPRESSIONS

The speaker’s head movements also indicate his/her internal
cognitive state with regard to speech production. When a
speaker thinks while speaking, e.g., performs a word search
in his/her mind, the speaker turns his/her head away from
the other participants to reduce the visual cognitive load
[62]. Hesitations, which indicate the speaker is having dif-
ficulty producing speech, can be identified from irregular
head movements that are different from rhythmic movements
[56], [63]. Hadar et al. discovered that a high-frequency
and low-amplitude head movement appears just after such
a dysfluency period [63]. A small lateral shake of the head
can indicate a speaker’s uncertainty when he/she feels a
piece of information is missing [52]. Repeated head move-
ments appear when the speaker performs self-affirmation and
self-reflection [59]. Lateral shaking of the head typically
appears before lexical self-repair [52], [58].

3) SPEAKER’s FEEDBACK REQUESTS

Feedback from listeners to the speaker, which does not signify
the intent to claim a speaking turn, is known as a “‘back-
channel” [64], [65]. Typical back-channel signals include
short utterances, such as ‘uh huh’ and ‘mm hmm’, and nods.
Traditionally, the back channel was considered to consist of
minimal, non-interruptive, and spontaneous responses of the
listener to the speaker [64], [66]. Later, it was reframed as a
joint activity between the speaker and listener [52], [67]-[71].
This change in perspective was related to the advent of the
concept that conversations are organized through mutual ori-
entation, in which both the speaker and listener need to orient
and secure each other’s attention to retain their positions as
speaker and listener [72]. The speaker’s nods and jerks (i.e.,
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nods starting with upward movements) of the head are used
to elicit listener responses to monitor their attitudes and level
of understanding of what the speaker is trying to express,
and the speaker adaptively changes the course of his/her
own subsequent speech accordingly [52], [70], [73]. Maynard
found that nearly 40% of listener back-channels in Japanese
conversations occurred in the context of the speaker’s head
movement [74]. In addition, to elicit listener responses, the
speaker turns to or gazes at the listener [75], who looks back
at the speaker, at which point mutual gaze occurs [76]. Such
mutual gazing, called the gaze window, is a strong cue for
eliciting responses from listeners [77], [78].

4) LISTENER's FEEDBACK AND COGNITIVE EXPRESSIONS
Different types of listener feedback involving head move-
ments have been identified. Note that here we exclude aspects
of vocal feedback such as newsmarkers (e.g., ‘really?’),
change-of-activity tokens (e.g., ‘alright’), and assessment
tokens (e.g., ‘great’) [79].

First, a continuer, as termed by Schegloff [80], is a typical
feedback signal often consisting of a listener’s short utter-
ances and/or nods [64], [68]. It can be interpreted as a sign of
listening with attention to the speaker or a supportive stance
toward the current speaker’s turn and their listener-hood.
Typical continuer head movements can be characterized as
small single-shot nods [54], [81]. Second, when the speaker
elicits listener feedback as mentioned above, the listeners
respond with behaviors including gazes and nods [75], [76].

Third, listeners intentionally or unintentionally exhibit
their internal cognitive state in feedback signals, which are
layered on one another, as suggested by Clark’s four-stage
model (attending, identifying, understanding, and consider-
ing) [67], [71] and Allwood’s four-dimensional model (con-
tact, perception, understanding, and attitudinal reaction) [82].
In these models, understanding is one of the core cognitive
processes, and listeners’ jerks (up-down-up nods) are often
used as a feedback signal to display their understanding to
the speaker [32], [34].

Fourth, head movements can indicate other cognitive
states, such as thinking and uncertainty [83]. Fifth, the lis-
tener’s head movements show their attitude toward what is
being said by the speaker. Usually, nods are considered to
indicate agreement, whereas a lateral shake of the head is con-
sidered to indicate disagreement [20], [84]. Both movements
are cyclic (approximately 3 cycles) [37]. High-amplitude
nods indicate affirmative responses [81], [85], [86]. Stivers
et al. suggested that listeners’ nods in ‘mid-telling position’
indicate their support for the speaker’s stance [87]. However,
the degree of kinetic arbitrariness is uncertain [20], [37], and
the correspondence between movement and meaning, e.g.,
a nod means yes and a shake means no, is not universal
and is culturally dependent [20]. Furthermore, listeners’ head
movements are also used for performing gesticulation [21],
[60], [61].

As seen from the above, the listeners’ back-channel head
movements are highly multifunctional, and their timing and
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meaning have large variations depending on the individual
and context. For example, Iwan de Kok and Heylen gave
an example in which multiple listeners, who were listening
to the same speaker on live video, responded in different
ways depending on their individual state and motivation [88].
In addition, back-channel nods appear differently depending
on language. For example, Maynard found that Japanese
listeners nod nearly two times more frequently than American
listeners [74].

5) AFFECT DISPLAY

In recent years, head movements have been revealed as an
effective means of affect display. Livingstone et al. discov-
ered that observers can accurately perceive the emotions
(happy, sad, and neutral) of speakers and singers from only
their head movements, i.e., without being able to see or hear
their facial expressions or voice [89]. Adams et al. found
that head movements carry emotional information comple-
mentary to the facial expression [90] and can be useful input
for the automatic recognition of emotional categories [91].
Otsuka suggested that head movements expressed with a
robotic telepresence avatar increase the observer’s perception
of emotion compared with a static display showing the same
face image without physical movements [18].

6) TURN MANAGEMENT

Switching from the current to the next speaker is called
turn-transition or turn-taking. Head movements play impor-
tant roles in turn-taking. According to the turn-taking sys-
tem of Sacks [92], conversation participants generally follow
three rules with priority levels: i) the current speaker selects
the next speaker, ii) the next speaker self-selects, and iii) the
current speaker continues to speak. The turn-taking rules are
implemented by exchanging verbal and nonverbal signals or
cues between the speaker and listeners [53], [60], [65], [93].
A speaker’s nod is considered to be a turn-yielding cue [53].
Maynard found that nods are used to mark clause boundaries
and the ends of turns [53]. Hadar pointed out that a postural
shift of the speaker’s head indicates the completion of a
sentence or clause [94]. On the other hand, a shift away from
the listener’s head is considered to be a turn-taking cue, and
listeners’ back-channel nods are interpreted as turn-avoiding
cues [60], [93]. Kendon suggested [95] that a speaker gazing
at the listener at the end of his/her turn is a turn-yielding
cue, and a listener gazing back at the speaker creates a short
mutual gaze; the speaker subsequently averting his/her gaze is
a turn-taking cue. Because gaze shifts are often accompanied
by head-pose shifts, head movements are also considered to
be turn-yielding/taking cues.

B. CODING SCHEMES FOR HEAD MOVEMENTS
Several coding schemes and corpuses have been developed
for analyzing and understanding the functions of head move-
ments in face-to-face conversations.

Allwood et al. developed a multimodal coding frame-
work called MUMIN for feedback, turn management, and
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sequencing functions [96]. MUMIN targets multimodal
behaviors, including head movements, facial expressions,
gaze direction and movements, hand gestures, and body
postures. Based on Allwood’s four-dimensional model men-
tioned above [82], the scheme codes listener feedback
in terms of contact-perception-understanding (CPU) status,
acceptance/non-acceptance, and attitudinal response, where
the CPU status is either C-P (contact-perception) or C-P-U
(contact-perception-understanding) and the response con-
forms to Ekman’s basic emotion categories [27]. In addition,
the direction of feedback, i.e., eliciting or giving feedback,
and turn management (gain, hold, and end), are also anno-
tated. The sequencing functions consist of opening, continu-
ing, and closing speech act sequences. MUMIN has strengths
in annotating multimodal expressions and in its ability to code
multiple functionalities, which can include one or more of the
feedback, turn management, and sequencing functions.

Upon building a MUMIN-based corpus called NOMCO,
Paggio and Navarretta addressed the multifunctionality of
head movements and employed an annotation procedure
for resolving the simultaneous multifunctionality of head
movements and other gestures. In this procedure, each coder
chooses one primary function per gesture out of the plausible
functions, and inter-coder disagreements are resolved through
post-discussions, followed by a third coder’s final judgment
[42]. Our standpoint differs from theirs in that we do not
regard the simultaneous multifunctionality and inter-coder
disagreement as an issue to be resolved but instead regard the
intrinsic nature of conversational head movements as an issue
to be explored.

Poggi et al. targeted nods appearing in a TV broadcast
of a political debate and proposed a typology of nods [24],
[25]. The typology consists of six types of speaker nods, 14
types of addressee nods, and 5 types of side-participant nods.
The strength of this typology is in detailing the functions
of nods, such as listener agreement, approval, permission,
and submission, each of which represents a different dia-
logue act. However, the typology does not include shakes of
the head or other movements, and it lacks certain functions
such as turn management. In addition, due to the nature
of the TV program, the pre-edited video data contained
only parts of the participants’ behaviors, which made it
hard to analyze the conversational interactions in the debate
itself.

Head movements have been categorized on the basis of
their kinetics as well as their function. Wilodarczak et al.
proposed the head gesture unit (HGU), which consists of a
kinetic category (‘nod,” ‘jerk,” ‘tilt, ‘turn,” ‘protrusion,” and
‘retraction’), number of cycles, duration, frequency per unit
time, and complexity (number of gesture types in a single ges-
ture phase) [32]. Kousidis ef al. added five other categories,
consisting of ‘shake,” ‘bobble,” ‘slide, ‘shift, and ‘waggle’
[33]. Buschmeier et al. built an Active Listening Corpus
(ALICO), which employs HGUs [32] for listener expressions,
Kousidis’s extension [33] for speaker expressions, and vocal
feedback expressions [34].
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Looking more broadly than head movements, there has
been several attempts to create corpuses that include diverse
annotations from multiple coders as follows. Cowie et al.
annotated the emotion categories using multiple coders, who
perceived audio and/or visual cues from the interactions in
TV shows [97]. They confirmed the low inter-coder agree-
ment, which indicates the nature of real-life communication,
including blended emotions and contradictory multimodal
cues. Kumano et al. attempted to capture the diverse inter-
pretations by multiple coders on the pairwise empathy in
group meetings, which was represented as the distribution
over empathy, antipathy, and neither categories [98]. They
built a Bayes model that could predict the distribution of
the interpretations from the facial expressions of meeting
participants.

In the field of language processing, Passonneau et al.
conducted a word sense annotation via cloud sourcing, which
requested multiple workers to annotate multiple sense labels
per word [99]. They concluded that the annotations of the
cloud-sourced workers were preferable to those from a single
trained annotator for building their probabilistic annotation
models. To study the semantic relationship in discourse,
Rohde et al. conducted cloud-source experiments, which
asked multiple workers to answer an appropriate conjunction
that could be inserted immediately before an adverbial in the
given sentences [100]. They observed the diverse patterns of
conjunction-adverbial combinations, which indicated multi-
ple possible connections between the sentence and its context,
and suggested the importance of different judgements of mul-
tiple annotators to fully characterize the discourse relations.

Upon the importance of different interpretations of multi-
ple coders as we reviewed above, this paper proposes a novel
functional head-movement corpus that can represent the
diverse interpretations by multiple coders on multiple func-
tionalities achieved through head movements in multiparty
conversations. Because nonverbal behaviors such as head
movements are an integral part of a language, our corpus and
its analysis on the multifunctionalities of head-movements
are expected to contribute to a deeper understanding of the
real-life nature of human communication.

C. AUTOMATIC RECOGNITION OF HEAD MOVEMENTS

1) RECOGNIZING KINETIC CATEGORIES

Previous studies mainly targeted automatic recognition of
nods and shakes of the head. A typical framework con-
sists of feature extraction from a video sequence, followed
by classification, which determines the category of the
head movements depicted in the input video. A number of
techniques have been used for feature extraction, such as
facial landmark detection [101]-[103], optical flow calcu-
lation [104]-[106], appearance modeling [107], and head
pose tracking [108]-[111]. Facial landmarks include the eyes
and/or the midpoint between the eyes [101], [102], [112],
the tip of the nose [113], and facial points detected by,
e.g., scale-invariant feature transform (SIFT) [103]. Although
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the use of image-based tracking to measure the head pose
has been considered challenging [114], it has seen signifi-
cant progress thanks to the advent of depth image sensors
[110], [111], [115], accurate 3-D head models [103], [115],
and deep neural networks [116]. The head pose sequences
obtained from the tracker are often used in further fea-
ture extraction processes such as the fast Fourier transform
(FFT) [108] and discrete wavelet transform (DWT) [109].
In addition, various classifiers have been used, including
those that incorporate rule-based decision making [101],
hidden Markov models (HMMs) [102]-[104], [112], finite
state machines [105], Bayesian networks [107], variants of
conditional random field (CRF) models [117], [118], support
vector machines (SVMs) [108], [109], independent compo-
nent analyses (ICAs) [119], non-negative matrix factorization
(NMF) [113], and deep neural networks (DNN5s) [120], [121].
Relatedly, Akakin et al. found that fusion models, which
integrate the results of multiple classifiers, can significantly
improve classification performance [119].

Many recent advances have been made by DNNs [38].
In particular, the authors’ group has used CNNs to detect
nods from head pose sequences in multiparty conversations
[120] and has found that the CNN model significantly outper-
formed the Wavelet+-SVM model [109]. We employed this
CNN model as a reference for examining the possibility of
detecting head-movement functions. Sharma et al. recently
employed a composite DNN called ConvLSTM, consisting
of CNNs followed by a long short-term memory (LSTM), for
classifying ten head-movement classes (nod, jerk, up, down,
tick, tilt, shake, turn, forward, and backward) from head
positions/poses and facial landmarks [121]. They found that
a multiscale version of the ConvLSTM model with bimodal
head and face inputs outperforms a single-scale model and/or
single-modal input.

Another approach is to use contextual information and/or
multimodal features. Morency et al. targeted interactions
between humans and artificial agents and developed a
context-based gesture recognizer that takes context cues as
additional input features, such as timing (e.g., end of utter-
ance or not), utterance type (e.g., question or not), and lexical
features (e.g., “Do you”) [122]. An example of the multi-
modal approach is using the speaking status, i.e., speaking
or silent, of the target person together with visual motion
features [123].

2) RECOGNIZING ATTITUDINAL EXPRESSIONS

Pioneering studies on the automatic recognition of attitu-
dinal expressions from head movements include that of
Bousmalis et al., who attempted to automatically recognize
‘agreement’ and ‘disagreement’ from manually annotated
behaviors, including nodding and shaking of the head, hand
and body gestures (e.g., forefinger raise, hand wag, shoulder
shrug), and audio features (e.g., pitch and energy) [85], [124].
They concluded that nods and shakes of the head are the
most discriminative features and that multimodal data are
more useful than single-mode data. Kaliouby and Robinson
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demonstrated automatic recognition of six attitude classes,
i.e., ‘agreeing,’ ‘disagreeing, ‘concentrating, ‘interested,
‘thinking,” and ‘unsure’, from head poses, facial landmark
points, and mouth actions detected in frontal face images [83].
Although they did not target spontaneous conversations, their
findings indicate that head movements are a rich source of
information for recognizing human attitudes. Using similar
features to those in [83], Sheerman-Chase et al. targeted
four categories, ‘thinking,” ‘understanding,’ ‘agreeing,” and
‘questioning’, in spontaneous conversations and claimed that
the resulting classifications were comparable to manual clas-
sifications [125]. Xiao et al. proposed a method for clas-
sifying ‘acceptance, ‘blame, ‘positive behavior,” and ‘neg-
ative behavior’ in dyad conversations by modeling optical
flow patterns over a person’s head region in videos by using
line spectral frequencies (LSFs) and a Gaussian mixture
model.

3) RECOGNIZING COMMUNICATIVE FUNCTIONS

There have only been a few studies targeting automatic clas-
sification of the communicative functions of head movements
in conversations. These were based on the manual annotation
of kinetic categories of head movements and other gestures
[40]-[42]. Jokinen et al. tried to classify communicative func-
tions by performing MUMIN-based annotations on Danish
and Estonian data, including head movements, facial expres-
sions, eye movements, gaze directions, mouth openness,
and lip positions [40]. The target functions were feedback
(CP, CPU, accept, non-accept, elicit, emphasis), turn man-
agement (take, accept, yield, end, hold), and semiotic type
(index-deictic, index-non-deictic, iconic, symbolic). They
achieved approximately 60% to 80% classification accuracy.
Navarretta and Paggio tried to recognize the dialogue acts
of feedback expressions from head movements and facial
expressions in a MUMIN-based corpus and from prosody fea-
tures [41]. The dialogue acts were ‘accept,’” ‘decline,” ‘repeat
rephrase,” and ‘answer’. They found that a hidden Naive
Bayes classifier of head movements and facial expressions
performed better than using prosodic features and achieved an
f-measure of approximately 50%. Later, Paggio and Navar-
retta summarized their series of machine learning experi-
ments on their NOMCO corpus for predicting communicative
functions from manually annotated gestures [42]. They con-
cluded that the best classifier for the feedback functions of
head movements and facial expressions was the SVM, which
achieved an F-score of 0.76 and outperformed a naive Bayes
classifier.

In contrast to the above studies, our approach does
not use manual annotations of kinetic categories as its
input data but rather aims to establish a link between
head-movement functions and the raw data composing a
head-pose sequence. Our method also employs a minimum
bimodal approach using only the head pose and speak-
ing activity, which represents the presence or absence of
one’s utterance without any other modality or interactional
context.
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lll. FUNCTIONAL HEAD-MOVEMENT CORPUS

This section reviews the functional head-movement corpus
that we have developed for analyzing the multiple functional-
ity of the head movements in conversations.! First, we define
a set of communicative functions related to head movements,
followed by the coding scheme. Then, we present an analysis
of multifunctionality and the kinetics of head movements.

A. DEFINITION OF FUNCTION CATEGORIES

The set of communicative functions related to head move-
ments is shown in Table 1.2 This set was chosen to cover
as many head-movement functions as possible among those
found in the past studies discussed in Section II while keep-
ing them as simple as possible for practical coding. The
table lists 32 functions, including 13 speech-related func-
tions (s1~s13), 12 reaction functions (r1~r12), and seven
other functions (c1~c7), where the symbol (s, r, or c)
+ number denotes a single function category. To represent
multifunctionality, the function categories are not mutually
exclusive and are described by multiple binary codes, each
of which indicates the presence or absence of each function-
ality. In theory, 232 ~ 4.3 billion different patterns can be
described in our corpus. The temporal resolution of the codes
is assumed to be a single video frame, e.g., 1/30 sec, which
enables the analysis of fine-grained dynamics. We target head
movements including vertical movements (including nods
and jerks), lateral (horizontal) shakes, and tilts. Note that
we do not assume any prerequisite relationship between the
kinetic classes and the functions. For simplicity, we exclude
lateral head turns accompanied by gaze shifts and their related
functions.

The speech-related functions (sl~s13) are head-
movement functions related to speech and vocal production,
which include rhythmic articulation, emphasis, hesitation,
word-search, repair, and turn yielding. These are mainly
assigned to the speaker, i.e., the floor holder, but the listeners’
short back-channel utterances are also within the scope of
these functions. The reaction functions (r1~xr12) are related
to the reactions and responses to others’ utterances and
behaviors. These are assigned not only to the listener but
also to the speaker, who reacts to the listener’s feedback.
We distinguish speech-related functions and reaction func-
tions because speech production involves voluntary cognitive
processing and motor activities that are different from per-
ceiving and reacting to others’ behaviors and/or utterances.
Since our coding scheme is fully non-mutually exclusive,
both speech-related function(s) and reaction function(s) can
be simultaneously assigned to a head movement, such as
the listener’s nodding with a short utterance. Such flexibility
is an advantage of the proposed coding scheme. The other

IConsult with the authors about the availability and licensing of the
corpus.

2The supplemental movie shows example scenes for each functional cat-
egory. Note that the faces in the movie are partially hidden to draw attention
to the head movements rather than the facial expressions and to anonymize
the people in the movie.
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TABLE 1. Definitions of the function categories of head movements. s1~s13 are speech-related functions, r1~r12 are reaction functions, and c1~c7 are

other functions.

# category description

sl rhythm rhythmic movements occurring with speech production

s2 emphasis putting stress on one’s speech and/or action

s3 completion indicating the completion of one’s speech with a nod

s4 turn-yielding attempting to give a listener the next turn

s5 confirm response eliciting listeners’ response to monitor other’s attitudes/responses
s6 ask for agreement asking for agreement in the form of a tag-question

s7 question nodding at the end of a sentence to indicate it is a question

s8 think to speak indicating thinking while speaking, e.g., during a word search
s9 unsure about speaking  indicating hesitation or lack of confidence

s10  signaling attempting to attract another’s attention

s11l  self-affirmation reflecting on one’s own prior speech with satisfaction

sl2  acting indicating acting or gesticulation

s13  repair repairing one’s prior utterance while shaking one’s head

rl back-channel listening with attention; a continuer, aizuchi in Japanese

r2 response responding to the speaker’s confirmation, question, etc.

r3 ask to repeat asking the speaker to repeat previous speech

rd turn-taking accepting or attempting to take the next turn

r5 thinking indicating thinking while listening

r6 understanding indicating understanding of what the speaker meant to say

r7 uncertain indicating that one could not understand well what the speaker meant to say
r8 doubt showing doubt about what the speaker said

r9 surprise being surprised

rl10  puzzlement being confused

rll  affirmation replying as with ‘yes’, acceptance, agreement, approval, etc.
rl2  negation replying as with ‘no’, rejection, disagreement, disapproval, etc.
cl positive emotion displaying positive emotions, e.g., empathy or satisfaction

c2 negative emotion displaying negative emotions e.g., antipathy or dissatisfaction
c3 inattentiveness indicating boredom or lack of interest

c4d encourage speaker encouraging the speaker or eliciting another to speak

c5 synchronization synchronizing with the actions of another person

c6 prosocial nodding or bowing to greet, thank, apologize, etc.

c7 other function that does not fall into any of the above categories

functions (c1~c7) include head-movement functions that
do not fall into either the speech-related or reaction function
categories.

As listed in Table 1, the speech-related functions are as fol-
lows: Rhythmic head movements naturally accompanying an
utterance are labeled as riythm (s 1). Emphasis (s 2) indicates
head movements used to put stress on one’s utterance. As a
turn management function, completion (s3) indicates a nod
used to mark the end of one’s speaking turn. When the current
speaker explicitly assigns the next speaker by using a head
movement, e.g., a nod, the movement is labeled furn-yielding
(s4). When a person elicits another’s response by using head
movements, the movement is labeled as confirm response
(s5). When a person explicitly asks for a favorable reaction
from the other(s), which typically appears at the end of a tag
question, the associated head movements are labeled as ask
for agreement (s6). In contrast, head movements appearing
at the end of a question are labeled with question (s7), where
the receiver’s attitude is not assumed to be positive. As a sign
of the cognitive state, think to speak (s8) indicates thinking
while speaking, such as when the person searches his/her
mind for a particular word, while unsure about speaking
(s9) indicates a lack of confidence and hesitation in speak-
ing. For example, s9 without s8 indicates that the person
already has specific words or phrases in mind, but he/she
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is hesitating to vocalize them because of possible negative
reactions from the receivers. As with other speech-related
functions, signaling (s10) is used to gain another’s attention,
self-affirmation (s11) indicates reflection on one’s own prior
speech, acting (s12) indicates gesticulation involving head
movements, typically appearing in a parenthetical remark,
and repair (s13) indicates lexical self-repair with shakes of
the head for denying one’s previous utterance.

As listed in Table 1, the reaction functions are as follows:
Back-channel (r1) indicates a sign of listening with atten-
tion, a continuer, which is aizuchi in Japanese. It includes
pretending to listen. Note that the term back-channel has a
narrower definition than in the literature reviewed in II-A4.
Response (r2) indicates an explicit response to the person
who elicited or asked. Ask to repeat (r3) is a nod used when
a person fails to catch what the other has just said or a nod
used as a request for clarification. Turn-taking (r4)is anod or
nods when a person accepts or attempts to take the next turn.
Some functions are defined for displaying one’s cognitive
state, as follows: Thinking (r5) indicates that the person is
thinking while listening. Understanding (r 6) indicates that
the person successfully understood what the other meant
to say or intended to convey. In contrast, uncertain (r7)
indicates that the person still does not understand what the
other meant to say, and doubt (r8) clearly shows suspicion
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FIGURE 1. Annotation software, called the NTT-CSL Multimodal Conversation Viewer: (a) bust shot, (b) whole shot,
(c) 3-D gaze view, and (d) checkbox for coding functions (the function names in English are translations from the original

Japanese).

of the other’s opinion. For example, r7 without r8 indicates
that the person has not yet judged the other’s opinion as
being good or bad, while r8 without r7 indicates that the
person is clearly expressing his/her negative attitude after
he/she has understood the meaning of the other’s utterance.
Surprise (r9) indicates that the person is surprised, and puz-
zlement (r10) indicates confusion. In addition, affirmation
(r1l) is a positive reply such as ‘yes’ or one indicating
acceptance, agreement, approval, and submission. Negation
(r12) is a negative reply such as ‘no’ or one indicating
rejection, disagreement, disapproval, and disobedience. Note
that affirmation (r11) and negation (r12) do not necessarily
involve emotional responses and can be simple business-like
replies.

The other functions are as follows: Positive emotion (c1)
indicates positive emotions such as empathy, satisfaction,
respect, and happiness. Negative emotion (c2) indicates neg-
ative emotions such as antipathy, dissatisfaction, ridicule,
sadness, anger, and fear. Here, we decided to put the affect
display functions into the other category because the con-
versation participants express their emotions not only as
reactions toward the other participants but as voluntary or
involuntary actions either in speaking or silence. Inattentive-
ness (c3) indicates boredom and lack of interest. Encourage
speaker (c4) includes head movements used to elicit another
to speak, e.g., a speaker in the unsure about speaking (s9)
state. We categorized c4 into the other category so that it
can cover a situation in which no one is willing to take the
next turn, and the participants nonverbally encourage some-
one else to start speaking. Synchronization (c5) indicates
head movements for regulating joint actions with others.
Prosocial (c6) denotes a nod or bow such as for greeting,
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thanking, or apologizing. Finally, other (c7) indicates a
head-movement interval with a function that does not fit any
of the above categories.

Note that our function definition does not employ Ekman
and Friesen’s basic emotions [27] as the affect display func-
tions, which were employed in the MUMIN coding scheme
[96] reviewed in II-B. This is because the conversation partic-
ipants in our data almost never or never showed anger, fear,
sadness, or disgust among the fixed basic emotions. Instead,
we employ the concept of emotional valence, in which
an emotion is perceived as either positively or negatively
valenced in general [126]. For simplicity, our corpus defines
two function categories, positive emotions (c1) and neg-
ative emotions (c2), each of which indicates a positive
or negative domain of emotional valence, which lies in a
pleasure-displeasure dimension used in such systems as the
PAD (pleasure-arousal-dominance) emotional model [127]
and the Circumplex model [128]. In addition, because we
believe that the detailed differences in participants’ reactions
are important for analyzing how people express their accep-
tance/rejection and understanding to their partner to build
mutual understanding and group consensus, we define some
reaction functions, including doubt (r8), surprise (r9) and
puzzlement (r10).

B. DATA AND CODING SCHEME

This study employs the NTT-CSL multimodal conversation
corpus 2004 (NTT-CSL-MMCC’04) and annotation software
called the NTT-CSL Multimodal Conversation Viewer, which
the authors’ group developed, as shown in Fig. 1. Our cor-
pus targets four-party conversations in face-to-face settings,
as shown in Fig. 1(b), and consists of conversations conducted
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TABLE 2. Some statistics on our corpus. Rate indicates the percentage duration of the head movements for each function relative to the duration of all
head movements in our dataset. Frequency indicates the number of head-movement intervals with consecutive functions per minute. Duration is the
mean duration in seconds of a head-movement interval with consecutive functions. ICC indicates the inter-coder correlation 1CC(2, k) among the three

coders.

Functions Rate Frequency per minute Duration ICcC

# category % All  Speaker  Listener sec. (2,k)
sl rhythm 243 6.39 20.6 1.8 672 .614
s2 emphasis 125 3.84 12.9 .849 .573 .576
s3 completion 639 .160 .564 123 .706 .836
s4 turn-yielding 655 .160 413 135 724 467
s5 confirm response 156  3.80 12.2 1.05 724 .605
s6 ask for agreement 3.81  .996 2.25 591 675 .633
s7 question 1.87  .507 1.16 308 .649 .582
s8 think to speak 122 2.66 7.74 1.12 812 .680
s9 unsure about speaking  2.94  .573 1.84 197 907 453
s10  signaling 140 047 150 .012 527 <1073
s11  self-affirmation 293  .667 1.65 406 174 228
s12  acting 429 085 .263 .025 .896 .826
s13  repair .050 .019 075 0.00 467 N/A
rl back-channel 633 121 2.33 15.2 923 745
r2 response 147  2.69 2.18 2.88 967 .365
r3 ask to repeat 025 .009 0.00 .012 467 N/A
rd turn-taking 1.06  .310 152 .197 .606 .632
r5 thinking 175 2.63 376 3.34 1.17 361
ré understanding 8.01  .949 338 1.14 1.49 489
r7 uncertain 1.85  .301 075 369 1.08 228
r8 doubt 1.77 310 .038 394 1.01 .656
r9 surprise 731 188 0.00 .246 .687 798
r1l0  puzzlement 2.13  .366 150 443 1.03 182
r1ll  affirmation 933 148 564 1.78 1.11 462
rl2  negation 392 .075 075 .074 921 .610
cl positive emotion 174 2.56 1.24 2.98 1.2 .586
c2 negative emotion 867  .169 .038 209 906 296
c3 inattentiveness 122 .028 .038 .037 167 0.00
c4d encourage speaker 4.77 827 827 .849 1.02 124
c5 synchronization 369 .056 .075 .049 1.16 874
c6 prosocial 662 122 0.00 .160 956 317
c’ other 298 .103 .038 123 .509 <1073

by two groups of four females. The data include two sessions
for each group, four sessions in total: G1S1, G152, G251,
and G2S2, where Gi denotes group i and Sj denotes session
Jj. The participants were female Japanese native speakers in
their 20s ~ 30s. They met each other for the first time on
the day of recording. In each session, they had a discussion
on a controversial topic given by the experimenter and were
instructed to try to reach a conclusion as a group within 5 min-
utes. The topics were related to love and matrimony, leg-
islation on euthanasia, and favorable taxation for childcare.
The conversations were captured with cameras, microphones,
and motion capture sensors. The frontal face images of each
participant were captured by separate cameras, as shown in
Fig. 1(a). Lapel microphones were used to record each per-
son’s voice. A head-worn sensor (Fastrak [129]) was attached
to the back of the head with a hairband. The data were all
synchronized at 30 fps (frames per second). The sensor mea-
sured the 3-D coordinates and 3-degrees-of-freedom rotation
angles of each person. The data lengths were 17200, 9900,
10100, and 10700 frames (~ 9.6, 5.5, 5.6, and 5.9 minutes)
for G1S1, G152, G251, and G2S2, respectively.

Our functional head-movement corpus focuses only on
the time intervals showing the head movements. The target
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movements are nod (including jerk), shake, and tilt, which
were manually detected in a previous study [109]. Subtle
movements at a barely noticeable level are included. In all
four sessions, head movements existed for 29.4% of the total
time length per person, on average. The percentages of nod,
shake, and tilt are 95.8%, 0.37%, and 3.82%, respectively.
The majority of the movements are categorized as nods.
The frequency of the head-movement intervals, which are
separated by nonmovement intervals, is 20.3 times per minute
on average. The mean duration is 0.87 seconds. The total
number of head movement intervals in all four sessions is
2166.

To create the functional head-movement corpus, we
employed three coders who did not participate in the conver-
sations and were Japanese females in the same age bracket
as the conversation participants. They performed the cod-
ing process without direct communication. The initial and
follow-up instruction was provided by the first author. The
coders used the annotation software shown in Fig. 1, which
displays (a) the bust shot, (b) the whole shot, and (c) the
interpersonal gaze directions and timeline, as shown in Fig. 2.
In Fig. 2, the timeline window shows the utterance intervals
in gray and the head-movement intervals with color codes
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FIGURE 2. Example timeline of head-movement functionality codes. The gray bars indicate utterance intervals, and the colored bars show the
functionality codes. Single-color bars indicate a single functionality, whereas multiple-color bars indicate the multiple functions during the

head-movement interval.

representing multiple functions. The coders were allowed
to freely play back the video, move in framewise incre-
ments/decrements at arbitrary speed, and jump to another
frame by operating the keyboard, mouse, jog-shuttle, and 3-D
mouse. They judged the set of functions by considering not
only the head movements seen in the video but also all avail-
able information, including the voice, verbal content, gaze
direction, facial expressions, body movements, and prior and
posterior interactional contexts, including others’ reactions.
All head-movement intervals were pre-coded as being in the
other category. Each coder judged the function set for each
movement interval by clicking the checkboxes in Fig. 1(d)
for as many functions as the coder recognized. If necessary,
the coder could split an interval into two or more subintervals
to assign different sets of functions. The annotation software
itself allows frame-by-frame coding, but we employed the
coarse-to-fine approach to minimize the time and effort of
the manual coding process.

To minimize the chance of coders making operational
errors, such as clicking the wrong checkbox, we asked
them to double-check their codes. During the coding
process, the supervisor, i.e., first author, was always avail-
able to answer coders’ questions about the function defi-
nitions and the annotation process on demand. After that,
the supervisor jointly reviewed the whole code sequence
with each coder so that there were no obvious mis-
takes or misinterpretations of the functions left in the
codes.

Last, the final functional codes were obtained by aggre-
gating the codes from the three coders. To capture the mul-
tifunctionality as much as possible, we computed the logical
sum of the three coders’ outputs. This means that if at least
one coder recognized a function, the final code includes a
positive determination, even if the other two coders did not
recognize it. Fig. 2 illustrates an example timeline of head
functions; the color scheme shows different functions as dif-
ferent colors, so a bar consisting of different colors indicates
multifunctionality.
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C. BASIC STATISTICS OF THE FUNCTIONAL
HEAD-MOVEMENT CORPUS

Table 2 shows the statistics of the corpus. The rate col-
umn is the time during which each function occurred as a
proportion of all head-movement intervals. The frequency
indicates how many times each function appeared per minute
on average, depending on the participant’s role. To calcu-
late the frequency, we counted the number of time inter-
vals in which a function continued without interruption.
The duration is the mean duration of the interval for each
function. The inter-coder correlation, ICC(2, k), shows the
degree of agreement among the three coders [130]. The ICC
is typically used to assess the quality of the annotations
made by more than two coders. We chose to use ICC(2, k),
two-way random effects, absolute agreement, and multiple
raters/measurements because they indicate the mean charac-
teristics of multiple coders who judged the same set of data
in terms of absolute agreement [130]. We calculated the ICC
by using the psych library in R ver. 3.4.1.

Back-channel (r1) was found to be the most frequent
function, followed by rhythm (s1). Emphasis (s2), con-
firm response (s5), and think to speak (s8) were frequent
speech-related functions, while response (r2) and thinking
(r5) were frequent reaction functions. Positive emotion (c1)
was a relatively frequent other function. The role-based fre-
quency, which was calculated on the basis of the participant’s
role (here, the speaker means the floor holder and the lis-
tener means a non-speaker), indicated that the speech-related
functions were mainly given to, but were not limited to, the
speaker. Likewise, the reaction functions were mainly given
to, but were not limited to, the listener.

Depending on the function category, the ICC scores varied
widely, from zero to greater than 0.8, i.e., ranging from
poor to good agreement; according to Koo’s guidelines,
poor < 0.5 < moderate < 0.75 < good < 0.9 < excel-
lent [130]. Higher ICC scores were obtained for comple-
tion (s3) = 0.836, acting (s12) = 0.826, and back-channel
(r1l) =0.745. Lower ICC scores were obtained for speaker’s
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FIGURE 3. Frequency of simultaneous functions. The horizontal axis
denotes the degree of multiple functionality, i.e., the number of functions
that appeared simultaneously, and the vertical axis indicates the
percentage of time that each degree of multifunctionality appeared
relative to all head-movement intervals on a time-frame basis.

self-affirmation (s11) = 0.228, listener’s thinking (r5) =
0.361, uncertain (r7) = 0.228, and negative emotions (c2)
= 0.296. The functions with lower ICC scores were related to
inner cognitive states, which could be difficult to infer with
confidence and could be interpreted differently by different
observers. Interestingly, in contrast to the good agreement on
negation (r12), the lower ICC score for negative emotions
(c2) could imply that conversation participants tried to main-
tain a cooperative mood and suppress expressions of negative
emotion. Note that we do not consider a low inter-coder
agreement to indicate low data reliability or procedural flaws
in the coding process. We rather consider these ICC scores
as evidence of multiple functionality. Another possible inter-
pretation is that the inter-coder disagreement stems from
the ambiguity of the words used to define the functional
categories. Therefore, our functional corpus is considered to
be one that jointly encodes both the multiple functionality
embedded in head movements and the ambiguity of human
linguistic cognition.

Other possible factors of the diverging codes include
coders’ operational errors and individual differences in cog-
nitive styles. The cognitive style here refers to how the coders
attend to the details of behaviors. Some coders tended to
focus more on the details and detect subtle changes in the
functions over time. Such a difference caused the temporal
granularity of the code sequences to differ among the coders.
The cognitive style of a coder may also be influenced by the
operational skill with the annotation software. With an equal
time limit given to all coders, lower-skilled coders might have
more chances to make a mistake and might not have enough
time to pay attention to the functions’ fine-scale temporal
changes.

D. SOME ASPECTS OF MULTIPLE FUNCTIONALITY

Here, we briefly analyze the multifunctionality found in
our corpus. First, the number of different combinations of
functions was 421 among 232 possible combinations. The
degree of multifunctionality, which is defined as the num-
ber of functions appearing at the same time, iS summa-
rized in terms of the frequency distribution shown in Fig. 3.
The figure shows that two functions most often appeared
at the same time, followed by a single function and three
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functions. No more than seven functions appeared at the same
time.

On the basis of the above analysis, we examined multi-
functional patterns involving two functions. Fig. 4 illustrates
the conditional probability of a function (in a column) given
another function (in a row), P(column|row), i.e., the percent-
age of time a column function co-occurred with a row func-
tion when the row function appeared. The blue boxes A to D in
Fig. 4 show a pattern of function co-occurrence. Part A shows
the conditional probability of the speech rhythm (s1), i.e.,
P(s1]-). It indicates that rhythm (s 1) frequently co-occurred
with emphasis (s2), confirm response (s5), and ask for
agreement (s6), i.e., P(s1|s2) = 0.88, P(s1|s5) = 0.86,
and P(s1|s6) = 0.64. Part B shows that back-channel (r1)
co-occurred with response (r2), thinking (r5), understand-
ing (r6), and positive emotion (c1), i.e., P(r1|r2) = 0.63,
P(r1|r5)=0.87, P(r1|r6) = 0.72, and P(r1|c1l) = 0.60.
These high conditional probabilities indicate that rhythm
(s1) and back-channel (r1) movements constitute the fun-
damental layers of multiple functions related to speech pro-
duction and reaction.

Parts C and D in Fig. 4 show some multifunctional struc-
tures in cognitive and affective display functions. Part C
reveals the relationships among thinking (r5), understanding
(r6), uncertain (r7), and doubt (r8). It shows that think-
ing (r5) and understanding (r6) did not often co-occur,
as evidenced by the low probabilities, P(r5|r6) = 0.14 and
P(ro6|r5) = 0.07. This indicates that thinking and under-
standing have distinct meanings and expressions. Instead,
thinking (r5) often co-occurred with uncertain (r7) and
doubt (r8); P(r5|r7) = 0.52 and P(r5|r8) = 0.52. Part D
indicates that positive emotion (c1) co-occurred with affir-
mation (r11) and understanding (r6); P(cl|r1l) = 0.71
and P(cl|r6) = 0.42. This indicates that when a person
gave an affirmative response, it was often accompanied by a
positive emotion. In addition, displaying one’s understanding
was sometimes accompanied by a positive emotion. This
analysis reveals some aspects of the multifunctional structure
of cognitive and affective display functions.

In addition, multifunctionality can be confirmed from the
functional timeline. Fig. 2 shows that speakers (P4 in the
first half and P3 in the second half) repeatedly expressed
combinations of thythm (in purple), emphasis (in red), and
confirm response (in light orange) and sometimes expressed
various attitudes, such as thinking (in light blue) and positive
emotions (in light pink), in the response to feedback from
the listeners. Listeners regularly expressed back-channels (in
green) and sometimes showed understanding (in blue) and
positive emotions in response to the speaker.

The above analysis revealed some aspects of the multifunc-
tionality of head movements. Speakers can modulate rhyth-
mic head movements to manifest various functions, such as
emphasis and eliciting responses, and listeners can modulate
continuous back-channel head movements to express various
attitudes and responses. Various cognitive and affective dis-
play functions are densely interrelated with each other and
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FIGURE 4. Co-occurrence matrix of two functions. The rate indicates the conditional probability of a column function for a given
row function, P(column|row), i.e., the percentage of time a column function co-occurred with a row function. The blue boxes A, B,
C, and D respectively indicate co-occurrent patterns related to the rhythm (s1), the back-channel (- 1), thinking (r5), and positive

emotions (c1).

form a rich functional spectrum. Although this analysis is
preliminary, it illustrates that our corpus and visualization
schemes, such as the conditional probability matrix (Fig. 4)
and function timeline (Fig. 2), are useful resources for ana-
lyzing the deeper aspects of the multifunctionality of head
movements.

E. KINETICS OF HEAD MIOVEMENTS

To determine the kinetic features of head movements when
communication functions emerge, the velocity profiles of
head movements, measured with a head-worn sensor called
Fastrak, were drawn for some function categories. Fig. 5
shows the time series of the angular velocity of the head
pose angle in the nodding direction, which we call elevation,
for up to 100 samples chosen randomly for each category.
Each subplot, (a), (b), and (c), shows separate waveforms
for each of two categories (blue and red lines) that do not
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overlap and common waveforms for both categories (black
line). The intra-category variations in the velocity profiles
are great, while the inter-category distinctions are ambiguous.
Looking more closely, the emphasis movements (s2) can be
characterized as having sharp peaks in the velocity profile,
i.e., high acceleration, compared with the relatively slow
velocity changes (low acceleration) in the rhythm movements
(s1). As seen in Fig. 5(b), back-channel (r1) and thinking (r5)
movements can be characterized as relatively low-amplitude
periodic movements compared with affirmation (r11) and
positive emotion (c1) in Fig. 5(c), which show highly accel-
erated fast downward strokes (i.e., nods).

To characterize the kinetic features of the head movements
depending on the function categories, we calculated two
features, amplitude and frequency, from the data. In Fig. 6,
the amplitude is defined as the difference between the maxi-
mum and minimum angles in the head-pose elevation direc-
tion within a head-movement interval. The frequency is the
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FIGURE 5. Velocity profiles of head movements in the

elevation (nodding) direction within the first 2-second interval labeled as
(a) rhythm & emphasis, (b) back-channel & thinking, and (c) affirmation &
positive emotion. Up to 100 samples were randomly chosen for each
category (blue and red lines) and for both categories (black lines).

number of upward and downward peaks in the head pose
elevation per second, which is calculated by counting the
zero-crossing points on the velocity profiles. Fig. 6 shows
that each function has its own distribution range, but these
substantially overlap and seem to be difficult to separate from
one another, at least using these two kinetic features.

From the above observations, it seems to be difficult to
manually define explicit rules or kinetic features that can
distinguish between these functional categories because of
the diversity and complexity of the head movements.

IV. AUTOMATIC DETECTION OF HEAD-MOVEMENT
FUNCTIONS

This section examines the possibility of the automatic
classification of head-movement functions in light of our
hypothesis that head-movement data are a rich source of
information for providing and distinguishing multiple com-
municative functions. Among the 32 functions defined in
Table 1, we mainly targeted the ten most frequent functions,
i.e., rthythm (s1), emphasis (s2), confirm response (s5),
think to speak (s 8), back-channel (r1), response (r2), think-
ing (r5), understanding (r 6), affirmation (r1 1), and positive
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FIGURE 6. Two kinetic features of head movements, amplitude vs.
frequency, are shown for six function categories in the form of scatter
plots. The amplitude is the (maximum — minimum) angle in the

elevation (nodding) direction. The frequency is the number of peaks in
the head-pose elevation per second. Each red point corresponds to a
movement interval that lasted more than 0.5 seconds. A density histogram
of the distribution is shown in the background with gradation colors.

emotion (cl), in IV-DI1, and two examples, back-channel
(r1) and positive emotion (c1), are discussed in the follow-
ing subsections. This section first describes our classification
model structures based on convolutional neural networks.
Then, it describes the parameter settings and experimental
conditions, followed by the validation schemes. After that,
we show the experimental results and discuss them from sev-
eral performance perspectives by making comparisons with
different sensing methods, classifiers, and CNN structures.

Our approach differs from those of past studies on the
automatic recognition of attitudinal expressions II-C2 and on
communicative function recognition II-C3. First, we focus on
the multifunctional aspects of head movements and formulate
the recognition problem as multiple binary classification, not
the multiclass classifications of the previous studies [40],
[41], [83], [124], [125]. Second, to investigate the potential
uses of head-movement data, we take a minimum bimodal
approach, not the fully multimodal approach on which the
past studies relied. Note that the multimodal approach has
been employed on facial expressions and action units (AUs)
[40], [41], [125], facial landmarks [83], gaze directions [40],
[124], [125], hand gestures [124], body postures [124], and
vocal prosody [41] in addition to head movements.

A. MODEL STRUCTURES OF CNNs

We built a binary classifier for each head-movement function.
Each classifier was built independently by using supervised
learning in which the functional head-movement corpus pre-
sented in III was used as the training data. The input data con-
sisted of windowed sequences of head-pose angular velocity
and utterance features. The head pose was represented by
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FIGURE 7. Convolutional neural network (CNN) structures for detecting communicative
head-movement functions: (a) late-fusion model; (b) early-fusion model. This figure is a modification of

the author’s previous models in [131].

three rotational angles, called azimuth, elevation, and roll,
as illustrated in Fig. 7, where azimuth represents the lateral
shake direction, elevation indicates the nodding direction, and
roll corresponds to the tilting direction. The angular velocity
of each rotational angle was calculated by differentiating val-
ues between two adjacent time frames. The angular velocity
was normalized so that the CNN could input bounded values
within the range [—1, 1] by using a symmetric saturating
linear transfer function that limits the velocity to [—vs,, vi]
and normalizing by dividing by vy, where vy, is the threshold
velocity. The utterance feature was a binary-valued feature
that represents the presence or absence of an utterance in each
time frame. Temporal smoothing using a moving average
filter was applied to the binary sequence of utterances so that
the CNNss could take continuous-valued inputs. The output of
the CNNs was a binary decision, i.e., the presence or absence
of a specific function, at the time frame located at the center
of the temporal input window.

Fig. 7 shows the structures of the proposed CNN models:
one is called the late-fusion model (Fig. 7(a)), and the other is
called the early-fusion model (Fig. 7(b)). Both models consist
of a convolution layer (convl) and pooling layer (pooll),
a second convolution layer (conv2) and pooling layer (pool2),
a third convolution layer (conv3), a fully connected layer
(fcd), and a final fully connected layer (fc5). The activation
function in the conv/ layers is ReLU, and maxpooling is
used in the pooling layers pool/. The softmax function is
used in fe5 to determine the presence or absence of each
function. In the late-fusion model in Fig. 7(a), conv1 to conv3
process each feature component separately. The fc4 layer
integrates multiple streams of features, which are passed to
the final decision in fc5. In contrast, the early-fusion model
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in Fig. 7(b) concatenates multiple features in the first convl
layer.

CNNs of this type were first developed for HAR,
which aimed at recognizing daily indoor activities by using
accelerometers worn on the body [45]. With their success in
HAR tasks, the authors’ group applied them to nod detec-
tion and found that they outperformed the traditional SVM
classifier [120]. The authors’ group then used them for
gaze-direction estimation in multiparty meetings [131] and
found that the late-fusion models slightly outperformed the
early-fusion models [131]. On the basis of these findings,
we decided to use CNNs as a baseline model with sufficient
performance for investigating the multiple functionalities of
head movement. Note that this paper is intended to offer a
comprehensive description and evaluation of CNN models
for head-movement detection and is a large expansion of
our previous brief report [120]. Hereafter, we employ the
late-fusion model as the baseline model; we compare it with
the early-fusion model later in IV-D5.

B. EXPERIMENTAL SETTINGS

1) INPUT DATA

We examined two different methodologies to measure the
head pose: a head-worn sensor (Polhemus Fastrak [129]) and
an image-based tracker (OpenFace [116], [132]). As men-
tioned briefly in III-B, Fastrak is a magnetic-based motion
capture sensor that can measure the 3-D position and
3-degrees-of-freedom rotational angles relative to reference
world coordinates. The time series of each person’s head
pose components, azimuth, elevation, and roll, which were
recorded at 30 Hz, were converted into angular velocity
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components by temporal differencing, which makes our clas-
sifiers invariant to the absolute position and direction. The
strengths of Fastrak are its robustness and accuracy (it does
not accumulate errors) as well as freedom from the opti-
cal occlusion problem of vision-based sensing. The experi-
ments in the following sections were based on Fastrak data
unless otherwise noted. In addition, OpenFace (ver. 0.4.0)
was used for comparison. The velocity threshold v;; used for
the normalization was set to 120 degrees per second for all
participants.

From the audio signal of the lapel microphone that each
participant wore, the utterance intervals were manually deter-
mined by a single labeler at a 30 fps resolution, synchro-
nized with the head pose and video. Here, we employed an
interpausal unit (IPU); each utterance interval was separated
by at least 200 msec silence. Note that the utterance inter-
vals can be detected automatically with the voice activity
detection (VAD) techniques used in the authors’ previous
study [131]. In [131], we confirmed that CNN models with
VAD-based utterance input performed comparably to CNN
models with manually detected utterances in the context of
gaze direction estimation. Thus, we believe that the results
presented in this paper are valid when VAD data are used
instead of manually detected data. The length of the moving
average filter, which was applied to the binary utterance
sequence, was 101 frames.

2) IMPLEMENTATION OF CNN MODELS

The implementation of our CNN models was based on Mat-
ConvNet ver. 1.0-beta23 [133], [134]. From a preliminary
analysis, we determined the common parameters for all CNN
models and all function categories as follows: The width
of the convolution filter kernels was set to 5, 6, and 3 for
convl, conv2, and conv3, while the width of pooling was set
to 4 for both pooll and pool2 with stride = 2. Regarding the
parameters used for training, a mini-batch of size 12 was used,
and the number of epochs was set to 4. A log loss function was
used. As seen in Table 2, some function categories exhibited
imbalances in the data; e.g., the positive data (presence of
a function) were far fewer than the negative data (absence
of a function). To address the imbalanced data problem,
we employed class-aware sampling, which randomly sam-
ples positive and negative data to equalize the sample sizes
of the classes, in each mini-batch [135]. It is known that
imbalanced data degrades the performance of CNNs [136].
The number of mini-batches per epoch was chosen such that
the total number of samples was equal to half the number of
training data.

3) OPTIMIZING THE CNN PARAMETERS

The optimum number of units in each CNN layer, Nl =
1,---,4, were searched for each function category. Here,
we employed a grid greedy search, which can alleviate the
computational burden entailed by a large search space [131].
The first stage searched for the best Ny and N4 in terms
of the F-score (the details are given later) for fixed initial
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values, N, = 200 and N3 = 100, which were found in
a preliminary study. The default search space was set to
N1 e {150,200, ---,400} and N4 € {100, 150, - - -, 300}.
If the optimal (N 1, N4) was found on the border of the search
space, the search space was repeatedly expanded by 50 until
the optimum fell inside the search space. The second stage
searched for the optimal (Nz, ](13) for (Nl, N4). The default
search space was set to Ny € {50, 100, --- ,250} and N3 €
{50, 100, - - - , 250}. The search space was expanded in the
same manner as in the first stage. The reason for prioritizing
(Nl,ﬁh) over (]Vz, ]V3) was that the first convolution layer,
convl, and the fully connected layer, fc4, may play crucial
roles in processing the raw data and in integrating multichan-
nel and multimodal features, respectively.

C. TRAINING AND VALIDATION

1) CROSS-VALIDATION METHOD

This study targeted the head-movement intervals in our
functional head-movement corpus, which occupied approxi-
mately 30% of the conversation periods, as described in I1I-B,
and it evaluated the performance of our classifiers separately
for each function category in each time frame within the
head-movement intervals. To train and evaluate the clas-
sifiers, we employed a cross-validation scheme, leave one
person in one session out. Separate classifiers were built for
each person in each conversation session from the training
data, which consisted of the data of the other three people in
the same session and all the data from the other three sessions.
For example, a model for G1S1-P1 used training data con-
sisting of G1S1-P2~P4, G1S2-P1~P4, G2S1-P1~P4, and
G2S2-P1~P4, where Pi denotes the i-th person in a session.
Therefore, 16 models in total were created for each function.
The advantage of this cross-validation scheme is that it can
make the most use of the available data and achieve a reason-
able balance between generalization and individualization;
i.e., the majority of the data (approx. 14 out of 15) was
from other people, but individual characteristics could still
be captured from the remaining data (1 out of 15) to some
extent.

As a performance measure, to alleviate data imbal-
ances in individuals and groups, we employed micro mea-
sures, including micro-accuracy, micro-precision, micro-
recall, and micro-F'-score. Here, micro means that framewise
results from all 16 models were aggregated to calculate these
statistics, in contrast to macro measures, e.g., averages of the
individual scores. Accuracy is the ratio of correct answers
to all data, where correct answers include both positive and
negative classes. Precision is the ratio of true-positive cases
to all positive predictions. Recall is the ratio of true-positive
cases to all positive cases in the ground truth. The F-score is
the harmonic mean of precision and recall.

2) SVM MODEL
For the performance comparison, we employed a classifier
using a DWT and SVM, which were first used for head
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TABLE 3. Summary of the classification performance on the ten most frequent function categories. All performance measures are micro measures. Acc.,

Prec., and Rec. denote accuracy, precision, and recall, respectively.

Functions Baseline CNN models (late-fusion) Human performance
Acc. Acc. Prec. Rec. F-score Cohen’skx Prec. Rec. F-score
sl_rhythm 679 .868 .673 .888 766 .676 627  .395 .485
s2_emphasis .750 842 433 .867 577 1493 561 .340 423
s5_confirm_response 702 814 .450 .859 .590 .485 554 .342 423
s8_think_to_speak 701 750 286 .702 407 .282 614 .395 481
rl_back-channel .610 857 .902 .869 .885 .697 .863 .669 754
r2_response .631 668 .249 .625 .356 185 328 182 .234
r5_thinking 597 679 319 .735 445 .266 347 1193 .248
r6_understanding 755 768 .191 .581 287 .189 440  .253 .322
rll_affirmation .708 728 .193  .606 .293 177 404 231 .294
cl_positive_emotion .622 700 .333 .721 .456 .285 579 .3567 442

gesture recognition in [109]; here, we simply call it the SVM
model. First, to obtain the feature vectors, wavelet decom-
positions using the Daubechies wavelet of order 10 (db10)
were conducted up to level 4 for a temporal windowed subse-
quence (32 frames long) of the head-pose angular velocity
components, azimuth, elevation, and roll directions. Then,
the maximum, minimum, mean, and standard deviation of
the DWT coefficients, called details, D2, D3, and D4, were
calculated at multiple resolution bands. The resulting feature
vector was 36 dimensional, i.e., (3 rotations) x (4 statistics)
x (3 wavelet bands). In addition, a temporally smoothed
utterance subsequence, similar to the one used in the CNN
model, was added to the feature vector. To calculate the
wavelet coefficients, we used the MATLAB Wavelet Toolbox
R2017b. Our SVM employed a radial basis function (RBF)
kernel and a soft margin criterion. To implement the SVM,
we employed LIBSVM [137]. The optimum parameters, C
and y, were found by performing a grid search over C €
(271,279 ... 2Yand y € {271,279, ..., 23}. To bal-
ance the positive and negative samples, we used cost-sensitive
learning; i.e., we gave different weights to the cost functions
depending on the size of the samples [138].

The CNN model and SVM model are similar in their use
of convolution. In the SVM model, convolutions with wavelet
kernels can detect head movements with various kinetics
at multiple temporal scales, e.g., from slow nods to fast
nods, due to cascading convolutions. In addition, calculating
statistics over the wavelet coefficients is similar in effect
to maxpooling in the CNN. However, the CNN model has
overwhelmingly better representation power due to its large
number of multilayered adaptable convolution kernels.

D. EXPERIMENTAL RESULTS

Next, we describe the results of the automatic detection of
head-movement functions and discuss the potential of our
classifier and head-movement data.

1) PERFORMANCE ON THE TEN MOST FREQUENT
FUNCTIONS

Table 3 summarizes the classification performance of our
CNN models (late fusion) for the ten most frequent function

VOLUME 8, 2020

TABLE 4. Best CNN parameters (ﬁll . ﬂz, I§I3, I§I,,) found by a greedy grid
search for each function category.

(N1, N2, N3, Ny)
(200, 200, 100, 200)
(250, 200, 100, 250)
(250, 200, 100, 300)
(300, 200, 150, 250)
(200, 200, 100, 100)

(350, 200, 50, 250)
(150, 100, 200, 100)

(200, 50, 50, 200)

(200, 200, 50, 100)
(250, 200, 100, 200)

Functions

sl_rhythm
s2_emphasis
s5_confirm_response
s8_think_to_speak
rl_back-channel
r2_response
r5_thinking
r6_understanding
rll_affirmation
cl_positive_emotion

categories, which were obtained with the best parameters (N 1,
Nz, N3, N4) shown in Table 4. In Table 3, the baseline accu-
racy is that obtained from a virtual classifier, which always
outputs the majority class in the ground-truth data. The results
in the table indicate that the accuracy of the CNN models
is the highest for all functions. The F-scores vary greatly,
from less than 0.3 to close to 0.9 depending on the func-
tion category. Higher F-scores are given to the rhythm (s1)
and back-channel (r1). Lower F-scores are mainly given to
the functions related to cognitive processing, e.g., think to
speak (s8) and understanding (r6), and to some reactions,
e.g., response (r2) and affirmation (r11l). The precision
scores were much lower than the recall scores, except with
back-channel (r1). The lower precision means that the CNN
classifiers tended to detect more head-movement functions
than appeared in the corpus data.

As another evaluation measure, Table 3 also shows Cohen’s
kappa coefficient, «, which measures how well the prediction
of the CNN matched the corpus data. Cohen’s kappa is com-
monly used to measure the level of agreement between two
coders while taking chance agreement into account. Accord-
ing to Landis’s guidelines [139], 0.0 < slight < 0.2 < fair <
0.4 < moderate < 0.6 < substantial < 0.8 < almost perfect
< 1.0; the CNN model’s performance varies greatly, from
a slight matching in response (r2), understanding (r6), and
affirmation (r11) to a substantial matching in rhythm (s1)
and back-channel (r1). The trend of « roughly matches that
of the F-score.
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FIGURE 8. Performance characteristics: (a) correlation between the
amount of data and F-score; (b) correlation between the ICC and F-score.
The orange dots represent the relations between the amount of data and
F-score in (a) and the relations between the ICC and F-score in (b), where
the F-scores are from Table 3 and the amount of data and ICC are from
Table 2. Pearson’s correlation coefficient r and the p-value p are also
indicated. The light-blue regions indicate the mean prediction bands at
the 95% confidence level, which show that 95% of new data in the future
will fall into these regions.

For reference, the table also shows virtual human perfor-
mance values when a coder tries to predict the logical sum
of the other two coders’ results. Although this does not con-
stitute a rigorous comparison, the human performance trends
roughly match those of the CNN models. The low scores of
the human coders indicate significant diversity in interpreta-
tion due to the multifunctional nature of the head movements.
Looking more closely, we can see that the manual recall rates
are much lower than those of the CNN models. This indicates
that the CNN models were more sensitive than a single human
coder to subtle expressions because they were learned with
logical-sum-based aggregated data from the three coders.

Let us take a closer look at the variation in the detection
performance. In particular, let us investigate the relationships
between the amount of data and the F-score and between
the ICC and the F-score, as shown in Fig. 8 (a) and (b).
Note that the amount of data is relative to all head-movement
intervals. Fig. 8 (a) shows that there is a positive correlation
between the amount of data and the F-score. This indicates
that the prediction performance improves when more data are
available. Fig. 8 (b) shows that there is a positive correlation
between the ICC and the F-score. This indicates that the more
the human coders agreed on the interpretation, the better the
performance was. Note that there is no significant correla-
tion between the amount of data and the ICC value; here,
Pearson’s correlation coefficient is 0.56, which does not show
statistical significance at the 5% level in a Spearman rank test.

These results partially support our hypothesis when a func-
tion category has a large amount of data and the inter-coder
agreement is high. However, the current CNN models did not
fare well in other cases, i.e., when there was a small amount
of data and large variation in the coders’ interpretations.

2) MULTIFUNCTIONAL ASPECTS OF THE DETECTION
RESULTS

To examine the trend in overdetection suggested by the low
precision rate, we tried to locate where the overdetections

217186

* $
Fo & &
$& o
Fo o088 55
Ny
SEEESEESs
S EFK.
SESSLELLHG
SYEPRNRN S
s rhythm_s1t A s1
o1 g S2 emphasis_s2 i s2 g 0-85
178 s5 confirm_s5 s5 | 0.68
13 1 s8 think_to_speak_s8 s8 ’
0.9 al back-channel_r1 B r 0.51
0.4 r2 response_r2n r2 0.34
0 5 thinking_r5 5 0.17
6 understanding_ré - r6 0
ri1 affirmation_r11 - ri1
] positive_emotion_c1r ci
sssscrrrrrec
(a) (b) 12581256111

FIGURE 9. Trend of the overdetection of functions: (a) ratio of
overdetection; (b) conditional probability of the column function in the
corpus for a given overdetected row function that was not in the corpus.
Part A indicates that the overdetected speech-related functions (s1~s38)
overlap rhythm (s1) in the corpus. Part B indicates that the overdetected
reaction functions (r2~r11 and c1) overlap back-channel (1) in the
corpus.

occurred. Fig. 9(a) shows the overdetection ratio of each func-
tion category. It shows that all categories except back-channel
(r1) were overdetected compared with their lengths in the
corpus. Understanding (r6) and affirmation (r11) increased
by more than 200%. Fig. 9(b) shows the conditional prob-
ability of functions (in a column) for a given overdetected
function (in a row) that does not exist in the corpus. This
plot indicates which functions in the corpus co-occur with
overdetected functions. Part A indicates that overdetected
speech-related functions such as emphasis (s2), confirm
response (s5), and think to speak (s 8) overlap rhythm (s1)in
the corpus. Part B indicates that overdetected functions such
as response (r2), thinking (r 5), understanding (r 6), affirma-
tion (r11), and positive emotion (c1) overlap back-channel
(r1). These results suggest that the CNN models tended to
add more functions to the rhythm and back-channel move-
ments. Moreover, the figure indicates that the speech-related
functions widely overlap the reaction functions. In addition,
the CNN output added more reaction functions along with
speech-related functions.

3) QUALITATIVE ANALYSIS

To assess the trend of the CNN model output, Fig. 10 illus-
trates the timeline of the detected functions compared with
the functions in the corpus, which were used as the ground
truth for the evaluation. Note that this scene was the last
part of a discussion where all persons were about to reach
an agreement, and it was very interactive. Fig. 10 shows
that the CNN model detected more functions simultaneously
than were in the corpus, and its temporal granularity was
much finer than that of the manual code, which typically
remained constant over each single head-movement interval.
More specifically, Fig. 10 indicates that the CNN output
replicated roughly the same functionalities, e.g., thythm (s 1),
back-channel (r1), and response (r2), as in the corpus but
also added more functions, including think to speak (s8),
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FIGURE 10. Example timeline of the detected functions compared with corpus data. CNN denotes the detection
results, and GT denotes the corpus data. Multiple functions are illustrated using the color code. The gray bars

indicate the utterance intervals.

TABLE 5. Performance comparison between the OpenFace image-based
tracker and Fastrak head-worn sensor. OF denotes OpenFace. Acc., prec.,
rec., and F denote the accuracy, precision, recall, and F-score, respectively.
The results of Fastrak are excerpted from Table 3. A and v indicate the
best of the compared methods.

Sensors r1(back-channel) c1(positive emotion)
acc.  prec.  rec. F acc.  prec.  rec. F
OF .851 .895 .866 .880 .727 .350 .662 .458
AN A N A V \% A \%

Fastrak .857 .902 .869 .885 .700 .333 .721 .456

thinking while listening (r5), understanding (r6), and posi-
tive emotions (c1).

4) IMAGE-BASED TRACKER VS. HEAD-WORN SENSOR

We also compared the CNN models that input head-
movement data obtained by a Fastrak sensor with the CNNs
that input head-movement data obtained by an image-based
tracker, OpenFace. Table 5 focuses only on back-channel
(r1) and positive emotion (c1) among the ten most frequent
functions; these can be considered representative functions
that exhibit high and middle-level F-scores, respectively.
Table 5 indicates that the CNN models with these sensing
methods have comparable performances. This result repli-
cates those of our previous study using CNNs for gaze esti-
mation [131].

5) EARLY FUSION VS. LATE FUSION

Table 6 compares the performance of the early-fusion and
late-fusion models. By using the same greedy grid strategy as
in IV-B3, the optimal numbers of units (N 1, Ng, ](73, N4) in the
early-fusion model were found to be (350, 200, 100, 200) for
back-channel (x 1) and (700, 200, 100, 200) for positive emo-
tion (c1). Table 6 indicates that the models had comparable
performance, although the /ate-fusion model slightly outper-
formed the early-fusion model in the back-channel category
(rl) and the early-fusion model slightly outperformed the
late-fusion model in the positive emotion category (c1). For
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TABLE 6. Performance comparison between early-fusion and late-fusion
CNN models. Acc., prec., rec., and F denote the accuracy, precision, recall,
and F-score, respectively. The results of the /ate-fusion model are taken
from Table 3.

model r1(back-channel) c1(positive emotion)
acc.  prec.  rec. F acc.  prec.  rec. F
Early 852 .895 .868 .881 .719 .345 .683 .458
N N A A \% Vv \ Vv

Late .857  .902 .869 .885 .700 .333 .721 .456

the other frequent functions, overall, the late-fusion model
slightly outperformed the early-fusion model; the /ate-fusion
model provided F-scores that were 0.30 points higher on
average.

6) SVM MODEL VS. CNN MODELS

Table 7 compares the performance of the SVM model and
CNN model. It shows that both models performed compa-
rably for back-channel (r1), but the CNN model clearly
outperformed the SVM for positive emotion (c1) by approx-
imately 5 points in terms of the F-score. The SVM’s best
parameters obtained by a grid search were (C,y) = (279,
279) for r1 and (C,y) = (272, 273) for c1. For other
frequent functions, the CNN models generally yielded higher
F-scores (as high as 6.0 points) than those of the SVM mod-
els. These results suggest the superiority of the CNN models
over the SVM models, especially when they target functions
that are difficult in terms of low inter-coder agreement and a
small amount of data.

7) DETECTING HEAD MOVEMENTS

The CNN models are designed for pre-detected head-
movement intervals. For fully automatic head-function detec-
tion, it is necessary to detect head-movement intervals
over entire conversations. Here, we verify the potential
of head-movement detection using a CNN model having
the same structure as that used for head-function detec-
tion. We trained and evaluated a CNN model (late fusion)
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TABLE 7. Performance comparison between the SVM model and CNN
model (/ate fusion). Acc., prec., rec., and F denote the accuracy, precision,
recall, and F-score, respectively. The results of the CNN model are taken
from Table 3.

model r1(back-channel) c1(positive emotion)
acc.  prec.  rec. F acc.  prec.  rec. F
SVM 846 .861 .903 .882 .612 274 .744 .401
A A \ A A N \% A

CNN  .857 .902 .869 .885 .700 .333 .721 .456

TABLE 8. Performance of head-movement detection.

Accuracy Precision Recall F-score Cohen’s k
CNN .844 .842 .693 .760 .646
\Y% \% \Y \ \
SVM 746 .826 .546 .657 .469

and SVM model using the same optimization strategy
and cross-validation schemes as in the previous experi-
ments. The number of units used in the CNN model was
(N],]Qz,ﬁg,ﬁ4) = (50, 600, 300, 100). Table 8 compares
the performance of these models; the CNN model achieved
a moderately high detection performance, as suggested by
the F-score and Cohen’s « at the substantial level, and it
clearly outperformed the SVM models. This indicates that
fully automatic recognition would be possible by cascading
the movement-detection model with the function-recognition
models.

E. COMPARING DIFFERENT CODE AGGREGATION
SCHEMES
The proposed multifunctional head-movement corpus
employed the logical-sum-based code aggregation scheme
(here denoted as OR) of the three coders’ outputs to capture
the diversity in the observers’ interpretations. However, this
scheme is highly susceptible to outlier codes introduced by
such operational errors. To confirm the plausibility of this
aggregation scheme and the code based on it, we compared it
with two different code aggregation schemes, majority vote
and logical product. The majority vote scheme (denoted as
Maj. Vot.) is that if and only if two or more coders agreed on
the existence of a function, the final code becomes positive.
Otherwise, a negative decision is given to the final code. The
logical product scheme (denoted as AND) is that if and only
if all three coders agreed on the existence of a function, the
final code is positive. Intuitively, the more coders agreed
on a decision, the more reliable and consistent the final
code is. Therefore, the Maj. Vot. and AND schemes can
provide more reliable codes than the OR scheme, and they
can hypothetically lead to better detection performance.
Table 9 compares the detection performance of the
three code aggregation schemes, OR, Maj.Vot., and AND,
on two functions, r1(back-channel) and c1(positive emo-
tion). Using the Maj. Vot.-based corpus and AND-based
corpus, the late-fusion CNN models were built using the
parameters in Table 4. Table 9 indicates that the Maj. Vot.
and AND schemes result in lower performance (approx. 2~4
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TABLE 9. Comparison of the detection performance on r1(back-channel)
and c1(positive emotion) using different code aggregation schemes: OR,
Maj. Vot., and AND. OR denotes the logical sum (the performance values
were taken from Table 3). Maj. Vot. denotes the majority voting scheme.
AND denotes a logical product scheme. Rate (%) denotes the data
amount, i.e., the ratio of the total length of frames labeled with -1 or c1
relative to the total length of the head-movement intervals.

\ Scheme  Rate Accuracy Precision Recall F-score
OR 63.3 .857 .902 .869 .885

rl | Maj. Vot. 45.1 .836 .849 .844 .846
AND 24.7 .827 .965 78 .861

OR 17.4 .700 .333 721 .456

cl | Maj. Vot. 6.66 .816 222 .530 313
AND 1.48 .952 .206 .051 .082

points lower in terms of the F-score) on r1 detection and
greatly decreased performance (as much as 14~37 points
lower in terms of the F-score) on c1 detection. In Table 9,
Rate shows the percentage of the total length of frames
with positive r1 or c1 labels relative to the total length of
head-movement intervals. Table 9 shows that the Maj. Vot.
and AND schemes largely limited the number of positive
samples. When using the AND scheme, the data reduction
rate relative to the original OR-based data was 61% in the r1
case and 91.5% in the c1 case. This indicates that the coders
have more diversity in their emotion interpretations (e.g., c1)
than in their behavior interpretations (e.g., r1).

A plausible reason for the lower performance of the Maj.
Vot. and AND schemes may be the smaller amount of positive
samples, which lead to poor model generalization, as dis-
cussed in IV-D1. Although the F-score of the c1 case dropped
greatly, the F-score of r1 remained closer to that of the OR
scheme. Interestingly, in r1, the AND scheme outperformed
the Maj. Vot. scheme in terms of the F-score and precision.
These results suggest that higher inter-coder agreement could
be a positive factor in the detection performance in some
cases. However, such a factor is not necessary to counter the
adverse effect caused by the small amount of data, as seen in
the low F-scores in the c1 case.

In summary, for the given conditions in terms of the
amount of conversation data and the number of coders in our
present study, the proposed logical-sum-based aggregation
was an appropriate choice because it can retain the diver-
sity in the coders’ interpretations and the higher detection
performance compared with other data aggregation schemes,
which enforce the inter-coder agreement in the code. To retain
both the coders’ diverse interpretations and the reliability of
the corpus, as future work, it would be important to increase
the amount of conversation data and the number of coders
because more data leads to better generalization by the CNN
models, and more coders would enable the removal of outlier
codes by using majority voting.

F. SUMMARY AND DISCUSSION OF THE AUTOMATIC
DETECTION OF HEAD-MOVEMENT FUNCTIONS

The results of the experiments reveal the potential of auto-
matic recognition of head-movement functions and provide
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insightful perspectives. The recognition performance varied
from nearly 30% to 90% in terms of the F-score, depend-
ing on the function category. The performance measures
were positively correlated with the amount of data and the
inter-coder agreement. The detection results had a tendency
toward overdetection that added more functions to the exist-
ing functions in the corpus, which implies dense interactions
between the speaker and listeners. There are several ways of
interpreting the difference between the CNN'’s output and the
corpus. First, the results could be due to the limited discrim-
inating power of the CNN models. Since the models used in
this study are considered to be baseline CNN models, there
might be room for further performance improvement by using
more powerful DNNs. Second, the limited amount of data
restricted the CNN’s performance, as indicated in Fig. 8(a)
in IV-D1. Third, the poor consistency of the data due to its
multifunctionality could have hampered the generalization
capability of the CNN model (see Fig. 8(b) in IV-D1). This
indicates that the head movements and utterance features
for some functions in our corpus do not include sufficient
information for training the CNN models. Thus, increasing
the amount of data would be an effective strategy. In addi-
tion, more multimodal behavioral data and/or contextual data
might complement our bimodal data and help to improve the
performance.

There are several possible directions toward improved
DNN models as follows. First, to cope with a small amount
of data and improve the model generalization, a data augmen-
tation technique for time series is considered effective [140].
Second, to capture various temporal structures such as a rapid
periodic nodding and a slow single-shot nod, the multi-scale
CNN structures are prospective [141]. Third, a channel atten-
tion mechanism can be a promising extension because it can
adaptively weight the importance of each head-movement
channel, such as the elevation for affirmative nodding and roll
for doubtful tilt movements. Finally, residual structures (e.g.,
ResNet [142]), deeper architectures (e.g., VGG [143]), and
hybrid models such as ConvLSTM [121] are worth exploring.

Another issue pertains to the limitations of the corpus.
In highly interactive conversations, as in Fig. 10, the speaker
and listeners actively move their heads, manifesting a rich
functional spectrum. However, there is a possibility that the
current corpus contains only part of the entire functional
spectrum and that our CNN model detected some of the
missing functions. The human coders used a coarse-to-fine
strategy to reduce their workload, and this might have biased
the assignments of the speech-related functions to the speaker
only and the reaction functions to the listeners only. However,
in actual conversations, the speaker not only makes an utter-
ance but also reacts to the listeners’ feedback signals by using
head movements. Likewise, the listeners not only listen and
react to the speaker but also often give short back-channel
utterances with head movements. In this way, the speaker
and listeners densely exchange multifunctional messages
through head movements without interruption throughout the
conversation. Our CNN models do not simply rely on the

VOLUME 8, 2020

participant’s role but rather identify multiple functionalities
solely from the behavioral data. Therefore, there is a possi-
bility that the CNN model’s output could have caught such
an interactive multifunctionality that the human annotators
missed.

Furthermore, as mentioned in I1I-C, the coders’ operational
errors and individual differences in cognitive style might
partially account for the diverging codes among the coders,
which might have had some impact on the detection perfor-
mance.

In addition, we confirmed that CNN models that use
image-based head-pose measurements provide a level of per-
formance comparable to that of sensor-based measurements.
Although further validation is needed, the machine-learning
approach for analyzing head-movement functions seems
promising for various applications and communications
research.

V. GENERAL DISCUSSION

We believe that the functional head-movement corpus intro-
duced in this paper will be an important resource for multidis-
ciplinary communication studies involving head movements.
One interesting topic is to analyze the temporal development
of mutual understanding among conversation participants.
Intraturn analysis can reveal how the listener’s cognitive state
and responses change over time—starting with listening, fol-
lowed by understanding, and finally reaching affirmation—
by assessing the temporal changes in the functions of the
listener’s back-channel head movements. Interturn analysis
can reveal how a one-to-one empathetic relationship between
the speaker and listener evolves into a group-level consensus
as the conversation progresses. Second, interactional syn-
chrony [144] is a very important aspect to explore. By going
beyond head-movement synchrony as a whole as studied in
past works [144]-[146], our corpus makes it possible to ana-
lyze function-level synchrony, which could lead to a deeper
understanding of rapport building [147], consensus building
[146], and therapy [148].

An important direction of study is to expand the scope
to multimodal behaviors, such as gaze, facial expressions,
verbal content, prosody, and hand/body gestures. First, gaze
and head movements work together to signal visual atten-
tion in eliciting and giving feedback [52], [76], [78] and in
yielding and taking turns [53]. Thus, joint modeling of these
two modalities should be able to provide better disambigua-
tion of these interactional functions from others. Second,
facial expressions are powerful cues for recognizing com-
municative functions and are both supplementary and com-
plementary to head movements. The attitude perceived from
head movements could be modulated by facial expressions;
e.g., a “nod” plus a ““smile” could be interpreted as “like”
and “‘accept” rather than “agree” and ‘“‘understand” [16].
Third, nonverbal content could be integrated with verbal con-
tent and back-channel functions such as newsmarkers (e.g.,
“really?”’), change-of-activity tokens (e.g., “‘alright”), and
assessment tokens (e.g., “great’’) [79]. These different verbal
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back-channels complement the visual back-channel function.
In addition, the dialogue act would be another powerful cue
for detailed classification; e.g., affirmation could be divided
into subcategories such as agreement, acceptance, and per-
mission, as in Poggi’s typology [24], [25]. Fourth, phonetic
and paralinguistic features are useful cues to the speaker’s
affective, attitudinal, and emotional state [149], [150]. Fur-
thermore, it would be useful to develop a comprehensive
classification of bodily movements, including those of the
head, arms, hands, torso, and feet. For example, we could
investigate the usage of head movements in illustrative ges-
tures in story-telling situations.

Some methodological issues affected the building of our
functional head-movement corpus. Currently, our corpus
employs a decision-making rule based on the logical sum of
three coders’ judgments. This means there is no distinction
between the cases judged ‘positive’ by all three coders and
those judged ‘positive’ by only one coder. To more accu-
rately model the diversity of observer interpretations, it would
be worth considering continuous-valued codes, which can
represent the probability density distribution of multifunc-
tionality. Such continuous-valued codes could be used as
weighting coefficients in the cost function for training the
CNN models. Another plausible method is majority voting
and/or outlier rejection applied to a larger number of coders,
as we mentioned in IV-E. Moreover, the list of communicative
functions in Table 1 is not comprehensive and has missing
categories, such as the listener’s gesticulations, the speaker’s
clause boundaries, and functions related to gaze shifts. The
flat structure of our coding scheme allows users to add more
categories or aggregate some into one category.

Our findings are based on very limited data, i.e., two groups
of conversations among four Japanese females. To gener-
alize our findings, it will be necessary to consider differ-
ences among individuals, genders, cultures, and languages.
First, human behaviors are strongly influenced by person-
ality traits; e.g., extroverted people speak more loudly and
look at others more often [84]. Second, there is a gender
gap in nonverbal behaviors; i.e., females are generally more
expressive than males [84]. Third, there are great cultural and
language differences among people; e.g., Japanese listeners
nod more than American listeners when giving back-channel
responses [74]. Such differences are rooted in sociocultural
practices; e.g., Japanese people tend to constantly monitor
each other’s feelings and to try to create social bonds through
coordinating their behavior [22], [74], [147]. More detailed
analyses from these perspectives would be needed to see how
such differences affect the relationship between the kinet-
ics of head movements and their functions and the relation
between the frequency of occurrence and the context of the
particular functions. Such analyses may reveal the potential
for generalization and transferability of a classification model
trained for a specific culture/language to other settings.

Related to the above points, although this paper focused
only on the immediate effects of head movements, head
movements in conversations affect social outcomes beyond
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the interactions in the moment. Kita and Ide suggested that
they help to build rapport among conversation participants;
their suggestion is based on the hypothesis that mutual simul-
taneous nodding boosts positive affects [147]. Yap et al
found a correlation between head motion synchrony and per-
ceived empathy by passive listeners. Ramseyer and Tschacher
found that synchrony between the head motions of a therapist
and client can predict the outcome of the therapy [148]. Osugi
et al. showed that nodding and shaking of the head have an
effect on the observer’s perceptions in terms of likeability and
approachability [151]. Wells and Petty discovered that neutral
listeners tend to show a more favorable attitude toward the
content of speech when they are nodding than when they are
shaking their heads while listening [152]. Brifol and Petty
found that nodding and shaking the head can either strengthen
or weaken confidence in the message heard [153]. Tom ez al.
showed that nodding while listening increases the preference
for neutral objects and that shaking the head while listening
decreases the preference [154]. Therefore, as future work,
it would be interesting to investigate the relationship between
short-term head-movement functions and long-term social
outcomes.

Furthermore, the research framework described in this
paper has the potential to boost social interaction studies.
Nonverbal behaviors, including head movements in conver-
sations, are related to personality traits [8], [9], leadership
[10], [11], vertical dimensions such as dominance and power
[155], communication skills [6], [7], and mental states such
as depression [156]. By going beyond the statistics on head
movements as a whole, e.g., the frequency of nodding, our
functional analysis could reveal more detailed aspects of the
phenomena in these domains. Intuitively, a good speaker is
more effective at attracting the listener’s attention, soliciting
their feedback, and making his/her positions more under-
standable and agreeable. Likewise, a good listener more
promptly gives feedback to the speaker and leads the speaker
so that he/she says what the listener wants to know. Such
mutual orientation and cooperation are key in successful con-
versation. Thus, emergent communicative functions should
be closely linked to communication skills and group perfor-
mance. A detailed analysis of these functional aspects by
using the corpus and automatic classification models would
be beneficial to numerous disciplines, including education,
organizational research, and mental healthcare.

We employed the minimum bimodal approach, which
deals with a single person’s head movements and speaking
activity, without other modalities or interactional context.
Although the primary stream of research is toward multi-
modal behaviors and interactional contexts, as mentioned
above, our approach has several advantages. First, measuring
the head pose is more convenient than measuring facial
expressions and hand/body gestures. Sensing facial expres-
sions requires near-front high-resolution imagery or facial
electromyography (fEMG) [157]. Sensing hand and body
gestures requires wide-field imagery and/or motion capture
systems. On the other hand, head pose velocity can be easily
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measured with low-resolution image-based tracking and/or
wearable accelerometers, which are available in increas-
ing numbers of head-worn devices, such as head mounted
displays (HMDs), headset microphones, and smart glasses
[158]. Our preliminary experiment confirmed that our CNN
models perform well when using head pose acceleration as
input data. Since our model is context-free and relies on only
a single person’s behaviors, a single model built for face-to-
face conversations can be applied to other situations, such as
teleconferences and embodied conversational agents (ECAs),
under the assumption that people tend to make similar head
movements in different situations.

Our study has several applications. One is ECAs [4], [5],
which in the context of our study would have two facets:
reading the user’s head movements [13]-[15] and synthesiz-
ing the ECA’s head movements [13], [16], [17]. The former
concerns ‘mind-reading’ of the user’s attitudes and cognitive
state from their head movements. An ECA can better decide
what to do next if it can read the user’s intention to listen,
level of understanding, and desire to speak. Sensing the polar-
ity from subtle movements of the user would be important,
especially when it is negative, because the user might need
help. The latter facet is important for ECAs to correctly
display their intentions by performing head movements in
an interpretable way. Our corpus and model would be useful
for both designing an ECA’s head movements and evaluating
the generated movements. Not only directly evaluating the
ECA’s head movements but also analyzing users’ reactions in
terms of their head movements would be an interesting topic.
Furthermore, developing and evaluating telepresence systems
are both within our scope [18]. Comparing face-to-face and
telepresence settings in terms of emergent head-movement
functions would indicate the quality of a telepresence system.
The optimal control of the head movements of telepresence
robots or agents would be important for compensating and
amplifying the communicative functions, depending on the
communication delay and other environmental conditions.

VI. CONCLUSION

This paper presented a functional head-movement corpus
and deep neural network for analyzing the multiple commu-
nicative functions of head movements in multiparty face-to-
face conversations. To explore the multifunctionality of head
movements, we defined a set of non-mutually-exclusive func-
tions that cover a wide range of functions, including speech
production, eliciting and giving feedback, turn management,
and cognitive and affect display. Our head-movement corpus
employs binary codes that represent arbitrary combinations
of functions and logical-sum-based aggregations of multiple
coders’ observations for capturing multifunctionality as well
as possible.

We created a functional head-movement corpus from
four-party conversations among Japanese females. The cor-
pus analysis revealed multifunctional structures, in which
the speaker modulates multiple functions, such as empha-
sis, and elicits the listener’s responses through rhythmic
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head movements while listeners express various attitudes
and responses through continuous back-channel head move-
ments. Additionally, various cognitive and affective dis-
play functions were found to be densely interrelated, and
a rich functional spectrum was formed through the head
movements.

We proposed convolutional neural networks (CNNs)
to separately detect each head-movement function from
bimodal data consisting of the head-pose velocity and the
presence or absence of utterances. The experimental results
were insightful and promising. The recognition performance
varied from nearly 30% to 90% in terms of the F-score,
depending on the function category, and had positive corre-
lations with the amount of data and inter-coder agreement.
In addition, we confirmed a tendency toward overdetection
that added more functions to those originally in the cor-
pus, which implies that dense interactions exist between
the speaker and listeners. Furthermore, we found that CNN
models outperform SVM models and that CNN models that
use image-based tracking can provide a comparable level of
performance to that of sensor-based measurements.

These results suggest that the functional head-movement
corpus and CNN-based head function detectors are useful
tools for understanding human communications involving
head movements and for developing various applications.
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