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ABSTRACT This paper proposes a new evaluation metric and a boosting method for weight separability
in neural network design. In contrast to general visual recognition methods designed to encourage both
intra-class compactness and inter-class separability of latent features, we focus on estimating linear inde-
pendence of column vectors in weight matrix and improving the separability of weight vectors. To this end,
we propose an evaluation metric for weight separability based on semi-orthogonality of a matrix, Frobe-
nius distance, and the feed-backward reconstruction loss, which explicitly encourages weight separability
between the column vectors in the weight matrix. The experimental results on image classification and face
recognition demonstrate that the weight separability boosting via minimization of feed-backward recon-
struction loss can improve the visual recognition performance, hence universally boosting the performance
on various visual recognition tasks.

INDEX TERMS Neural networks, feed-backward reconstruction, latent space.

I. INTRODUCTION
Representation learning based on deep learning methods has
been achieved remarkable performances in various visual
recognition studies such as image classification [1]–[3],
object recognition [4]–[7], face recognition [8]–[11], and
person re-identification [12]–[15]. A key of these successes
is an effective feature extraction via non-linear and cas-
caded kernel structures of deep neural networks. However,
in addition to extracting feature using locally connected and
shared weight structure of a convolutional neural network,
the neural networks’ decision metrics based on Euclidean
geometry have been demonstrating that embedded features
on inner product space are sufficient to achieve superior
recognition accuracies to the conventional discriminative
approaches [16]–[19] based on hand-crafted features in
various recognition tasks.

In recent years, not only studies to improve the represen-
tation learning capabilities of convolutional neural networks
based on modifying structures of networks [3], [20] but also
the discriminative embedding methods for latent features into
Euclidean space have been actively studied [11], [21], [22].
Feature learning constrained on l2-norm space [23] was pro-
posed to improve the discriminative power of learned features
by regularizing the vector scale of each data point. Angular
cost function [24], Large-margin softmax function [21], and
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Sphereface [11] were proposed to improve the discrimina-
tive properties of learned features based on the understand-
ing of the principle of cosine similarity. [22] presented the
‘center loss’ based clustering methodology and showed that
even though the function is non-differential, it can improve
the discriminative power of learned features during network
training. Intuitively, these approaches were typically concen-
trated on the embedding latent features into some constrained
space using restriction methodologies for the features by
reinforcing of intra-class compactness and inter-class sepa-
rability [21]. Even though these approaches have achieved
remarkable performance in diverse visual recognition tasks,
improving separability of learned weight kernels is one of the
challenging issues. In recognition tasks by computing vector
similarities between weight and latent features, inner product
correlation between weight vectors can significantly affect
the performance of the recognition models.

In this paper, we formulate the evaluation metric for weight
separability and propose a method to boost the separability
of a network weight in a last fully connected layer. Figure 1
shows the intuitive concepts of weight separability, inter-class
separability, and intra-class compactness. Inter-class separa-
bility and intra-class compactness are computed based on
the distribution of the extracted latent features, and these
can be defined by the Euclidean distances between the class
centroids and the expectation of the distance between the
same class samples, respectively. Compared with these sort
of feature-driven measurements, the weight separability is
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FIGURE 1. The intuitions of intra-class compactness, inter-class
separability, and weight separability on neural networks. The dots denote
the latent features extracted from the networks. σ c

j and σk
j are the

centroid and the kth sample of the j th class, respectively. θij is the angle
between the i th and j th weight vectors.

defined as an angle between the weight kernel for classifying
the features.

Although one-hot encoded label vectors already induce the
weight vectors of a last fully connected layer to be orthogo-
nal in general approaches, there is a possibility for further
improvement of the discriminative power of the learned fea-
tures by revising loss functions or structural details [11], [21],
[22]. Therefore, we focus on the semi-orthogonalization of a
weight matrix, which is a process to find a set of orthogonal
vectors that can span a specific subspace. The set of orthogo-
nal vectors takes linear independence between elements. The
orthogonalization of weight in neural network is considered
as a regularization method to reduce the correlation between
the detected features by networks [25]. Our main hypothesis
is that the separability between vectors of a weight matrix
is related to the recognition performances, and it can be
evaluated by the linear independence of the weight matrix.
The purpose of this paper, therefore, is to prove the hypothesis
and apply this intuition to improving representation learn-
ing capability of deep neural networks for various visual
recognition tasks.

Our key contributions are as follows. First, we define
and demonstrate a quantitative evaluation metric for weight
separability, which can be used for high-dimensional fea-
tures without any dimension reduction method and visualiza-
tion task. Second, we propose a straightforward method to
boost the separability of the weight vectors explicitly during
network learning. The experimental results show that the
proposed method can improve the performance of image
classification and face recognition tasks.

This paper is organized as follows. In Section II, we intro-
duce the basic concepts of kernels’ linearity and separability
on neural networks. We explain how to evaluate weight sepa-
rability of neural networks in Section III. Section IV contains
the explanation for the approach to improve the weight sep-
arability explicitly, called feed-backward reconstruction. The
explanation of the experimental setting and the analysis of the
results are shown in Section V. In Section VI, we conclude
this paper and provide our future works.

II. LINEARITY AND SEPARABILITY
In commonly used deep learning structures for visual recog-
nition tasks, a fully connected network is used to assign
the label by calculating the confidence based on vectorial

or probabilistic approaches. The column vectors of weight
matrix in last fully connected neural network are used to
decide recognition classes of inputs based on the vector sim-
ilarity by the inner product: wi · α =‖ wi ‖‖ α ‖ cos θi,
where wi is the ith column vector of weight matrix W =

[w1,w2,w3, . . . ,wn] ∈ Rm×n, where m and n are the row
and column dimensionalities of weight matrix, and α and θi
are a latent feature vector and the angle between wi and α,
respectively. In fully connected networks positioned at the
last layer, the figuresm and n indicate that the dimensionality
of input feature and the number of classes. In recognition task
using the fully connected layer, the class of a latent feature is
assigned as the index of column vector which takes the largest
value calculated by the inner product defined as follows:

ID = argmaxif (α · wi + b), (1)

where i is the index of column vectors in a weight matrix, and
α is a latent feature. f is an activation function in a network.
wi and b are ith column vector in the weight matrix and a
bias term, respectively. In further sections, the bias term can
be deleted to simplify mathematical expressions and improve
experimental efficiency.

In this paper, we argue that linear independence of the
column vectors in a weight matrix has a relation to the separa-
bility of weight vectors which can influence performance of
various recognition tasks based on vector similarities. To jus-
tify our argumentation, we conduct a simple experiment using
MNIST dataset [1]. In this experiment, we use samples of
classes: 0, 1, and 5 only.We compare two neural networks that
have the same structure but trained in different ways. We also
have employed LeNet [1] structure in our experiment. One
network is trained by forcing with linearly dependent column
vectors, and the other is composed of linearly independent
column vectors in a final layer. We initially assign random
real numbers between −1 to 1, and conduct QR decompo-
sition to take the weight matrix composed of linearly inde-
pendent column vectors. The formula for the above process
is represented as follows:

W = ŴR, Ŵ Ŵ T
= Ŵ T Ŵ = I , (2)

where W ∈ Rm×n is a randomly initialized weight matrix,
Ŵ ∈ Rm×n is an orthogonal matrix composed of linearly
independent column vectors, and R ∈ Rn×n is an upper trian-
gularmatrix.We employ a squarematrix (W ∈ R10×10) in this
experiment even thoughQR decomposition is applied tom×n
matrix with m ≥ n. To maintain the linear independence to
the weight vectors during learning, the parameter in the final
weight matrix is not updated during training each model.

We have reduced the dimensionality of latent features as
three (i.e., three dimensions) using principal component anal-
ysis (PCA) to visualize our results. The dimension reduction
results would be improved when advanced PCAs such as
Zhou et al. [26] and Chen et al. [27] are applied. However,
the objective of this experiment is to monitor the effect of lin-
earity of weight kernel on the performance of various recog-
nition tasks. we have, therefore, applied basic PCA without
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FIGURE 2. The comparison of the distributions of latent features between
the normally trained network (a) and the network (b) which is forced to
have the linear independence in their weight matrix. The green, red, and
blue points are latent features extracted from input data of the 0, 1, and
5 classes, respectively.

any modification for this simple experiment. As visualization
results in Figure 2, the weight matrix of a neural network
composed of the column vectors, which take linear indepen-
dence, shows better discriminative power in their distribution
of latent features compared to the neural network that did not
force the linear independence during network training.

III. WEIGHT SEPARABILITY EVALUATION
A. INTUITION
As the illustration in Fig 1 and the experimental results
in Fig 2, the linearity of the column vectors in a weight
matrix can influence recognition performances. We try to
evaluate the weight separability using the orthogonality of
a matrix. The property of orthogonal matrix is as follows:
QQT = QTQ = I , where Q is a square matrix, and I is a
corresponding identity matrix ofQ. However, the dimension-
ality of the commonly used weight matrix W is not a square
matrix, and also we can not guarantee that the weight matrix
W is invertible in practical situations. Therefore, in this work,
we employ the concept of a semi-orthogonal matrix. A non-
square matrix A is semi-orthogonal if either AAT = I or
ATA = I , and it implies that A takes isometry property. With
this notation, the linearity of a weight matrix W ∈ Rm×n is
simply evaluated by calculating an error E defined as follows:

E(W , I ) = W TW − In,E(W , I ) ∈ Rn×n, (3)

whereW is a weight matrix, and In is the corresponded iden-
tity matrix of n× n dimension. The result of this subtraction
operation is a matrix. When E(W , I ) are closer to a zero
matrix, W can take stronger linearity. However, the matrix
form is inappropriate to consider as a quantitative value to
estimate the linearity. Moreover, in practice, above equation
does not show the complete equivalence as mathematical
semi-orthogonal. The cause of this inequivalence is a matrix
structure of a neural network. To solve the inequivalence,
the matrix notation for a final fully connected network is
represented as follow:

α · [w1,w2,w3, . . . ,wn] = o, (4)

where α ∈ R1×m is the latent feature outputed from a previous
layer which consisting of m of elements, wi ∈ Rm×1 is ith

column vector in weight matrixW of the final layer, o ∈ R1×n

is the output of network, and n is the number of classes.

In above notation, each output oi (i = 1, 2, 3, . . . , n) is
calculated as follows:

oi = α · wi =
m∑
j=1

αjwij, (5)

where wij is jth element of the ith column vector wi. In the
above notations, the column vectors in weight matrix play
a rule as a kernel to assign a specific class by computing
vector similarity between the given feature α and each col-
umn vector wfi . In this work, we consider the separability of
weight kernel so that we only consider the linear independent
of column vectors of weightmatrixW . Note that this principle
can also be used for the network in which their row vector is
used for the decision kernel.

B. METRIC DEFINITION AND MATHEMATICS
Since a matrix format in equation (3) is not suitable to
quantitatively evaluate the weight separability, we employ
Frobenius distance that can convert the matrix form to real-
number.We define the quantitativemetric based on Frobenius
distance to evaluate the linearity of column vectors in aweight
matrix. The metric ε(W ) for separability of a weight matrix
W ∈ Rm×n,m > n is defined by

ε(W ) =
1
n
‖ W TW − In ‖ 2

F . (6)

n is the number of column vectors in the weight matrix, and In
is an identity matrix with n×n dimension. The proposed met-
ric computes the weight separability using Frobenius distance
and regularizes it by dividing with the number of classes.
The reason for the regularization with the number of classes
are to provide the generalized evaluation metric invariant
to the number of classes and to prevent the fluctuatation
of the evaluation values according to the problem domain.
In equation (6), W TW − In is represented as follows:
w11 . . . w1n
w21 . . . w2n
...
. . .

...

wm1 . . . wmn


T 

w11 . . . w1n
w21 . . . w2n
...
. . .

...

wm1 . . . wmn

−
1 . . . 0
...
. . .

...

0 . . . 1



=


∑m

i=1 w
2
i1 − 1 . . .

∑m
i=1 wi1win∑m

i=1 wi1wi2 . . .
∑m

i=1 wi2win
...

. . .
...∑m

i=1 wi1win . . .
∑m

i=1 w
2
in − 1

 ∈ Rn×n, (7)

wherewij is ith row and jth column element in a weight matrix.
By the two properties of matrix transpose:

(AT )T = A,

(A− B)T = AT − BT , (8)

the result ((W TW ) − I )T = W TW − I can be achieved.
By this property, the metric in equation (6) can be represented
as follows:

e(W ) =
1
n
Tr((W TW − In)T (W TW − In))

=
1
n
Tr((W TW − In)2), (9)
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FIGURE 3. (a), (b), and (c) contain the classification accuracies, costs, and the kernel linearity (ε(W )) on each training step, respectively. X -axis of each
graph denote the training step. The baseline model is ResNet-34.

FIGURE 4. The visualization results for latent features and learned weight vectors of models trained by various loss functions. The graphs in the
first row show the distribution of latent features in 3D space. The graphs in the second row represent the direction and magnitude of weight
vectors. We employ the LeNet structure in this visualization, and we reduce the dimensionality of latent features as three using PCA. The
figures under the name of loss functions show the classification accuracies and the results of weight separability evaluation using our metric,
respectively. The noticeable thing is that the recognition performance and the results of weight separability are proportion even though the
visualization results are difficult to correspond to the recognition performance.

where Tr(·) is the trace operation of an square matrix defined
by the sum of the elements on the main diagonal of the square
matrix. Intuitively, when the value of e(W ) is converged to
zero, the column vectors of weight matrix would be linearly
independent and separability of the column vector can take
maximum. We omit the bias in the fully connected layer
because it just complicates our analysis via visualization and
nearly does not influence the recognition accuracies [21].
Figure 3 shows the trend of the classification precision, cost
function, and the kernel linearity evaluated by equation (9),
based on ResNet-34 and Cifar-10 datasets. As shown in
figure 3, the kernel linearity is gradually decreased and the
classification precision increasing during the training.

Additionally, we conduct simple experiments using
MNIST dataset to verify our metric. We train the LeNet using
various loss functions including l2-norm softmax [23], center
loss [22], and large-margin softmax [21], and we carry out
the cross check for accuracy and weight separability about
eachmodel. Figure 4 illustrates the visualization results of the
experiments. As shown in Figure 4, the experimental results
show that themore accurate recognition performance can take
the larger weight separability evaluated as our metric. One of

the interesting observations is that the evaluation results for
weight separability using our metric can be reflected the
recognition performance even if it is difficult to figure out the
superiority of recognition performance using visualization
results.

IV. FEED-BACKWARD RECONSTRUCTION
A. MOTIVATION
Considering the commonly used optimization methods such
as softmax-cross entropy, we have a latent feature α and
corresponding annotation label o. If the latent feature α have
to be classified into ith class, the methods are concentrate
on to encourage wi · α > wj · α, j = 1, 2, 3, 4, . . . , n
(j 6= i), where n is the number of classes, and wi is ith

column vector in a weight matrix W . In this work, we want
not only to improve intra-class compactness and inter-class
separability but also to boost the separability between the
column vectors in weight vector. Current loss functions such
as softmax-cross entropy, l2-distance loss, cosine angular
loss, and large-margin softmax, do not consider the weight
separability explicitly. Therefore, a new method is required
to directly improve the weight separability.
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FIGURE 5. (a) The normally trained models contain a simple mapping pipeline for classification f and associated classification loss Lcls. (b) The models
applied the proposed reconstruction loss contain two mapping pipelines: the classification f , reconstruction f−1, and associated losses Lcls and Lre for
each. o and ô are the network output and corresponding annotation, respectively. α and α̂ are the latent feature and reconstructed latent feature from
the given annotation ô, respectively. The red and blue arrows in the first row indicate the classification and reconstruction pipelines, respectively. The
red and blue dots represent the activation units of output and previous layers.

B. FEED-BACKWARD RECONSTRUCTION LOSS
Following the notation for the weight separability evaluation
in Section III, the weight separability would be maximum
when W TW − I takes a zero matrix. In this case, basically,
we assume that W T

= W−1. However, using the proposed
evaluation metric as an objective function is not suitable to
train a model because of a problem for computing gradients
as long as we use the back-propagation algorithm [28] to
update network parameters. The evaluation metric is com-
posed of the weight matrix of the final layer only; therefore,
the gradient of the proposed metric for weight separability

(
∂ 1
nTr((W

TW−In)2)
∂wij

) will vanish when the gradient for other
layers are calculated. Consequently, it is necessary to develop
an objective function that is suitable for applying the training
procedure of networks.

To address this issue, we propose a feed-backward recon-
struction loss that can improve the weight separability
directly. The feed-backward reconstruction loss is defined as

Lre(ô;α,W ) =
∑
i=1

P(αi)log(
P(αi)

Q(ôwTi )
), (10)

where α, wTi , and ô are a latent feature, the ith transposed
column vector of the weight matrixW , and the corresponding
label about the latent feature, respectively. P and Q are the
distributions for the latent features and reconstruction results.
The proposed loss functions mathematically equivalent to the
Kullback-Leibler divergence, and literally this loss function
defines the difference between the distributions of latent fea-
tures and reconstruction results. Intuitively, if the proposed
loss Lre is converged to zero, then it means P(αi) is equivalent
to Q(ôwTi ), and it is represented as P(α)log(

P(α)
Q(ôW T ) ) = 0.

In this situation, W T can be regarded as W−1, and it
also can be regarded as a solution to maximize the weight
separability. The reconstruction loss functions using l1-norm
or l2-norm force to minimize the Euclidean distance even
their angular difference is tiny. These approaches cannot
be used with various activation functions since there is
a probability that the Euclidean distance can be changed
by an activation function. Therefore, we instead require
some parameter-transformation invariant methods based on

the results from computing a difference of probabilistic
distributions.

When we apply the proposed loss to train a model, the pro-
posed loss is added to ordinary loss functions Lcls such as
softmax cross entropy, center loss [22], and large-margin
softmax loss [21]. Therefore, the total loss function is defined
as follows,

Ltotal(ô, o;α, θ) = Lcls(ô, o; θ )+ λLre(ô;α,W ), (11)

where o and ô are the output of models and corresponding
labels. α is the output of previous layer that connected to
the network for recognition tasks, and W is the weight of a
final layer. θ is a set of network parameters, includingW . λ is
hyper-parameter to decide the weight of the proposed recon-
struction loss in training task. In our experiments, the value
of λ is set to 0.001, and this value is determined by the value
with the best performance from several experiments.

C. INTERPRETATION
The model with the feed-backward reconstruction loss con-
tains two mapping process: 1) Determination process f :
α −→ o and 2) Reconstruction process f −1 : ô −→ α̂, and
both processes share the weight parameter W . The determi-
nation process f encouragesW to translate α into an encoded
output o, and the reconstruction process f −1 forces W T to
recover α̂ from the given label ô. Figure 5 shows the com-
parison between a normal model and the model applying the
feed-backward reconstruction process in a classification task.
In optimization via these two processes, each process affects
each other in achieving their objectives.

The objective of the determination process is to maximize
the accuracy for visual recognition tasks by minimizing geo-
metric or probabilistic difference between the output of a
model αW = o and the given annotations ô. On the other
hand, the reconstruction process aims to minimize the differ-
ence of distributions between the latent feature P(α) and the
reconstruction results Q(ôW T ). The reconstruction process
can be optimizedwhen the determination process takes highly
accurate performance, and it is able to provide more accu-
rate recognition performance when the weight separability
become more advanced. Above cooperation between two
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TABLE 1. Error rates (%) on CIFAR-10 and CIFAR-100 datasets. +Lre denotes the model is trained with the proposed reconstruction error. + indicates that
simple data augmentation is used. e(W )avg is the average result of weight separability evaluation between normally trained results and the results with
the simple data augmentation corresponding to C10 and C100 dataset. nan represents the information is not provided from original paper. k is the
growth rate in DenseNet. + indicates that the data augmentation based on simple image transformation is used. The marked value as red color is a
change of performance after applying the proposed reconstruction loss. The bolded value is the best performance in our experiments.

processes is similar to the cycle consistency losses [34], [35].
Consequently, above processes not only can boost the weight
separability but also can improve the cyclic consistency via
dual minimization schemes for classification task and latent
feature reconstruction.

V. EXPERIMENTAL RESULTS
A. IMAGE CLASSIFICATION
We conducted experiments for image classification on the
CIFAR-10 and CIFAR-100 datasets [40]. The CIFAR-10
dataset is composed of 50,000 training images and
10,000 test images in 10 classes. CIFAR-100 dataset consists
of 100 classes, and each class contain 500 training images and
100 testing images. Our work is concentrated to demonstrate
the efficiency of the feed-backward reconstruction loss, and
not on encourage state-of-the-art performance. Therefore,
our experiment is conducted based on the several baseline
models intentionally and focuses on the comparison between
the normally trained model and the trained model using the
proposed feed-backward reconstruction loss.

The baseline models used in the experiment for image
classification, are as follows: Network in Network [29],
VGG-16 [30], Highway Network [31], Residual Network
(ResNet) [3], Densely Connected Convolutional Neural Net-
work (DenseNet) [20], PyramidNet+ShakeDrop [32], and
Res2NeXt-29 [33]. To improve an experimental efficiency,
we use the most shallow structure on ResNet and DenseNet,
and the ResNet-34 and Densenet-40 structures are selected
for our experiments. All networks are trained using stochastic
gradient descent (SGD) [41]. We train all networks using
128 batch size for 300 epochs. During training networks,
we employ a learning rate decay of 0.0001 and momentum
of 0.9. The learning rate is initially set to 0.1, and divided by
10 in 100, 200, and 250 epochs.

The experimental results on CIFAR-10 and CIFAR-100
dataset are shown in Table 1. The PyramidNet+ShakeDrop
[32] applying simple data augmentation and the pro-
posed reconstruction loss achieved an error rate of 2.13%
on CIFAR-10 dataset and 11.65% on CIAR-100 dataset.
These figures are the best results in our experiment for

image classification. The evaluation results of weight sepa-
rability for above records are 2.95e-08 and 1.95e-08, respec-
tively. The entire experimental results show that the trained
model considering the feed-backward reconstruction loss out-
performed the normally trained models. The most notice-
able thing in our experiment is that the models trained for
reflecting our loss achieve better performance whether the
performance differences are small or large collectively.

B. FACE RECOGNITION
We also conduct additional experiments for face recognition
to demonstrate the efficiency of the proposed method for
improving weight separability. This experiment is conducted
under the unrestricted with labeled outside data protocol,
so that all models are trained only using CASIA-Webface
dataset and are tested using Labeled Faces in theWild (LFW)
dataset [42] and the Youtube Faces (YTF) [43] dataset.
CASIA-Webface dataset consists of 494,414 of face images
labeled as 10,575 different identities, and the dataset also
contains horizontally flipped images for data augmentation.
The performance evaluation is carried out on 6000 of face
pairs from LFW dataset, and 5000 of video pairs from YTF
dataset.

The networkmodel list used in this experiments as follows:
DeepFace [23], Facenet [8], DeepID2+ [36], DDRL [37],
ArcFace [38], CosFace [39], and the other methods proposed
by Wen et al. [22] and Liu et al. [21]. These methods are
initially trained via classification setting and conduct the
evaluation using a verification scheme. We add the proposed
feed-backward reconstruction loss to calculate the total loss
when the models are trained. Table 2 shows the comparison
results of the normally trained models and the models with
the proposed loss.

The face recognition results usually show that the trained
models with the proposed loss achieved better performance
than the normally trained models. The highest recognition
accuracies in LFW and YTF datasets are achieved by Arc-
Face [38] trained with the proposed reconstruction loss. The
ArcFace trained by the proposed loss achieves 0.19% and
1.96% error rates on LFW and YTF datasets, respectively.
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TABLE 2. Error rate (%) and the results of weight separability evaluation using our metric (e(W )) on LFW and YTF datasets. +Lre denotes the model is
trained with the proposed reconstruction error. + and − represent that the increase or decrease on recognition error rate after applying the proposed
reconstruction loss. e(W )LFW and e(W )YTF indicate the evaluation result of the proposed metric for weight separability for each dataset. For a fair
comparison, we implemented all models and loss functions directly and trained only using CASIA-Webface dataset. The bolded values represent the
lowest error rate on LFW and YTF datasets.

The evaluation results of the weight separability for these
experiments are 7.42e-08 and 9.91e-08. However, in experi-
ments using the DDRL [37] and the center loss [22], the accu-
racies are degraded even though the weight separabilities of
these models are decreased. In the experiment using YTF
dataset and DDRL, the 3.54e-08 of weight separability was
reduced, but the DDRL applying the proposed reconstruction
loss have achieved 7.15%, which is less accurate than the
DDRL trained without the proposed loss (5.98%). Addition-
ally, with the experiment using the center loss, the trained
model with the proposed reconstruction loss achieves lower
accuracies than the original model. These performance degra-
dations may be interpreted as a collapse of gradients between
loss terms, since the objective functions of the two studies
[22], [37] are quite complicated comparedwith others. DDRL
takes joint optimization process for face identification and
verification in optimizing their model.

The overall experimental results on face recognition tasks
show similar trend on the experimental results of image
classification. Even though the experimental results in our
experiment are slightly lower than the listed accuracies in
their studies, these figures are comparable to the reported
performance in the studies [8], [11], [36] and almost similar to
the state-of-the-art methods only trained by CASIA-Webface
dataset.

C. ANALYSIS
The experimental results show clear advantages over the
current deep neural network models and a lot of compared
baselines. Our interpretation of these performance improve-
ments follows. In first, as we have mentioned in Section II
and Section III, the weight separability can influence recog-
nition performance in a model based on the neural net-
work. We have tried to improve the weight separability
via the feed-backward reconstruction loss that can encour-
age the linear independence between the column vectors in
a weight matrix. In the learning procedure, the proposed

FIGURE 6. Pattern comparison of neuron activation and the
corresponding weight vector on ‘Airplane’, ‘Bird’, and ‘Deer’ classes in
CIFAR-10 dataset. X-axis shows the an index of each neuron, and Y-axis
represents an activation output. The graphs in right-side are the pattern
comparison for normally trained ResNet, and the graphs in left-side are
the comparison on the ResNet applying the proposed reconstruction loss.
The blue bar indicates the expectation of neuron activation, and the red
bar represents the corresponding weight vector. The values beside of
class name are vector similarities based on Euclidean distance and cosine
similarities between the expectation value of neuron activation and the
corresponding weight vector.

reconstruction loss plays an important role to improve the
weight separability explicitly. The error rates and weight
separability evaluation results in Table 1 show that the clas-
sification performance is probably proportional to the weight
separability evaluation results. Experimental results not only
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for image classification results but also for face recognition
show similar circumstance.

In second, the feed-backward reconstruction can improve
not only the weight separability but also intra-class compact-
ness. Figure 6 represents the comparison of neuron activation
pattern and the values of a corresponding column vector in a
weight matrix in our classification experiment using ResNet.
The figures on the top of each bar graph indicate that the
Euclidean distance and cosine similarity between the neural
activation and the corresponding column vector in a weight
matrix, respectively.

These figures are regarded as that the similarities between
neuron activation and the corresponding vectors. A common
point of these figures is that the figures applying the pro-
posed reconstruction loss are smaller than the normal ones.
In figure 6, the Euclidean distance and cosine similarity of
the model applying our reconstruction loss for ‘Deer’ class
are 0.616 and 0.190, respectively. On the contrary, the cor-
responding Euclidean distance and cosine similarity of the
normal model are 0.666 and 0.223, and these figures are
bigger than the model applying the proposed reconstruction
loss. In addition to the experimental results for ‘Deer’ class,
other experimental results for ‘Airplane’ and ‘Bird’ classes
show the same phenomenon. These results show that the
proposed reconstruction loss can help to learn more discrim-
inative representations.

VI. CONCLUSION
In this paper, we have explored the kernels of neural net-
works and have studied a way to improve the separability
of networks’ kernels, which can improve performances of
various visual recognition tasks. We have defined the metric
for weight separability evaluation and have proposed the
feed-backward reconstruction loss to explicitly improve the
weight separability. The evaluation metric have represented
the linear independence property of column vectors in a
weight matrix. With the proposed feed-backward reconstruc-
tion loss, the separability of column vectors in the weight
matrix have been improved. We have demonstrated the effi-
ciencies of the evaluationmetric and the proposed reconstruc-
tion loss based on the experiments for image classification
and face recognition. The experimental results show that the
proposed feed-backward process and the loss function can
contribute to performance improvement in recognition tasks.

However, it is worth mentioning a limitation of the pro-
posed method. Although models applying the proposed
reconstruction loss have achieved outstanding performances
for visual recognition tasks, it forces to increase training time
in learning those models compared with the models without
the proposed reconstruction loss. The proposed reconstruc-
tion loss would not increase the number of parameters, thus
it would not increase the complexity of models applying the
proposed loss. The proposed approach, however, forces to
conduct the feed-backward process, which is sort of extra
task, to compute the reconstruction loss. As a result, apply-
ing the proposed approach increases time consumption for

optimizing network models compared with normal ones.
In future works, the primary goal would be to solve the
aforementioned limitation. Also, we hope to explore the
kernel space and latent features to improve various visual
recognition tasks based on neural networks.
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