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ABSTRACT Visual Question Answering (VQA) is a task that answers questions on given images. Although
previous works achieve a great improvement in VQA performance, they do not consider the fairness of
answers in terms of ethically sensitive attributes, such as gender. Therefore, we propose a Fair-VQA model
that contains two modules: VQA module and SAP (Sensitive Attribute Prediction) module. On top of VQA
module, which predicts various kinds of answers, SAP module predicts only sensitive attributes using the
same inputs. The predictions of SAP module are utilized to rectify answers from VQA module to be fairer
in terms of the sensitive attributes with graceful performance degradation. To validate the proposed method,
we conduct extensive experiments on VQA, GQA, and our proposing VQA-Gender datasets. In all the
experiments, our method shows the fairest results in various metrics for fairness. Moreover, we demonstrate
that our method works interpretably through the analysis of visualized attention maps.

INDEX TERMS FAI, fairness, visual question answering, VQA.

I. INTRODUCTION
In recent years, Artificial Intelligence (AI) systems pro-
vide our society with an efficient and accurate decision-
making process, but it often causes unfair decisions that
give benefits to particular demographic groups, i.e., ethnic-
ity or gender. For example, COMPAS, which is an AI sys-
tem exploited by courts in the United States, predicts that
African-American are more likely to commit recidivism than
Caucasians. In addition, the AI recruitment system used in
Amazon gives higher acceptance scores for male applicants
than female applicants [1]. These social issues raise criti-
cism of existing AI systems and the need for fairness-aware
AI systems in terms of sensitive attributes, such as gender,
age, and ethnicity [2]–[6]. As a result, fairness studies are
performed in variety of tasks, from a simple classification
on structured data [7]–[9] to Natural Language Processing
(NLP) [2], face recognition [3], and Generative Adversarial
Network (GAN) [4].
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Nonetheless, there are still some research fields where
fairness on sensitive attributes is not addressed much yet.
Particularly, in this paper, we pay attention to Visual Ques-
tion Answering (VQA), which is a task to answer to a
question by utilizing an relevant image [10]–[15]. Although
it is one of the most popular research topics in com-
puter vision and most VQA benchmark datasets [10], [13],
[14] contain questions related to sensitive attributes, there
are a few approaches to predict fair answers to the sen-
sitive questions. In our experiments on VQA 2.0 dataset
[13], a baseline VQA model [15] shows better perfor-
mance in male data than female data. It demonstrates
that there is a male-biased problem in the existing VQA
model.

There are several previous works [10], [16], [17] which
try to overcome the general bias problem in VQA tasks, but
they are inefficient to mitigate unfairness in terms of sensitive
attributes. Since sensitive questions are a small part of the
whole question, the prior approaches, which removes the
general bias in all kinds of questions, cause a large trade-off
with accuracy.
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Therefore, we propose a Fair-VQA model to predict fair
answers to sensitive questions while maintaining the over-
all performance. Our model consists of two modules: VQA
module and Sensitive Attribute Prediction (SAP) module.
Given input images and corresponding questions, VQAmod-
ule predicts various kinds of but unfair answers, while SAP
module focuses on predicting sensitive attributes of answers
(e.g., male or female). The sensitive attributes from SAP
module are combined with the answers from VQA module
if the answers are related to sensitive attributes. If not, SAP
module is not utilized. This de-biasing fusion scheme encour-
ages answers to be fairer in terms of sensitive attributes and
prevents performance degradation in answers irrelevant to
sensitive attributes.

To validate our method, we compare it with baselines
[15] on two benchmark datasets, VQA 2.0 [13] and GQA
[14]. Moreover, we construct a new evaluation dataset,
VQA-Gender, to measure the degree of fairness in terms
of gender. In all the datasets, our method achieves a great
improvement in fairness scores measured by various met-
rics with graceful performance degradation. Besides, through
qualitative analysis on visualized attention maps, we demon-
strate the prediction of sensitive attributes is based on the right
evidence in input images.
The Main Contributions: We summarize our main contri-

butions as follows:

• We propose a Fair-VQAmodel that predicts fair answers
to sensitive questions while maintaining the overall per-
formance.

• We introduce a newVQAdataset, which is VQA-Gender,
to evaluate the degree of fairness in terms of gender.

• Through extensive experiments, we validate that our
method achieves a significant improvement in fairness
with graceful performance degradation.

II. RELATED WORKS
A. FAIRNESS IN COMPUTER VISION
Several previous works [2], [3], [18]–[20] indicate that
there are unfairness issues in existing image datasets. [3]
shows that most benchmark datasets for face recognition
are biased to Caucasians than other ethnicities and proposes
Pilot Parliament Benchmark (PPB) dataset that is balanced
for skin color and gender [21], [22]. Furthermore, [18]–[20]
claims sensitive attributes, such as gender, age, and ethnicity,
are correlated with specific facial attributes in CelebA and
UTK Face datasets [23], [24]. Similarly, [25] finds out that
some gender-stereotyped objects are frequently co-occurred
with a specific gender (i.e.,male or female) in MS-COCO
dataset [26].

In addition, [25], [27]–[30] try to solve the problem in
various computer vision tasks. [27] shows that existing image
captioning models generate unfair captions in terms of gen-
der and proposes a fairness-aware image captioning model.
By introducing a loss function that encourages the model to
decide the gender of words using appropriate visual evidence,

it performs fairer image captioning in terms of gender.
In addition, [28] solves the problem that sensitive attributes
are unintentionally translated in image-to-image translation
tasks. To this end, they disentangle representation into two
spaces related to sensitive attributes or target attributes. Like-
wise, [29], [30] utilize disentangled representation to mitigate
unfairness in face recognition and face attribute classification
tasks, respectively. Reference [29] separates data representa-
tion into gender, age, ethnicity, and identity spaces, which
performs invariant face recognition with respect to sensi-
tive attributes. Reference [30] disentangles data representa-
tion in terms of multiple sensitive attributes without target
attribute labels. They perform various downstream classifi-
cation tasks fairly by excluding spaces with corresponding
sensitive attributes. Besides, [25] proposes a method that
removes sensitive attribute information in the intermediate
representation of CNN with adversarial training to perform
fair object recognition tasks.

B. VISUAL QUESTION ANSWERING
Encoding informative representation from questions and
images is important to improve Visual Question Answer-
ing (VQA) performances [15], [32]. In the early studies, input
images are encoded with VGG [33] or ResNet [34] networks
and visual attention is applied to the encoded visual features
in the form of grid [15], [32]. However, the grid-formed
attention has the disadvantage of not accurately reflecting
the boundary of objects. To solve this problem, [15] uses
Faster R-CNN [35] network to obtain image representation
at the level of objects and proposes an object-based visual
attention mechanism. On the other hand, for text encoding,
many studies [15], [32], [36] first encode questions in word-
level using GloVe [37] and re-encode them in sentence-level
using Long Short-TermMemory (LSTM) or Gated Recurrent
Unit (GRU) [38] networks.

On top of that, [32], [36], [39]–[42] propose methods to
combine multimodal data efficiently. In the early studies, text
and visual features are combined by simple concatenation,
element-wise multiplication, and outer product. However,
the concatenation and element-wise multiplication can not
reflect sufficient relation between textual and visual features,
and the outer product has a huge computational cost [39].
Therefore, [39]–[41] proposemultimodal fusionmethods that
sufficiently reflect relation between the two features with an
efficient computational cost. Moreover, [36] and [32], [42]
proposemethods that calculate relation between all words and
visual objects utilizing bilinear attention and self-attention
mechanism, respectively.

From a different perspective, [10], [16], [17] point out that
the distribution of answers per question is extremely biased
in most VQA datasets, which leads VQA models to find an
answer by simply memorizing relation between questions
and answers. They call this phenomenon language bias or
unimodal bias and try to mitigate this problem. [10] con-
structs VQA-CP dataset by reorganizing the distribution of
answers per question in VQA dataset. Since the distribution
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FIGURE 1. The overall architecture of our Fair-VQA, which consists of SAP module and VQA module. The outputs from SAP and VQA modules are
combined into the final answer through the de-biasing fusion scheme.

is different in training and test sets, models over-fitted to
the biased distribution show low performance in this dataset.
In addition, they propose a VQA model divided into two
sub-networks to avoid finding answers using only questions.
One network extracts visual evidence from input images
regardless of question types and the other network selects
only the evidence related to the question types. Furthermore,
[16] introduces a QA model sharing a question encoder with
a VQA model. The question encoder is trained not to predict
answers within QA model but to predict answers well within
VQA model. It encourages the model to exploit visual infor-
mation to find answers.

III. TERMINOLOGY AND DATA PRE-PROCESSING
Most VQA datasets [10], [13], [14] have questions on sen-
sitive attributes, such as gender, age, or ethnicity. We define
these questions as ‘sensitive questions’ and answers to the
sensitive questions as ‘sensitive answers’. For example, ‘what
gender is the basketball players?’ is one of the sensitive
questions on gender, and words such as ‘woman’, ‘man’, and
‘female’ can be sensitive answers to the questions. Although
there are various types of sensitive attributes in VQA datasets,
such as ethnicity and age, we only conduct experiments on
gender since there is little data on ethnicity, age, or other sen-
sitive attributes in VQA 2.0 and GQA datasets. This scarcity
of data makes it quite difficult to train and evaluate VQA
models.

Besides, since there is no label of sensitive attributes
in the datasets, we find out sensitive questions as follows.
Firstly, we cluster answer labels into ‘female’, ‘male’, and
‘background’ groups. For example, ‘woman’ and ‘girl’ are
clustered into ‘female’ group and ‘tennis’ and ‘red’ are
clustered into ‘background’ group. Then, the questions of

which answers are in ‘female’ and ‘male’ groups are clus-
tered into sensitive questions. The others are clustered into
non-sensitive questions. Lastly, exceptions of ‘female’ and
‘male’ questions, which are not related to human beings,
are replaced into the non-sensitive questions. Through this
process, we find about 2,100male and 1,600 female questions
in VQA 2.0 dataset, and about 9,000 male and 6,000 female
questions in GQA 2.0 dataset.

IV. BASELINE
We utilize a BUTD model [15] as our baseline. It encodes
images and questions into visual vectors v = [v1 · · · vK ], vk ⊆
Rdv using a pre-trained Faster R-CNN [35] and question
vectors q ⊆ Rdq using GRU, respectively. v and q are com-
bined by Hadamard product [40] to calculate visual attention
Attv ⊆ RK . v are weighted by Attv into attended visual
features v́ ⊆ Rdv , which are combined with q into multimodal
features m ⊆ Rdm . Finally, m is fed into a MLP classifier
to output answers. BUTD shows good performances without
glimpses [39], stack structures [43], and question attention.
In addition, it has low computational cost and good scalability
due to its simple structure. For these reasons, we set this
model as the baseline.

V. PROPOSED METHOD
A. OVERVIEW
The overall architecture of our Fair-VQA model is shown in
Figure 1. It consists of two modules, SAP module and VQA
module, and de-biasing fusion scheme. Instead of mitigat-
ing unfairness with respect to sensitive attributes by directly
designingVQAmodule, we rectify unfair answers fromVQA
module using SAPmodule that predicts sensitive attributes of
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FIGURE 2. The structures of SAP module and VQA module. SAP module (top) predicts sensitive attributes and VQA module (bottom) predicts various
kinds of answers.

answers. The outputs of the twomodules are combined by de-
biasing fusion scheme into final answers in execution time.

B. SAP MODULE
The structure of SAP module is shown in Figure 2. This
module receives images and questions to predict sensitive
attributes s ⊆ S. Firstly, it encodes an image into visual
vectors v = [v1 · · · vK ], vk ⊆ Rdv with a pre-trained Faster
R-CNN and a question into word-level question vectors q =
[q1 · · · qT ], qt ⊆ Rdq with GloVe word embedding and GRU.
K is the number of objects in an image and T is the length of
a question, which is fixed at 14 as in [32], [36], [44]. Using
the encoded vectors q and v, it calculates question and image
attention to weight important vectors in q and v, respectively.
The calculation and applying process of question attention is
as follows:

Attq = softmax(Wqq), (1)

q̂ =
∑
t

Attqtqt , (2)

where Wq ⊆ Rdq is learnable parameters and Attq ⊆ Rn

is visual attention. In addition, before it calculates visual
attention Attv, visual vectors v are combined with v́, which
are attended visual features from VQA module, as follows:

v̇ = v} v́, (3)

} denotes element-wise product. Since SAPmodule is super-
vised by only sensitive attribute labels, v́ can provide plentiful

visual guidance for finding more accurate visual attention.
The visual attention is calculated as follows:

Attv = softmax(Wh(ReLU(Wq̂q̂)} ReLU(Wv̇v̇))), (4)

where Wv̇ ⊆ Rh,dv , Wq̂ ⊆ Rh,dq , and Wh ⊆ Rh are learnable
parameters. Lastly, visual vectors are weighted summed by
the visual attention Attv and fed into classifier to predict
sensitive attributes s∗ as follows:

v̂ =
∑
i

Attvk vk , (5)

Pc = softmax(Wc(ReLU(Wv̂(v̂)))), (6)

s∗ = argmax(Pc), (7)

where Wv̇ ⊆ Rh,dv and Wc ⊆ Rc,h are learnable parameters.
Pc is the softmax score for sensitive attributes.

C. VQA MODULE
VQA module has the same structure as the baseline. In the
training step, it is pre-trained on its own and jointly retrained
with SAP module while transferring the attended visual fea-
tures v́ into SAP module. Since the retraining process is only
to transfer v́ into SAPmodule, we utilize the pre-trained VQA
module in de-biasing fusion scheme.

D. DE-BIASING FUSION SCHEME
De-biasing fusion scheme is for combining the outputs of two
modules fairly and with graceful performance degradation.
When VQAlabel = [l1, · · · lN ] is a list of VQA answers
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and VQAscore = [va1, · · · vaN ] are output scores of VQA
module, we map predicted sensitive attributes s∗ into relevant
VQAlabel . The mapping function f is defined as:

f
ln,s∗→{0,1}

: f (ln, s∗) =

{
1, ln ∈ s∗

0, ln /∈ s∗.
(8)

Using the mapping function f , the predicted score of s∗
(Max(Pc)) is copied into corresponding VQA answers as
follows:

SAPscore = Max(Pc) ∗Mlabel, (9)

where Mlabel is the outputs of mapping function f for
VQAlabel . Lastly, we combine VQAscore with SAPscore into
Totalscore as follow:

Totalscore =

{
VQAscore + αSAPscore, s∗ 6= background
VQAscore, s∗ = background,

(10)

where α is a hyperparameter which adjusts the mixing ratio of
the outputs of SAP module and VQAmodule. Since SAPscore
is not combined with VQAscore if s∗ is background group,
it causes little performance degradation for questions irrele-
vant to sensitive attributes. Finally, we obtain the final answer
as follows:

Answer = argmax(Totalscore). (11)

VI. DATASET
A. BENCHMARK VQA DATASETS
VQA 2.0 dataset is composed of images from MS-COCO
dataset [26] and question-answer pairs for the images. It is
modified from previous VQA 1.0 [45] to balance answer
distributions to each question. 3 questions are assigned per
image, and answers to each question are annotated by 10 dif-
ferent people. We use only train and validation sets in our
experiment because we cannot access to answers of test set.

GQA dataset mitigates unbalanced answer distributions
in previous datasets and provides semantic information of
both images and questions. The images are associated with
scene graphs of their objects, attributes, and relations, and the
questions are associated with the structured representation of
its semantic information. In our work, we only leverage data
whose answers are related to gender. As a result, we obtain
about 9,000 data for men and about 6,000 data for women.
We use this dataset only for evaluation.

B. VQA-GENDER DATASET
We construct VQA-Gender dataset for a more reliable eval-
uation of fairness in terms of gender since VQA 2.0 dataset
includes only a small amount of gender data in validation set,
about 500 for female and 700 for male. To gather images
related to gender in VQA dataset, we first pick out the
images of which questions include words about gender. Then,
we remove images containing both words for female and

male. In this way, we could obtain 19,836 images for male
and 8,362 images for female.

In addition, since their questions do not necessarily ask
their gender, we substitute them into new questions on gender,
such as ‘what is the gender of the person?’. All the questions
are composed of simple questions and divided into two cases.
One case requires a particular word as its answer, such as
‘what is the gender of the person, female or male?’, and the
other does not have this limitation, such as ‘what is the gender
of the person’. In the former, a specific word included in the
question is assigned to the answer (female or male in this
example). Meanwhile, in the latter, the answer is randomly
selected in the list of female or male answers. The details of
the list are described in the implementation detail section.

VII. EXPERIMENTS
A. IMPLEMENTATION DETAIL
The dimensions of visual features dv, question features dq,
and hidden features h are 2,048, 1,280, and 1,280, respec-
tively. We use 10∼100 visual features per image depending
on the threshold for selection of salient image regions and set
the length of questions to 14 by either filling empty spaces
with zero-padding or truncating extra words as in [15]. The
number of possible answers is fixed to 3,129, which are
the most popular answers. Since the ratio of female, male,
and background groups is very unbalanced (about 2:3:1,000),
we train SAP module using a balanced cross-entropy loss
[46]. Specifically, the weights for this loss are set to 1.0,
0.5, and 0.0001 in female, male, and background groups,
which are roughly decided by considering the data ratio.
Besides, we train all the VQA networks in our experiment
with a binary cross-entropy loss. The learning rate of VQA
module follows the learning rate scheduler utilized in [36].
The learning rate of SAPmodule is 10−1 for the first 6 epochs
and is decayed by 1/100 for the rest epochs. All results in
our tables are obtained from fully converged models with
the same batch size of 512 and random seeds. We use an
Adamax optimizer [47] with a gradient clipping of 1/4.We set
the lists of female and male answers to [‘woman’, ‘women’,
‘female’, ‘girl’, ‘lady’, ‘girls’] and [‘man’, ‘men’, ‘male’,
‘boy’, ‘boys’], respectively.

B. COMPARABLE MODELS
To better validate our contributions, we introduce the follow-
ing comparable models.

Baseline + VQclassifier: On top of the baseline, we add
a classifier (VQclassifier), which predicts sensitive attributes
using multimodal features m. Unlike our method, the output
scores of the baseline and VQclassifier are not combined.
Instead, the multimodal features are learned to include more
information about sensitive attributes through VQclassifier.

Baseline+Vclassifier: Similar to the above, this model has
an additional classifier (Vclassifier). The difference is that
Vclassifier predicts sensitive attributes using attended visual
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TABLE 1. VQA score on VQA 2.0, GQA, and VQA-Gender datasets. DiffI denotes the difference of VQA score between female and male answers. For all the
datasets, Fair-VQA(α = 3) shows the fairest performances.

features v́. It encourages visual attention to weight visual
features in consideration of sensitive attributes.

C. QUANTITATIVE ANALYSIS IN INSTANCE-LEVEL
We compare our model with the baseline and comparable
models on VQA, GQA, and VQA-Gender datasets [13], [14].
In Table 1, we report VQA score (Overall), which is the most
popular metric to measure VQA performances [45], and the
difference of VQA score between female and male answers
(DiffI). The lower difference of VQA score indicates that the
results are fairer in terms of the sensitive attribute, gender.
In benchmark datasets, VQA 2.0 and GQA, the baseline
shows highly unfair results in terms of gender, achieving DiffI
of 9.91% and 51.0%. In addition, Baseline + Vclassifier has
little effect on the improvement of fairness in both datasets.
Although Baseline+ VQclassifier further improves fairness,
it is still not significant. Our method (α = 3) achieves the
fairest results on all the benchmark datasets, overperform-
ing the baseline by 6.68% and 13.57%, respectively. These
results indicate our two-branch approach is more effective
than comparable models which learn sensitive attribute infor-
mation directly in VQA networks. Even though the overall
performance of ours is degraded on VQA 2.0 dataset, it is
very slight (0.11%).

Compared to the benchmark datasets, all the models show
lower DiffI scores on VQA-Gender dataset since it is only
composed of simple questions on gender. Our method also
records the fairest DiffI of 1.21% on this dataset.

D. QUANTITATIVE ANALYSIS ON GROUP-LEVEL
We point out that the existing VQA score metric has a limi-
tation in evaluating the fairness of results. For example, if a
VQA network predicts an answer as ‘woman’ but the ground
truth (GT) is ‘female’, the existing metric judges this pre-
diction is wrong. However, in terms of fairness, this answer
should be judged to be correct. Rather, it is more important to
measure the proportion of answersmispredicted into the other
sensitive attribute group or background group. Therefore,

we measure group-level accuracy, which indicates whether
the prediction is included in the same sensitive attribute group
as GT, and its difference between male and female groups
(DiffG). Moreover, we measure the proportion of answers
mispredicted into the other sensitive attribute group among
all data: absF→M (female to male) and absM→F (male to
female). relF→M and relM→F represent the proportion of
answers mispredicted into male or female among their errors,
respectively.

As shown in Table 2, the baseline shows the unfairest
results on the benchmark datasets and both comparable mod-
els improve fairness in terms of all the metrics, DiffG, DiffA,
and DiffR. However, they slightly degrade the fairness scores
on VQA-Gender dataset. In all the datasets, our method
achieves the fairest results, particularly showing the improve-
ment of 21.9% (DiffG), 25.68% (DiffA), and 64.43% (DiffR)
over the baseline on GQA dataset.

E. QUALITATIVE ANALYSIS
In this section, we qualitatively analyze visualized atten-
tion maps of the baseline and SAP module. In Figure 3,
we show two examples of visualized attention maps, where
brighter boxes indicate that the models pay more attention
to the regions. Although both the baseline and SAP module
focus on the right evidence, which are the regions related
to women, the baseline outputs biased answers (female to
male). Compared to this, SAP module predicts the correct
sensitive attributes (female class) from the right evidence and
encourages our model to predict the correct answers (female).

F. ABLATION STUDY
In Table 3, we analyze the effectiveness of transferring visual
guidance (v́) from VQA module to SAP module. In all
the datasets, visual guidance significantly improves fairness
scores at the group-level. Specifically, our model with visual
guidance overperforms the other by 30.28% (DiffG), 30.42%
(DiffA), and 33.84% (DiffR) on GQA dataset. This is because
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TABLE 2. Group-level accuracy on VQA 2.0, GQA, and VQA-Gender datasets. absF→M and absM→F denote the proportion of answers mispredicted into
the other sensitive attribute groups. relF→M and relM→F are their ratio to errors of female and male groups, respectively.

TABLE 3. Ablation study on transferring visual guidance. The performances are measured by group-level accuracy. Models with visual guidance show
fairer results than models without it on all the datasets.

FIGURE 3. Visualized examples of attention maps on VQA 2.0 dataset. Each image contains five attended regions with the largest attention weights. The
brighter boxes indicate greater attention weights. Q, A, and C denotes questions, answers, and sensitive classes, respectively.

SAP module could predict sensitive attributes more accu-
rately with visual guidance.

In Figure 4, we demonstrate this phenomenon through
visualized attention maps. In the examples, SAP module
without visual guidance (VG) has difficulty to focus on accu-
rate visual evidence, thus it mispredicts the female group to
the background group. Meanwhile, SAPwith visual guidance
predicts the correct group by utilizing appropriate visual
regions.

G. LIMITATIONS
In this section, we discuss the limitations of our study.
Although our method could be potentially applied to various
sensitive attributes in VQA tasks, we conduct experiments
only in gender attributes due to the scarcity of ethnicity
and age data in benchmark datasets. The scarcity makes
it difficult not only to train and test our model stably but
to construct a new dataset using our labor-saving method.
Therefore, the generalizability of our method for various
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FIGURE 4. Visualized attention maps of SAP with visual guidance (VG) and without it. SAP without visual guidance does not find the right visual
evidence well.

sensitive attributes is yet to be experimentally proven in this
paper.

VIII. CONCLUSION
In this paper, we conducted a fairness study in VQA tasks.
To mitigate unfairness in terms of sensitive attributes with
graceful performance degradation, we proposed a fairness-
aware VQA model, namely Fair-VQA, which is composed
of two modules: VQA module and SAP module. This two-
branch approach showed much fairer performances than the
baseline and comparable models on VQA 2.0, GQA, and
VQA-Gender datasets. We extensively evaluate the fairness
of results with instance-level and group-level metrics. More-
over, through ablation study, we demonstrated that transfer-
ring visual guidance fromVQAmodule to SAPmodule helps
to focus on the right visual evidence and to predict correct
sensitive attributes.
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