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ABSTRACT With the smooth upgrade of the access network, multiple tuning-time devices will coexist in the
long-reach access network, and the subsequent problems of high round-trip time (RTT) and optical network
unit (ONU) tuning delay need to be solved urgently. In this paper, a multi-thread multiple tuning-time
devices coexistence (MT-MTDC) bandwidth allocation algorithm is proposed. This algorithm can solve the
problems of high RTT and ONU tuning delay in virtual passive optical network (VPON) based on long-reach
wavelength division multiplexing / time division multiplexing passive optical network (LR WDM/TDM
PON). Firstly, Multi-threaded polling mechanism is introduced into multi-mode coexistence VPON. Next,
the number of wavelengths and threads is selected adaptively to ensure high bandwidth utilization. Then,
the mechanism of dynamically adjusting the thread window is proposed. The mechanism strengthens the
collaboration ability between threads and solves the degradation problem of the multi-thread algorithm.
Furthermore, the construction of tuning buffer and the setting of time flag effectively solve the problem
of more frequent ONU tuning pressure and ONU transmission conflict caused by multi-threaded polling
algorithm. Finally, by comparing with the multi-thread longest-first first-available (MT-LFFA) algorithm
and the multi-tuning-time ONU scheduling (MOS) algorithm, the proposed algorithm demonstrates its
effectiveness in terms of polling cycle time, average tuning delay, bandwidth utilization and average packet
delay.

INDEX TERMS Multi-thread, round-trip time, flexible thread window, tuning delay, virtual passive optical

network.

I. INTRODUCTION

With the emergence of 5G, the number of users and the
demand of network are gradually increasing, and the distri-
bution scope of users is gradually expanding [1]. In order
to enlarge the coverage of access network and increase the
number of users that can be loaded, long-reach access net-
work technologies have appeared one after another, such
as: long reach passive optical network (LR-PON) [2]-[6],
long reach wavelength division multiplexing / time division
multiplexing passive optical network (LR WDM/TDM PON)
[7]-[10]. These access network technologies can increase the
maximum distance between the optical line terminal (OLT)
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and optical network unit (ONU) to 100 km, so that the
access network can carry more users. Virtual passive optical
network (VPON) is an open network architecture. In the
access network, ONUs establish virtual connections with
other OLTs to share wavelengths, which will form the so-
called VPON [11], [12]. In VPON based on LR PON or
LR WDM/TDM PON, the ONU in the heavy-load OLT
subsystem can be added to the light-load OLT subsystem by
switching the operating wavelength of the ONU. Therefore,
excellent load balancing performance can be achieved.

In VPON, whether it is the uplink transmission within
the subsystem based on WDM/TDM or the load balancing
among multiple subsystems, the wavelength tuning of ONU
needs to be considered. How to reduce the tuning time of
ONU is one of the research focuses of bandwidth allocation
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TABLE 1. Algorithm comparison.

Representative article Solve high RTT problem

When the ONU tuning time is not zero, no
additional delay is generated

When multiple tuning time ONUs coexist, no
additional delay is generated

[17, 18]
[2,19]
[13,20]
8, 21]
[15]

X £ X 2 X

X

< 2 2 X
2. X X X

algorithm for VPON. At the same time, according to the
evolution mode of upgrading on demand in access network,
ONU devices within PON have different performances, such
as tuning range and tuning time. Therefore, there will be
multi-mode ONU coexistence in VPON based on long-reach
access network. However, the existing dynamic bandwidth
allocation algorithm that only considers the unified ONU
tuning time is not applicable to the multi-mode coexistence
VPON based on the long- reach access network [8], [13].

In addition, the round-trip time (RTT) between OLT and
ONU is very high in multi-mode coexistence VPON based
on long-reach access network. The existing single-threaded
polling algorithm for VPON is not suitable for multi-mode
coexistence VPON based on long-reach access net-
works [14], [15]. Compared with single thread, the multi-
thread scheme is more suitable for VPON based on
LR-PON [16]. By building multiple transmission channels
between OLT and ONU, the bandwidth allocation algorithm
based on multi-threaded polling mechanism can take advan-
tage of idle time slots caused by high RTT [3]. Combining
the factors of ONU tuning time and high RTT, authors
investigated and classified the existing bandwidth allocation
algorithms, and selected representative literatures for com-
parison. The results are shown in Table 1.

From Table 1, it can be found that for the multi-mode
coexistence VPON based on long-reach access network,
the dynamic bandwidth allocation algorithm which can
simultaneously solve the problems of high RTT, non-zero
tuning time and coexistence of multiple tuning devices has
not been studied. To solve this problem, this paper will
propose a multi-thread multiple tuning-time devices coex-
istence (MT-MTDC) bandwidth allocation algorithm. The
MT-MTDC algorithm is based on the offline polling mode
and can be applied to VPON based on LR WDM/TDM PON.
This algorithm can not only effectively solve the problem of
idle time slot caused by high RTT and problems of trans-
mission conflict and wavelength tuning delay in the scene of
multiple tuning-time devices coexistence, but also ensure the
load balancing and high bandwidth utilization.

This paper is structured as follows. In section II, the
MT-MTDC bandwidth allocation algorithm is presented.
In section III, the slot scheduling of MT-MTDC algorithm is
introduced. The simulation results are displayed to confirm
the rationality and effectiveness of the proposed algorithm in
section IV. Finally, this paper is concluded in section V.
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Il. MT-MTDC BANDWIDTH ALLOCATION ALGORITHM
A. ADAPTIVE THREAD NUMBER AND WAVELENGTH
NUMBER SELECTION MECHANISM
In multi-thread multiple tuning-time devices coexistence
(MT-MTDC) algorithm, the number of threads in a polling
cycle is not fixed. This is because the idle slots caused by
high RTT cannot be fully utilized when the number of threads
is too small. When there are too many threads, the frequent
communication between ONU and OLT will lead to the waste
of bandwidth resources and increase the tuning times of
ONU. Therefore, the number of threads will be dynamically
adjusted according to the current load in the MT-MTDC
algorithm.

According to the requested bandwidth of ONUs, the total
number of threads required to transfer data while making full
use of the idle time slots caused by RTT is calculated by:

active RTT .
n * max * wl—‘ 41 n

Thread pym = ’7 wave

B request

where nv“f;;‘;e is the number of wavelengths actually used in

VPON, RTT ,,,ux is the maximum RTT time of all ONUs in
VPON, w; is the wavelength bit rate, Begues: is the total
bandwidth requested by all ONUs in a single thread. nd</i¥¢ x
RTT ,,.x * w; represents the total amount of wasted band-
width caused by RTT on all working wavelengths in VPON.

W-‘ represents the number of threads required
to make full use of the idle time slots caused by RTT. Param-
eter 1 is the original thread used to transmit the requested
bandwidth of ONUs in VPON.

In VPON scenario based on LR WDM/TDM PON, when
the load is low, bandwidth resources can be saved by reducing
the number of used wavelengths. According to (1), it can
be concluded that the more wavelengths enabled under the
same load, the more threads required to fully use idle time
slots caused by RTT. The increase in the number of threads
will intensify the wavelength-tuning times of ONU and
increase the scheduling pressure of the algorithm. Therefore,
it is necessary to determine the optimal number of threads
and wavelengths. First, traverse the number of wavelengths.
Then, the number of threads calculated by (1) is used to find
the optimal number of wavelengths enabled. The detailed
pseudo-code of the MT-MTDC algorithm for selecting the
optimal enabled wavelength number is shown in Table 2.
The purpose of the step 4 is to find the best combination of
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TABLE 2. Find the optimal number of active wavelengths.

Algorithm 1: Find the optimal number of active wavelengths

I“P“t: Threadnum» wavenym, Tcycle: Wi, Brequesrv RTTmax

Output: ngctive

1: function Find(Thread,,,;;n, Wave,m, Teycie» Wir Brequest> RT Tnax)
2: for n&te=wave,,,,, — 1 do

3: let Thread,,., be assigned value through equation (1)
4: if Thread,,m * Brequest/(Tcycle * Wi)! = n\?v%%e and

Thread,,,, * Brequest < Tcycle * Wi * Wavenym

do

5: continue
6: else do

7: break

8: return ngctive

9: end function

threads number and active wavelengths number based on the
relationship between the number of threads and the number of
wavelengths working in the VPON. The first formula in step 4
is to determine whether the number of active wavelengths is
appropriate. In the formula, Thread ;um * Breques: T€PTESENLS
the total bandwidth that can be transmitted by all threads
in a polling cycle, and T¢yee * w; represents the bandwidth
that can be transmitted by a single wavelength in a polling
cycle. W indicates the number of wavelengths
that should be activated. When the calculated result is not
equal to the number of wavelengths operating in the VPON,
it indicates that the number of wavelengths is inappropriate,
and the number of operating wavelengths should continue to
be modified. The second formula is to ensure that the total
bandwidth of all threads does not exceed the total bandwidth
provided by all wavelengths in VPON. If the number of active
wavelengths is not appropriate and the total bandwidth of
all threads does not exceed the total bandwidth provided by
all wavelengths in VPON, the algorithm will continue to
traverse the number of wavelengths until the optimal number
of threads and wavelengths is found.

In the process of bandwidth allocation based on the princi-
ple of fairness, the bandwidth allocated to the ONU in each
thread should not be less than the minimum guaranteed band-
width. Each thread has a minimum transmission bandwidth.
So, the number of threads is constrained when the polling
cycle is limited. According to the minimum guaranteed band-
width of a single thread, the maximum number of threads in
a polling cycle can be determined by:

Thread,, — "wave *Teycte % Wi
Nx(By + Tg)
where Ty is the polling cycle time, N is the number
of ONUs in the VPON, B, and T, respectively represent
the minimum guaranteed bandwidth of each ONU and the
required guard time slot bandwidth for ONU transmission.

@

B. DYNAMIC ADJUSTMENT OF THREAD WINDOW
In the multi-threaded polling algorithm, when the band-
width difference between two threads is too large, the
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multi-threaded algorithm will be distorted and cannot effec-
tively use the idle time slot. In severe cases, the multi-
threaded algorithm will degenerate into a single-threaded
algorithm. Therefore, ideally, the amount of bandwidth trans-
mitted by each thread should be kept the same. However,
considering the volatility of ONU bandwidth request and the
flexibility of VPON networking, thread window should be
flexible to enhance the cooperation between threads. When a
thread needs more bandwidth, the transmission window size
of the thread can be increased appropriately. In the subsequent
threads, the bandwidth that has been transmitted in advance
within the same polling cycle is compensated to ensure that
the overall allocation bandwidth in each polling cycle does
not exceed the standard. When a thread needs less bandwidth,
it can allocate its remaining bandwidth to subsequent threads
with greater demand.

First, according to the number of threads and enabled
wavelengths, the standard bandwidth window size of a single
thread can be calculated:

active L
Thread"indow _ e ¥Teyele ¥ Wi — N % TgxThread ym
Thread

standard —
3
active

where nj ¢ * Teyele * w; represents the total bandwidth of
all operating wavelengths in the VPON in a polling cycle,
N * TgxThread ,, represents the total protection slot band-
width of all threads. The subtraction result represents the total
bandwidth available for ONU data transmission in a polling
cycle. Divided by the number of threads, it represents the
standard bandwidth of each thread.

In order to ensure that the subsequent bandwidth window
cannot be too small, there is a limit to the expansion of
the bandwidth window of a single thread. The minimum
bandwidth window of a single thread is limited to:

N s RTT %W

Th dw{rzdowz max[N * (B T,), wave
reaa,, [ ( 8+ g) Thread yym — 1

“

where N (Bg + Tg) is the minimum value of guaranteed

bandwidth and protected slot bandwidth required to transmit
aC[[VE*RTTmaX*Wi

all ONUs in a single thread, ”W"T",;rea 7 derived from (1)
and represents the minimum bandwidth value that each thread
must transmit in order to make full use of the idle time
slots caused by RTT. Here, the largest value in the above
two formulas is the minimum bandwidth window of a single
thread.

Due to the variable number of threads and the sudden
change of ONU bandwidth request, any thread may apply for
excess bandwidth. And it is also possible that one thread has
extra bandwidth available for subsequent threads. Therefore,
a “‘borrowing” idea is introduced to expand and compensate
the bandwidth of threads. At the beginning of each polling
cycle, the total pre-payable bandwidth of each thread is set
to:

ndh i
Bpoundary = Thread?;la’jzjcx ', — Threa dr:lllrrll ow (5)
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At the same time, a pre-payable bandwidth B, is also set to
monitor whether the allocated thread bandwidth is exceeded
in the current polling cycle. Bj,q, is equivalent to a buffer pool
to supplement bandwidth for each thread or store the extra
bandwidth of each thread. In the initial state, the value of Bj,4;,
is the maximum amount of bandwidth that can be advanced
by each thread, that is, Bpoundary.- After that, the value of
Bjyan decreases or increases with the amount of bandwidth
required by each thread. When the bandwidth required by
a thread exceeds Thread;"té%‘;fd, the thread needs to borrow
bandwidth from other threads, and the borrowed bandwidth is
deducted from the Bj,q,. When the required bandwidth of the
thread is less than Thread ;V,Z}fd‘grd, the thread will have surplus
bandwidth, and the surplus bandwidth will be added to Bjyup-

In each polling cycle, the allocation strategy of the last
thread is different from that of other threads. If the previous
threads use pre-payable bandwidth, it will be compensated in
the last thread.

For the non-last thread, the final bandwidth allocation is as
follows:

Thread"" "  + Bj,qn if Conditionl

standard
; B " if Condition2
Threadwmdow — reques vindow f o
Thread 77 if Condition3
Brequest if Condition4
©)
Attached:
.. . ind
Condition 1 : B.ogues: > Thready, 7" and
Bioan> 0 and
ind
Thr ead;ﬁgﬁ,f;ﬁd + Bioan < Brequest
.. ) ind
Condition 2 : Brogues: > Thread 7" and
Bioan> 0 and
ind
Thrgad;ila';w;)avﬁd + Bioan ZBrequext
.. . ind
Condition 3 : Brogues: > Threadyy, 7" and Bjoa,= 0
.. . window
Condition 4 : Byoquess <Thread g, 11a

where By, is calculated by:

Bioan = Bioan — (Threadwmdow _ Threadwindow ) 7

standard

Take Condition 2 as an example to describe the scenario,
and the remaining decision scenarios are similar. Condition
2 refers to that when the bandwidth request of a thread is
greater than the standard bandwidth, the thread requests to
expand its capacity. The current pre-payable bandwidth is
greater than zero. And the standard bandwidth plus the pre-
paid bandwidth can meet the needs of this thread. Therefore,
the requested bandwidth is allocated to the thread, and the
amount of prepaid bandwidth will be deducted from Bjyap
later.

Once the bandwidth allocation of a thread is determined,
the value of Bj,,, will be updated according to (7). When
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the thread demand is less than the standard bandwidth win-
dow size, Bjyq, Will increase according to (7). This indicates
that the remaining available bandwidth will be added to the
pre-payable bandwidth (Bj,;,) for the bandwidth allocation
of subsequent threads.

For the last thread in each polling cycle, the bandwidth
allocation is as follows:

Thread """
Thread}‘;gil‘iz;ﬁd + (Bzo,m - mamdary) if Conditionl
Brequest if Condition2
= Brequesl lf Condition3
Thread;”l%%d — (Bbo,mdwy — Bloun) if Condition4
Brequest if Condition5
(3)
Attached:

Condition 1 : Bjyun > Bpoundary and

window
standard

ind
Thrgad?;gz;;ﬁd +Bioan — Bhoundary) <Brequest

Biequest > Thread and

Condition 2 : Bjyun > Bpoundary and

window
standard

ind
Thread ?;Zlmzxfd +(Bioan — Bbounda}y) ZBrequest

Biequest > Thread and

Condition 3 : Bjoan > Bpoundaryand

window
Brequest = Threadstandard

Condition 4 : Boun <Bpoundary and
ind
BrequestzThr ead?;zlmzxd - (Bbounda}y - Bloan)
Condition 5 : Bjoun <Bpoundary and

ndow
Brequest < Thread gqniura — (Bboundwy - Bloa”)

The bandwidth allocation of the last thread in the polling
cycle is mainly to compensate the prepaid bandwidth used
by the previous thread. Take Condition 2 as an example to
describe the scenario, and the remaining decision scenarios
are similar. In Condition 2, the pre-payable bandwidth is
greater than the initial prepayment limit. This indicates that
the available bandwidth of the previous threads is greater than
the prepaid bandwidth. Therefore, the resources available to
this thread are the sum of the standard bandwidth and the
bandwidth that exceeds the prepayment limit. When the sum
of the two is greater than the thread demand, the thread can
be directly allocated its required bandwidth.

C. BANDWIDTH ALLOCATION

After determining the allocated bandwidth of each thread,
the bandwidth will be allocated to ONU according to the
bandwidth request weight ratio of the ONU. According to the
bandwidth request value, each ONU will get its weight ratio:

B,

W= —t
N
Zx:l B;

©))
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where B} represents the bandwidth request of onu;, and
ZQ]: | By, represents the total bandwidth requirement of all
ONUs in the current thread.

According to the bandwidth window size of the thread
where the ONU is located and the weight ratio of the ONU,
each ONU can obtain a pre-allocated bandwidth:

B = Thread""™ " x W; (10

According to the relationship between pre-allocated band-
width and requested bandwidth, the final allocated bandwidth
of each ONU can be calculated by:

B! if B > B and B! < B" +Br"’!
B =1 B+ ol if B > BI" and B} > B"*+Br!
B if B <B™
(1n

where BP%°! represents the bandwidth resource pool for the
current thread.

In the process of allocating bandwidth to ONUs according
to (11), when the requested bandwidth of the ONU is less than
the pre-allocated bandwidth, the extra pre-allocated band-
width will enter the bandwidth resource pool to participate
in the subsequent ONU bandwidth allocation.

Ill. SLOT SCHEDULING OF MT-MTDC ALGORITHM

After allocating the bandwidth of ONUs, time slot schedul-
ing needs to be performed for each thread’s ONU. Through
research, it can be known that in the single-threaded polling
algorithm, the shortest propagation delay (SPD) first schedul-
ing strategy can compensate for the wide propagation dis-
tance up to 100 km, but cannot achieve load balancing.
The longest-first first-available (LFFA) [14] strategy can
achieve excellent load balance during time slot scheduling,
so as to effectively reduce the length of the polling cycle
and improve bandwidth utilization. But for the MT-MTDC
algorithm based on the multi-threaded polling mechanism,
the LFFA strategy cannot meet the demand. Compared with
the single-thread algorithm, the multi-thread algorithm has
multiple threads in one polling cycle, and subsequent threads
will allocate the wavelength slot resources based on the pre-
vious thread.

In an ideal situation (without considering tuning delay
and conflict), the ONU scheduling of multi-threaded polling
algorithm based on the LFFA strategy in a polling cycle is
shown in Fig. 1. In Fig. 1, a polling cycle contains two threads,
each ONU needs to be transmitted twice. There are two points
to note here. First, the working wavelength of the ONU will
be adjusted based on load balancing in the two transmissions.
So, the ONU wavelength tuning is more frequent in the
multi-threaded polling algorithm. In a polling cycle, the more
threads, the greater the pressure on ONU scheduling. Sec-
ond, there is a possibility of ONU transmission conflict in
the multi-threaded polling algorithm. It can be seen from
Fig. 1 that for ONU7, there is a conflict between the two
transmissions on the time axis. The transmission of ONU7 in
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ONU5

Scheduling Cycle

FIGURE 1. Example of ONU scheduling for multi-threaded polling
algorithm.

the first thread is at wavelength A, and in the second thread
is at wavelength A4. The two transmissions have overlapping
parts on the time axis. In the scenario where ONU tuning
time is considered, wavelength tuning of ONU7 before the
end of the first thread’s transmission will affect the integrity
of data transmission. Even if the tuning time of ONU is not
considered, when ONU has only one transceiver, ONU7 can-
not transmit simultaneously on two wavelengths at the same
time. These are two main problems that need to be solved
when LFFA strategy is applied to the multi-threaded polling
algorithm.

A. BUILDING ONU TUNING BUFFER

In order to ensure wavelength load balancing, the working
wavelength of the ONU is not fixed during the time slot
scheduling process, and the ONU wavelength tuning needs
to be considered in each thread. Therefore, the ONU tun-
ing buffer will be built at the beginning of each thread.
Some ONUs are selected for direct transmission without
wavelength tuning, and the rest ONUs can use this period
of time for wavelength tuning. While building ONU tun-
ing buffer, it is still necessary to consider load balancing,
so as to ensure that the overall bandwidth utilization rate is
high.

First, arrange all ONUs in descending order of bandwidth
and start traversing from the head of the queue. Then it is
determined whether the operating wavelength of the ONU
is the earliest idle wavelength, if yes, it is arranged for
priority transmission, otherwise this ONU is skipped. The
length of the tuning buffer also needs to be limited. And a
global variable needs to be set to record the maximum tuning
time of the ONU that is not currently allocated a time slot.
When the buffer length of a certain wavelength can meet
the tuning requirements of all subsequent ONUs, the buffer
construction of that wavelength is completed. Every time
the ONU slot allocation is determined, the global variable
tuning,,.. will be updated. At the same time, traverse from
the head of the ONU queue again, until the buffers of all
wavelengths are constructed. The detailed pseudo-code of
the MT-MTDC algorithm for building ONU buffer is shown
in Table 3.
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TABLE 3. Build a buffer of the appropriate length for ONU wavelength
tuning.

Algorithm 2: Build a buffer of the appropriate length for ONU
wavelength tuning

Input:wave_count[ |,onu_wave_stamp[ ][ ],onu_time_stamp[ ][ ],
onu_pool[ ][], waves[ ][], niis’, tuningmax
Output: waves|[ ][ ], onu_pool[ ][ ]
1: function BuildBuffer(wave_count|[ |, onu_wave_stamp[ ][ ],
onu_time_stamp[ ][ ],onu_pool[ ][ ], wave[ ][],
n\al/cat%e’ tuningmax)
2: let tuning,, ., be assigned the maximum tuning time of all ONUs in
onu_pool[ ][]
3: for i=0 - n2<t¥¢ — 1 do
4: if (wave_count[i] < tuningpq,) do
5:  forj=0— onu_pool_size — 1 do
6: if onu_wave_stamp|[j] == i and onu_time_stamp|j] <
wave_count[i] and
wave_count[i] < tuningpq, do

7: wave_count[i] += onu_pool[j][0]

8: onu_time_stamp[j] += onu_pool[j][0]

9: fill onu_pool[j] into the corresponding position in
waves|[ ][]

10: pool.remove(j)

11: j=j-1

12: update the value of tuning .

13:  else if wave_count[i] = tuning,,, do

14: break

15: return waves| ][ |, onu_pool[ ][ ]
16: end function

B. ONU TIME SLOT ALLOCATION

After the ONU tuning buffer of each wavelength is con-
structed, time slots will be allocated for ONU based on load
balancing strategy, and the possible transmission conflicts
will be corrected.

First, the ONUs that are not allocated time slots in the
resource pool are organized into a descending queue accord-
ing to the allocated bandwidth. Then, start traversing from
the head of the queue. Since the construction of ONU buffer
is completed, the influence of tuning time can be ignored.
Assign the ONU to the first idle wavelength in sequence.
To correct the transmission conflict, a time flag is set for
each ONU in OLT. After determining the transmission time
slot of each ONU on a thread, the flag is updated to the
final transmission end time of the ONU. In the subsequent
allocation process, the time flag of the ONU is compared with
the planned transmission time of this thread. If there is a con-
flict, the ONU is temporarily skipped. If there is no conflict,
the ONU is allocated a time slot. In each time, the time slot of
an ONU is determined, it will return to the head of the queue
to traverse again until all ONUs time slots scheduling end.
The detailed pseudo-code of MT-MTDC algorithm for ONU
time slot allocation is shown in Table 4.

The construction of the ONU buffer and the allocation
of time slots containing transmission conflict corrections
have effectively solved two problems: 1) The problem of
more frequent ONU tuning delay during the multi-threaded
polling process is solved. And it is suitable for the scenario
where ONUs with different tuning time coexist. 2) The ONU
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TABLE 4. Allocate time slot to ONUs in the resource pool.

Algorithm 3: Allocate time slot to ONUs in the resource pool

Input:wave_count[ ],onu_wave_stamp| |[ ],onu_time_stamp[ ][ ],

onu_pool[ ][ ], waves[ ][ ], wave_order| |

Output: waves[ ][ ]

1: function Allocate(wave_count| ], onu_wave_stamp[ ][ ],
onu_time_stamp[ ][ ],onu_pool[ ][ ], waves[ ][ ],

wave_order][ ])

2: let wave_order|[ ] be stored the available order of all active waves

3: while (! onu_pool.isEmpty()) do

4: i=0

5: for j=0— wave_order_size — 1 do

6 if onu_time_stamp[j] < wave_count[i] do

7: wave_count[i] += onu_pool[j][0]

8 onu_time_stamp[j] += onu_pool[j][0]

9 fill onu_pool[j] into the corresponding position in

waves[ ][ ]

10: onu_wave_stamp|[j] = wave_order|[i]
11: update wave_order] |

12: onu_pool.remove(i)

13: break

14: return wave| ][ ], onu_pool[ ][]
15: end function

transmission conflict is eliminated, and the data loss caused
by the sudden interruption of ONU upstream transmission is
avoided. At the same time, it can ensure that all transmission
wavelengths have good load balances, so as to reduce the
transmission cycle and improve the bandwidth utilization.

C. MT-MTDC ALGORITHM
The overall flow of the MT-MTDC algorithm is presented
in Fig. 2.

As shown in Fig. 2, the MT-MTDC algorithm is divided
into three steps:

Stepl: Parameters determination. First, by an adaptive
thread number and wavelength number selection mechanism,
the number of threads and the number of wavelengths enabled
is determined. Then, by dynamic adjustment, the size of the
thread window is determined.

Step2: Bandwidth allocation. Firstly, the weight of ONU is
calculated, and then the bandwidth of ONU is pre allocated
according to W;. Finally, the final allocated bandwidth is
determined according to the relationship between the pre
allocated bandwidth and the requested bandwidth.

Step3: Slot scheduling. First, construct the ONU tuning
buffer. Then, the ONU time slot allocation is performed and
the potential transmission conflict is corrected at the same
time. It is worth mentioning that the above two processes are
based on load balancing.

IV. SIMULATION AND PERFORMANCE ANALYSIS

In this section, the performance of the proposed MT-MTDC
algorithm is studied. The simulation is developed in
MATLAB and Java. By simulation, the MT-MTDC algo-
rithm is compared with MT-LFFA algorithm and multi-
tuning-time ONU scheduling (MOS) algorithm [15]. The
MT-LFFA algorithm is LFFA algorithm [14] based on
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Adaptively determine Thread,,,;, and
Parameters et according to cquation (1)
determination

~ 7

| ‘ Dynamically adjust the thread window | i

‘ Calculate the weight of ONU (W;) |

Bandwidth
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FIGURE 2. The flow chart of MT-MTDC algorithms.

multi-threaded polling. The MOS algorithm is the algorithm
that based on single-threaded polling with different tuning
time ONU coexistence. The simulation is focused on four
aspects: polling cycle time, average tuning delay, bandwidth
utilization and average packet delay.

In the simulation, there are four available wavelengths in
the VPON based on LR WDM / TDM PON. VPON contains
128 ONUs, and the initial wavelength of each ONU are
randomly assigned. The distance between ONU and OLT
is evenly distributed within 0-100km. Studies have pointed
out that the performance of multi-threaded algorithms will
be affected by the polling cycle size [2]. In 2012, Ahmed
Helmy et al. proposed that the optimal polling cycle for
access networks with a maximum coverage of 100 km is
5 ms [4]. In this paper, the maximum polling cycle is Sms. The
data packet of ONUs is generated by Poisson distribution, and
packet size ranges from 64 bytes to 1518 bytes (The unit will
be converted to bits during the operation process) [15]. The
guaranteed bandwidth of ONU is determined by the number
of data packets it generates. The allocated guaranteed band-
width of each packet is 64 bytes. Unless otherwise specified,
the ONU tuning time in the simulation scenario is randomly
selected from {0.1 ms, 0.3 ms, 0.5 ms}. The simulation data
is the arithmetic average of 100 consecutive polling cycles.

A. ANALYSIS OF POLLING CYCLE TIME

With the same load and the same number of wavelengths
enabled, the longer the polling cycle is, the more delay or idle
slots exist in the transmission. In this section, the polling cycle
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w
S

of MT-MTDC algorithm, MT-LFFA algorithm and MOS
algorithm at each load point will be compared. The compari-
son results are shown in Fig. 3. It can be seen from Fig. 3 that
when the load points are 0.1 and 0.2, the polling cycle time of
MT-MTDC algorithm and MT-LFFA algorithm is the same,
while the polling cycle time of MOS algorithm is higher than
that of the other two algorithms. This is because when the load
points are 0.1 and 0.2, the three algorithms only enable one
wavelength. There is no effect of tuning delay currently. Since
the MOS algorithm is a single-threaded algorithm, the idle
time slot caused by high RTT increases the polling cycle
time. When the load points are 0.3, 0.5 and 0.8, the polling
cycle time of the three algorithms decreases compared with
the previous load. This is because at these three load points,
the number of enabled wavelengths of the three algorithms
increases. According to the load balancing mechanism, part
of the transmission time slots will be allocated to the newly
added wavelengths, resulting in a decrease in the polling cycle
time. From an overall perspective, the polling cycle time of
the MT-MTDC algorithm is the shortest, and the polling cycle
time of the MOS algorithm is the longest. The polling cycle
time of MT-LFFA algorithm is longer than that of MT-MTDC
algorithm. This is because the ONU wavelength tuning and
transmission conflict leads to waiting delay. MOS algorithm
avoids the influence of ONU wavelength tuning through slot
scheduling, and there is no transmission conflicts in single
thread algorithm. However, in the VPON scenario based
on LR WDM/TDM PON, the single-threaded algorithm is
inevitably affected by high RTT, which will greatly increase
the polling cycle time. From Fig. 3, it can be found that the
polling cycle time of MT-LFFA algorithm and MOS algo-
rithm at multiple load points are greater than the set maximum
value of Sms. For the scenario where the maximum polling
cycle time is limited, the transmission data will be lost or
delayed in the actual transmission process, which has a great
impact on network service quality.

B. ANALYSIS OF AVERAGE TUNING DELAY

The tuning delay in this section refers to the waiting delay
of ONU transmission queue caused by the fact that some
ONUs cannot be transmitted within a given slot due to the
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algorithm’s failure to consider the tuning delay not to be
zero or the coexistence of multiple tuning-time devices in the
scheduling process.

The average tuning delay comparison of the three algo-
rithms is shown in Fig.4. When the load points are 0.1 and
0.2, the number of enabled wavelengths of the three algo-
rithms is 1. There is no tuning requirement for ONU cur-
rently. Therefore, the load interval of Fig. 4(a) is selected
as [0.3, 1]. Detailed simulation data of all load points can
be seen in Fig. 4(b). It can be seen from the line chart that
when the load is in the range of [0.3, 1], the average tuning
delay of the MT-MTDC algorithm and the MOS algorithm
is always 0, while the MT-LFFA algorithm has a significant
tuning delay. This is because both the MT-MTDC algorithm
and the MOS algorithm consider the situation that the ONU
tuning time is not zero and multiple tuning devices coexist,
while the MT-LFFA algorithm does not. When performing
bandwidth allocation, both the MT-MTDC algorithm and
the MOS algorithm take the ONU tuning time into account,
so the ONU can be transmitted in a given time slot during
wavelength tuning. According to our definition of the tuning
time, the ONU tuning delay of the MT-MTDC algorithm
and the MOS algorithm is 0. The average tuning delay of
the MT-LFFA algorithm fluctuates up and down at 0.6 ms,
which has no obvious correlation with load. The average
tuning delay of the MT-LFFA algorithm can be up to 0.64 ms.
This is because both MT-LFFA algorithm and MT-MTDC
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FIGURE 4. Comparison of average tuning delay of three algorithms:
(a) Line chart; (b) Histogram.
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algorithm have at least two threads in a polling cycle, and
each thread may have a requirement for ONU wavelength
tuning. The final tuning delay is the delay superposition of
multiple threads. It is also proved that the effect of tuning on
the delay of the multi-threaded algorithm is higher than that
of the single-threaded algorithm.

C. ANALYSIS OF AVERAGE TUNING DELAY IN DIFFERENT
SCENARIOS

The MT-MTDC algorithm is suitable for scenarios where
devices with different tuning times coexist. Therefore, in this
section, three different scenarios will be set to analyze the
performance of MT-MTDC algorithm. The MT-LFFA algo-
rithm, which is also a multi-threaded polling algorithm, will
participate in the comparison. The tuning time parameters of
device for specific scenarios are shown in Table 5.

TABLE 5. ONU device tuning parameters in three scenarios.

Scenario Tuning time set of ONU device
A {0.5ms, 0.75ms, 1ms}
B {lms, 1.5ms, 2ms}
C {lms, 1.25ms, 1.5ms}

In scenarios A, B, and C, the tuning time of all ONU
devices is randomly selected from the parameter set. In the
simulation, both MT-MTDC algorithm and MT-LFFA algo-
rithm will continuously run 1000 polling cycles at each load
point of each scenario. And the average tuning delay data
of 1000 cycles will be compared and analyzed.

The average tuning delay of the two algorithms in sce-
nario A is shown in Fig. 5. The load interval of Fig. 5(a) is
[0.3, 1]. It is used to show the fluctuation of average tuning
delay at different load points. Detailed simulation data of all
load points can be seen in Fig. 5(b). As can be seen from
Fig. 5(a), when the load is in the range of [0.3, 1], the MT-
LFFA algorithm has a significant wavelength tuning delay
during the upstream transmission, and the average tuning
delay floats around 1.4 ms. The average tuning delay of the
MT-MTDC algorithm is always kept at zero. This proves the
effectiveness of dynamically selecting the number of threads.
Comparing Fig. 4 and Fig. 5, it can be found that the average
tuning delay is related to the ONU tuning time. The larger the
ONU tuning time, the longer the tuning delay.

The average tuning delay of the two algorithms in sce-
nario B is shown in Fig. 6. The load interval of Fig. 6(a) is
[0.3, 1]. It is used to show the fluctuation of average tuning
delay at different load points. Detailed simulation data of
all load points can be seen in Fig. 6(b). The tuning time
set of ONU in scenario B is {1 ms, 1.5 ms, 2 ms}. In sce-
nario B, the ONU tuning delay in the upstream transmission
of MT-LFFA algorithm can reach up to 3.6 ms, and the
MT-MTDC algorithm also has a tuning delay. According to
our simulation data, in 1000 consecutive polling cycles, the
MT-MTDC algorithm has tuning delay in some polling cycles
at all load points in the interval of [0.3, 1]. This indicates that
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FIGURE 5. Comparison of the average tuning delay of the two algorithms
in scenario A: (a) Line chart; (b) Histogram.

the ONU tuning buffer may not be long enough when the pro-
portion of ONU tuning time in polling cycle is too high. The
construction of the ONU tuning buffer depends on the load
balancing in the last polling cycle and the fluctuation of the
ONU bandwidth request in this polling cycle. However, from
the specific data of each load point in Fig. 6(b), the average
tuning delay of MT-MTDC algorithm in 1000 consecutive
polling cycles is less than 1us, which is completely negligible
compared with the polling cycle of 5 ms and the delay of
MT-LFFA algorithm up to about 3 ms. The maximum average
tuning delay of the MT-LFFA algorithm is 3.36 ms, which
means that each thread needs to provide a buffer time of
about 1.7 ms through scheduling in the polling cycle. For the
simulation environment, the standard time window length of
a polling cycle is only 2.5 ms. Therefore, when the tuning
time of ONU device is too high, MT-LFFA algorithm is not
suitable for dynamic bandwidth allocation scenarios.

The average tuning delay of the two algorithms in sce-
nario C is shown in Fig. 7. The load interval of Fig. 7(a) is
[0.3, 1]. It is used to show the fluctuation of average tuning
delay at different load points. Detailed simulation data of all
load points can be seen in Fig. 7(b). The tuning time set of
ONU in scenario C is {1 ms, 1.25 ms, 1.5 ms}. Compared
with scenario A and scenario B, the ONU tuning time of sce-
nario C is between them. Therefore, the average tuning delay
of the MT-LFFA algorithm in scenario C is also between
scenario A and scenario B, which fully proves that the average

VOLUME 8, 2020

#MT-MTDC 4+MT-LFFA

4.00
W0
3.00 7 ¢
2.50
2.00

1.50

4
L 2
)

1.00
0.50

Average tuning delay (ms)

0.00 = i i i - o o a
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Load
(a) Line chart

®MT-MTDC = MT-LFFA

o
4.00 o Ay

3.50 : :
3.00
2.50
1.50
1.00
D Qg%% S S 1S

*0.00

rage tuning delay (ms)
g

Aver
%,
.a

(b) Histogram

FIGURE 6. Comparison of the average tuning delay of the two algorithms
in scenario B: (a) Line chart; (b) Histogram.

tuning time increases with the increase of ONU tuning time.
For the simulation data of scenario C, it is necessary to point
out that the MT-MTDC algorithm generates tuning delay in
a few polling cycles out of 1000 polling cycles. Because the
total number of samples is too small and the tuning time is
too short, the statistical average tuning delay of MT-MTDC
algorithm in Fig. 7(b) is still zero. However, according to
the simulation data, when the MT-MTDC algorithm is at
load points 0.3 and 0.5, the probability of generating tuning
delay is higher than that of other load points, and no tuning
delay is detected at the load points 0.7 and 1. Combined
with Fig. 3, it can be found that when the load points are
0.3 and 0.5, the polling cycle time of MT-MTDC algorithm is
lower than that of other load points, and when the load points
are 0.7 and 1, the polling cycle time of the algorithm is the
highest. Therefore, it can be inferred that when the tuning
delay of ONU device is constant, the longer the polling period
is and the smaller the proportion of tuning time is, the larger
the length of ONU tuning buffer can be constructed, so it is
less likely to generate tuning delay.

D. ANALYSIS OF BANDWIDTH UTILIZATION

Bandwidth utilization refers to the ratio of the bandwidth
transmitted by VPON in a polling cycle to the total bandwidth
occupied. The comparison of bandwidth utilization of the
three algorithms at different load points is shown in Fig. 8.
It can be seen from the figure that the bandwidth utilization
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FIGURE 7. Comparison of the average tuning delay of the two algorithms
in scenario C: (a) Line chart; (b) Histogram.

of MT-MTDC algorithm is maintained around 99.9% all
the time, and the part that does not reach 100% is the loss
caused by the protection slot bandwidth(In order to reduce
the impact of the delay caused by optical switching and the
delay jitter of information transmission, protection slots need
to be set between data packets in the process of ONU data
transmission. The protection slot bandwidth is the sum of
the bandwidth occupied by these protection slots.). When
the load is greater than 0.3, the MT-MTDC algorithm is
in a multi-wavelength state, and the bandwidth utilization
remains at around 99%. This is because the MT-MTDC algo-
rithm uses multiple threads to execute DBA, and schedules
ONU according to load balancing strategy. Multi-threaded
processing makes full use of the idle time slots caused by
high RTT, greatly reduces the data packets delay. And load
balancing can avoid the impact of data bursts. Therefore,
higher bandwidth utilization is guaranteed.

For the MT-LFFA algorithm, when the load points are
0.1 and 0.2, the bandwidth utilization of the MT-LFFA algo-
rithm is the same as that of the MT-MTDC algorithm. At this
time, it is single wavelength operation, and there is no effect
of load balance and ONU wavelength tuning. When the load
is in the range of [0.3, 1], the bandwidth utilization of the MT-
LFFA algorithm has obviously decreased. The reason for this
decrease is the delay caused by the ONU wavelength tuning
and the waiting delay caused by the transmission conflict of
ONU. Since VPON supports the coexistence of ONU devices
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FIGURE 8. Comparison of bandwidth utilization of three algorithms.

with different tuning times, the greater the tuning time of
ONU devices, the greater the impact on bandwidth utilization.

In the whole range of [0.1, 1], the bandwidth utilization
of MOS algorithm is much lower than that of the other
two algorithms. This is because high RTT will result in the
generation of idle slots. MOS algorithm is a single-threaded
algorithm. When it works in the VPON scenario based on
LR WDM/TDM PON, it needs to wait a long time after
the transmission of the current polling cycle to receive the
transmission scheduling of the next polling cycle, resulting
in low bandwidth utilization. As the load increases, the RTT
time remains unchanged, and the proportion of idle time slots
gradually decreases. So, the bandwidth utilization of MOS
algorithm will gradually increase with the increase of load
in the four load intervals of [0.1, 0.2], [0.3, 0.4], [0.5, 0.7],
[0.8, 1]. At load points of 0.3, 0.5 and 0.8, the bandwidth
utilization of MOS algorithm decreases obviously. This is
because the number of working wavelengths of MOS algo-
rithm has changed at these load points. According to the
characteristics of load balancing, with the increase of the
number of wavelengths, the proportion of RTT idle time slots
on each wavelength will increase. As a result, bandwidth
utilization will decrease compared with the previous load
point.

E. ANALYSIS OF AVERAGE PACKET DELAY

The average packet delay in this paper refers to the total time
from packet generation to packet arrival at OLT. The average
packet delay comparison of the three algorithms is presented
in Fig. 9.

It can be seen from the figure that when the load is between
0.1 and 0.2, the average packet delay of the three algorithms
is about 0.5 ms. This is because the waiting time of data
transmission and the tuning time of ONU are very small at
this time, and the average packet delay is maintained at half
of RTT. When the load is greater than 0.2, the average packet
delay of the three algorithms gradually increases. When
the load is between 0.2 and 0.5, the MT-MTDC algorithm
increases slowly compared with the MT-LFFA algorithm and
the MOS algorithm. Because the multi-threaded processing
of the MT-MTDC algorithm makes the ONU’s waiting time
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very short, the average packet delay of the MT-MTDC is also
very small. However, due to the tuning delay, the average
packet delay of MT-LFFA algorithm is the largest among
the three algorithms. When the load is between 0.6 and 1,
the average packet delay of the MOS algorithm is the largest.
This is because the MOS algorithm is a single-threaded
algorithm. When the load is heavy, the waiting time of the
data packet of the single-threaded algorithm is longer than
that of the multi-threaded algorithm. Since the MT-LFFA
algorithm has no collision detection mechanism, the average
packet delay is also relatively large when the load is heavy.
When the load is greater than 1, the average packet delay of
the three algorithms tends to be stable, and there is no big
fluctuation. Overall, since the simulation is implemented in a
long-distance scenario, the average packet delay of the three
algorithms is not very small. Compared with the MT-LFFA
algorithm and the MOS algorithm, the MT-MTDC algorithm
has the best performance in reducing average packet delay.

V. CONCLUSION

In this paper, a MT-MTDC bandwidth allocation algo-
rithm has been proposed. This algorithm solved the prob-
lem of high RTT and ONU tuning delay in VPON based
on LR WDM/TDM PON. By adaptively selecting the num-
ber of wavelengths and threads, high bandwidth utiliza-
tion is guaranteed. By the flexible thread window and
bandwidth prepayment mechanism, the cooperation between
threads is strengthened, and the degradation problem of the
multi-threaded algorithm is solved. By constructing tuning
buffer and setting time flag, the problems of more frequent
ONU tuning pressure and ONU transmission conflict caused
by multi-threaded polling mechanism are effectively solved.
By simulation, the effectiveness of the proposed algorithm is
demonstrated.
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