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ABSTRACT Considering themovement of a sink node in this study to solve the data transmission problem of
sensor nodes in a 3D network environment, we propose a Data Collection Algorithm of a 3D wireless sensor
network (DCA_3D) that weighs node coverage rate and lifetime. DCA_3D establishes a data collection
optimization model that weighs node coverage rate and lifetime with the constraints of the sink node’s
moving path selection, data flow, energy consumption, and link transmission. Subsequently, DCA_3D
calculates the fitness value of the sink node’s moving path by solving the data collection optimization model
with the known sink node’s moving path. Then it uses a modified artificial bee colony algorithm to solve the
moving path selection problem of the sink node, and finally obtains the optimal scheme. In the scheme, sink
node can find the optimal moving path, whereas the sensor node can find the optimal data communication
path. The simulation results show that regardless of the moving path length of the sink node, the maximum
data collection hops of the sink node and the number of static sensor nodes change, DCA_3D can find the
optimal moving path of the sink node. It can improve the coverage rate of the sensor nodes, the network
lifetime and average data transmission amount, and reduce the average energy consumption variance and
the average packet loss rate. DCA_3D outperforms the state-of-arts such as RAND, GREED, EDG_3D,
and ANT.

INDEX TERMS 3D wireless sensor networks, data collection, network lifetime, packet loss rate.

I. INTRODUCTION
Wireless Sensor Networks(WSNs), including one or several
kinds of sensors, such as visual, temperature, sound, infrared,
radar, and seismic sensors, have been widely studied and
applied in recent decades [1], [2]. Sensor nodes work together
for network monitoring tasks in dangerous environments
(such as volcanoes, radiation, and toxic chemicals) and can
be applied in disaster rescue, military action, underwater
detection, and other application fields. WSNs are static in
most applications, and their nodes report data periodically
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and do not move. However, static WSNs have two prominent
problems. First, as the nodes are distributed in harsh envi-
ronments, users can hardly reach the designated monitoring
areas, and manual deployment is unsuitable for node deploy-
ment. Only random deployment methods, such as airdrop
and scattering, can be used. However, random deployment
can easily lead to the uneven distribution of nodes. Second,
owing to the numerous communication tasks that involve
data transmitting and data transporting of other nodes away
from the sink node, the nodes near the sink node tends to
run out of energy. Non-uniform node distribution and unbal-
anced energy consumption easily cause energy hole problems
in monitoring areas, leading to network division and life-
time declination [3]–[5]. Thus, the WSN technology should

214978 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-3341-3867
https://orcid.org/0000-0001-5232-7556
https://orcid.org/0000-0003-0379-9826
https://orcid.org/0000-0003-2324-2523


B. Liu et al.: Data Collection Algorithm of a 3D Wireless Sensor Network That Weighs Node Coverage Rate and Lifetime

be improved to balance node energy and prolong network
lifetime.

Many scholars presently focus on the moving path selec-
tion, data collection of sink nodes and the issues regarding
WSNs that are distributed in 2D planes. They establish and
solve the network lifetime optimization models when sink
nodes stay at several fixed positions [6] and [7], but do not
consider the process on how to design the moving path of sink
nodes. [8] proposes a sink node scheduling algorithm with
optimal coverage. The algorithm improves the particle swarm
optimization and genetic algorithm to solve the optimal cov-
erage position and moving path of the sink node. [9] proposes
a predictable path selection algorithm of sink nodes to reduce
energy consumption between sensor nodes and improve net-
work lifetime. [8], [9] study the moving paths of sink nodes,
but the data collection method of the sink nodes only uses
a single hop. Comparing with RAND algorithm which ran-
domly selects the unpassed grids, [10] proposes a greedy
scanning data collection strategy (GREED) for large-scale
wireless sensor networks. In GREED, themobile sensor node
randomly selects one of the closest grid in the sets that have
not passed. RAND and GREED use graph theory to select
the moving path, but the selected path are not necessarily the
global optimal path. Then [11] establishes the autonomous
moving model of sensor nodes calculated by the bacterial
foraging optimization algorithm and obtains the autonomous
moving scheme of sensor nodes that covers the network
area. [12] proposes a hyper-heuristic framework to schedule
the movement of sink node and maximize the network life-
time. Consider moving path selection and optimization, [13]
and [14] establish and solve network lifetime optimization
models with mobile sink nodes. However, [5]–[14] only con-
sider the data collection of mobile sink nodes in 2D WSNs
and ignore 3D environments. Therefore, the path selection
methods of mobile sensor nodes are difficult to apply to 3D
environment.

Some scholars presently focus on problems of path plan-
ning and data collection of nodes in 3D environments. [15]
searches for a path to decompose key positions in 3D space
and proposes a 3D path planning algorithm based on the
A* algorithm. [16] divides the 3D structure of obstacles into
several layers according to the structure’s height and the
residence position of each layer, and proposes an approximate
3D Euclidean shortest-path algorithm to find the shortest
path to the destination. However, [15], [16] consider 3D path
planning but not the path planning and data collection of
sink nodes. [17] proposes the fuzzy clustering method to
find the optimal cluster to minimize the energy consumption
of nodes, and uses the particle swarm optimization method
to find the optimal cluster head, then solves the network
splitting problem caused by the decrease of total network
energy consumption. [18] and [19] propose data routing
algorithms based on eccentricity. The algorithms divide the
network into 3D subspaces and select centroid nodes to cal-
culate data routing in an eccentric region of any node in a
subspace. This algorithms reduce the energy consumption

of nodes in the selection stage, the energy consumption of
internal communication, and the number of data transmission
hops. However, [17]–[19] only consider the data collection
algorithm when a sink node is stationary, and the energy
hole problem remains unresolved. [20] proposes efficient data
gathering algorithm in 3D linear underwater wireless sensor
networks (EDG_3D) using sink mobility. EDG_3D consid-
ers the linear movements of mobile sink nodes and courier
nodes, then establishes and solves an optimization model to
maximize the network lifetime and throughput, and minimize
the data transmission delay. This scheme reduces the com-
munication energy consumption of mobile sink nodes and
courier nodes, but the linearmovements of these nodes are too
simple.

In summary, the recent studies consider the movement of
sink nodes to overcome the energy hole problem and reduce
the energy consumption of nodes, but the movement and
data collection of sink nodes are mostly about 2D WSNs,
and they disregard 3D environments. The 2D moving path
selection methods of sink nodes are difficult to apply to 3D
environments. The studies on 3DWSNsmainly focus on path
planning to destination nodes and data collection of static
sensor nodes, but give less attention to the problems of 3D
moving paths, data collection of sink nodes, and lifetime opti-
mization of networks. The moving direction, stay time, data
collection range, moving path length, and other influencing
factors of sink nodes can affect the coverage rate and net-
work lifetime. Many scholars tend to only study one or more
aspects, ignoring the impact of other aspects on coverage
rate and network lifetime in 3D network environments. The
above-mentioned algorithms are also difficult to apply to
practical projects in 3D environments. Therefore, in consider-
ation of the issues mentioned above, we propose a Data Col-
lection Algorithm of a 3DWSN (DCA_3D) that weighs node
coverage rate and lifetime. Briefly, our contributions are as
follows:

1. We study on a cubic grid generation method in the 3D
environment, and express the constraints of the sink node’s
moving path selection, data flow, energy consumption, and
link transmission by mathematical formulas. Then we pro-
pose the calculation formulas of node coverage rate and life-
time, and establish the model that weighs the node coverage
rate and lifetime.

2. We propose the modified artificial bee colony to solve
the optimization model and obtain the optimal scheme. Then
we can obtain the optimal moving path of the sink node and
the optimal data communication paths of the sensor nodes.
The obtained scheme can improve the node coverage rate and
lifetime and balance the node energy consumption.

The rest of the paper is organized as follows. In Section II,
we describe the algorithm assumptions and principle.
In Section III, we establish the optimization model.
In Section IV, we describe the algorithm solution scheme.
The simulation results are presented in Section V. Finally,
we conclude the paper and describe the future work in
Section VI.
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FIGURE 1. Cubic grid division diagram.

II. ALGORITHM ASSUMPTIONS AND PRINCIPLE
This study regarding the DCA_3D assumes the following:

(1) Multiple static sensor nodes and a mobile sink node
exist in the 3D monitoring area, and the mobile sink node can
move to any cube center in this area.

(2) Static sensor nodes have the same initial energy and
communication radius.

(3) The sensor nodes and the sink node can obtain their own
positions through GPS, BDS, and other satellite positioning
modules or positioning algorithms.

(4) The initial energy of the sensor nodes is limited. As the
initial energy of the sink node is large and the lifetime of
the sink node is long, the energy of the sink node can be
considered infinite in a limited network lifetime.

(5) The sink node moves and stays at the cube center of
the monitoring area. If the sensor nodes in the vicinity can
find the data communication paths to the sink node, then
the perceived data are sent to the sink node in the multi-hop
mode; otherwise, the data are stored in the cache.

Fig. 1 presents the 3D cuboid monitoring area divided
into several cuboid grids of the same size, with each cuboid
grid coded according to left-to-right, front-to-back, and top-
to-bottom principles. Cu (mv, nv, hv) denotes the h-th cubic
grid from bottom to top in the n-th row from front to back
and in the m-th column from left to right. Fig. 2 shows the
sensor nodes distributed in the cube’s monitoring area and
the mobile sink node randomly distributed in the center of
a cubic grid whose positions are known. When the network
is run, the mobile sink node collects the information of the
sensor nodes. If the mobile sink node at a certain position
can receive the routing information of sensor nodes by multi-
hop routing method, those sensor nodes transmit the data to
the sink node through multi-hop paths, otherwise they store
the data in the cache. However, two problems in DCA_3D
need to be solved. The first problem is knowing how to
determine the moving path selection of the sink node and
the data communication between the sink node and sensor
nodes and knowing how to design the constraints of mobile
selection, data flow, energy consumption, and link transmis-
sion to establish the data collection optimization model of the

FIGURE 2. Principle diagram in DCA_3D.

sink node that weighs the node coverage rate and lifetime.
The second problem is knowing how to use the modified
artificial bee colony algorithm to calculate the optimization
model and obtain the optimal scheme. The specific solutions
to the two problems are discussed subsequently.

III. ESTABLISHMENT OF THE OPTIMIZATION MODEL
In this section, wemodel a data collection optimizationmodel
that weighs node coverage rate and lifetime. Table 1 provides
a complete list and definition for all symbols in this section.

A. MOVEMENT PATH SELECTION OF THE SINK NODE
The neighbor grid set of Cu (mv, nv, hv) is given by

LCu =


Cu (mv − 1, nv, hv) Cu (mv, nv − 1, hv)
Cu (mv, nv, hv − 1)

Cu (mv + 1, nv, hv) Cu (mv, nv + 1, hv)
Cu (mv, nv, hv + 1)

 (1)

Considering that part of the cubic grid is at the edge of the
monitoring area, the front, back, left, right, top, or bottom part
of the grid does not exist. The following processing is needed
for LCu: when mv − 1 = 0, delete Cu (mv − 1, nv, hv) from
LCu; when nv − 1 = 0, delete Cu (mv, nv − 1, hv) from LCu;
when hv − 1 = 0, delete Cu (mv, nv, hv − 1) from LCu; when
mv = mmax, delete Cu (mv + 1, nv, hv) from LCu; when nv =
nmax, delete Cu (mv, nv + 1, hv) from LCu; and when hv =
hmax, delete Cu (mv, nv, hv + 1) from LCu. Finally, the set Lpv
of the neighbor grids of each cubic grid Cu (mv, nv, hv) can
be obtained.

When zpwpv= 1, and the center of the grid Cu (mv, nv, hv)
is the neighbor center of the grid Cu (mw, nw, hw), the sink
node moves from the center of the grid Cu (mv, nv, hv) to the
center of the grid Cu (mw, nw, hw). Then several factors need
to be considered in selecting themoving path of the sink node.
First, the mobile sink node only chooses the neighbor grid’s
center of the current grid for its next residence position. The
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TABLE 1. The Notations Used in the Description of the Data Collection
Model.

status indicator from the current grid to the non-neighbor grid
is 0, that is,

zpwpv= 0, pw /∈ Lpv (2)

Second, except for the initial and end grids, the other grids
require a sink node to move in and out by no more than once.
Moreover, no duplicate centers of the grid should appear in
the moving path. Let the initial position of the sink node be
xps= 1. The state of each grid is calculated from the initial
position as follows:

xpw =
∑
v

xpvz
pw
pv (3)

Then, if the position pv is the initial position or the end
position of the sink node, then xpv = 1. If the position pv is in
the moving path of the sink node, then xpv = 2, else xpv = 0.
Therefore, the state of each grid needs to satisfy the following

conditions:

xpv =


1, if pv ∈ {ps, pd }
2, if pvisinthemovingpath
0, others

(4)

Third, when the sink node enters the current grid from the
previous grid, it cannot return to the previous grid, that is,
the sink node cannot have a self-cycling condition.

zpwpv+z
pv
pw ≤ 1, ∀v,w and v 6= w (5)

In summary, when the initial position of the sink node
is determined, and the state indicators of all grids’ centers
conform toEqs. (2), (4), and (5), the residence position at next
moment can be calculated from initial position according to
Eq. (3). Then, we can obtain the moving path of the sink node
by repeated calculation.

B. DATA COLLECTION OF THE SINK NODE
When a sink node stays at a grid’s center along the moving
path to collect data from the sensor nodes, the data collection
problem becomes a data collection problem of the multiple
sink nodes staying at different positions. When a sink node
stays at a residence position, the distance between nodes i
and j is calculated using

dpij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (6)

where (xi, yi, zi) denotes the 3D coordinates of node i. Lpij is

Lpij =

{
1, dpij ≤ dmax

0, others
(7)

By transmitting and receiving hello packets, the set of
sensor nodes within the data collection range of the sink node
V p
s when the sink node stays at position p is obtained. Then,
V =

{
V p
s ,V

p
c
}
.

If the mobile sink node at a certain position can receive
the routing information of sensor nodes by multi-hop routing
method, those sensor nodes transmit the data to the sink node
through multi-hop routing. As the transmitting data of the
sensor nodes are composed of sensing data, cached storage
data from the previous time, and data received from neighbor
nodes [13], the data flow constraint is calculated as∑

j∈N p
i

LpijF
p
ij = Sitp + C

p−1
i +

∑
j∈N p

i

LpjiF
p
ji , ∀i ∈ V

p
s , ∀p (8)

In practical wireless communication, the sensor nodes
mainly consume energy due to data transmission and recep-
tion, but the data sensing, computing, message packet trans-
mission, and other energy consumption is negligible and can
be ignored. Therefore, the energy consumption of the data
received by sensor node i only considers the electronic energy
consumption of the node circuit when the sink node stays at
position p, that is,

∑
j∈N p

i

FpjiE
elec
i , where Eeleci is related to the

characteristics of the node hardware. The energy consump-
tion of the transmitting data includes the electronic energy
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consumption of the node circuit and the electronic energy
consumption of the signal amplifier, that is,

∑
j∈N p

i

Fpij (E
elec
i +

ε
fs
i d

p
ij
γ ), where γ ∈ [2, 4] denotes the loss coefficient of data

transmission, and εfsi is related to the characteristics of the
node hardware. Then, the energy consumption constraint of
the nodes [21] is given by

NPath


∑
p

∑
j∈N p

i

LpjiF
p
jiE

elec
i

+

∑
p

∑
j∈N p

i

LpijF
p
ij (E

elec
i + ε

fs
i d

p
ij
γ )

 ≤ Ei, ∀i ∈ V p
s

(9)

As the bandwidth resource of the link and the total amount
of the data transmitted by the link are limited, the link trans-
mission constraint [13] can be expressed as

LpijF
p
ij + L

p
jiF

p
ji ≤ tpfmax, ∀j ∈ N

p
i , ∀i ∈ V

p
s , ∀p (10)

C. ESTABLISHMENT OF OPTIMIZATION MODEL
When sensor nodes are within the data collection range of
the sink node, the sensor nodes transmit the cached data to
the sink node, and Cp

i = 0. When the sensor nodes are not
within the data collection range of the sink node, the sensor
nodes sense the data and store them in the cache. If the cache
capacity exceeds its maximum capacity, then the earliest data
are discarded to be able to store the latest data. The cached
data of node when the sink node stays at the position p is
updated.

Cp+1
i =


Cmax, Cp

i + Sitp ≥ Cmax, ∀i ∈ V
p
c

Cp
i + Sitp, Cp

i + Sitp < Cmax,∀i ∈ V
p
c

0, ∀i ∈ V p
s

(11)

where Cmax denotes the maximum storage capacity of the
sensor node. The lifetime of sensor node i is defined as the
time when node i is in a working state.

Ti =


Ei/

∑
p

∑
j∈N p

i

LpjiF
p
ijEelec

+

∑
p

∑
j∈N p

i

LpijF
p
ij (Eelec + εfsd

p
ij
γ )

∑
p

Lpi tp

= NPath
∑
p

Lpi tp (12)

where Lpi corresponds to whether sensor node i is within the
data collection range of the sink node when the sink node
stays at position p. The average lifetime of a node is defined
as

T =
∑
i

Ti/N (13)

As mentioned above, after a network startup, a sink node
stays at the center of the cubic grid and moves to collect the
data of the sensor nodes. A sensor node senses data and judges
itself within the data collection range of the sink node. In such

a case, the sensor node transmits the data to the sink node in
the multi-hop mode; otherwise, it updates the cache space.
According to the above analysis, the data collection algorithm
needs to maximize the network life and the coverage rate of
sensor nodes. The problem is converted into the following
optimization model that weighs node coverage rate and net-
work lifetime :

max(NPath
∑
i

∑
p

Lpi tp ∗ Cover)

s.t. moving path selection constraints: Eqs. (2)−−(5),

data collection constraints: Eqs. (8)−−(11), (14)

where Cover is the ratio of the number of covered sensor
nodes to the total number of sensor nodes when the sink node
moves along its moving path.

IV. ALGORITHM SOLUTION
Karaboga first systematically proposes artificial bee colony
(ABC) algorithm and its improved algorithm [22]. Since then,
many scholars have proposed newmodels andmade improve-
ments and performance analyses [23]–[25]. The ABC algo-
rithm based on bee foraging behavior has been successfully
applied in various fields and is proven to be more effi-
cient than other optimization algorithms. Many algorithms
improveABC algorithm to solve the target optimization prob-
lems and achieve certain results. But those algorithms do
not address the problem of sink node’s moving path selec-
tion in 3D wireless sensor networks, and cannot directly be
applied to solve the model (Eq.14). Therefore, we propose a
modified ABC algorithm to solve the model (Eq.14). In par-
ticular, the moving path of a sink node is used as a food
source, and the optimal solution of the optimization model is
found by employed bee phase, onlooker bee phase, and scout
bee phase.

A. FITNESS VALUE CALCULATION OF FOOD SOURCE
The moving path selection constraints mainly affect∑
p
Lpi tp/(Dave), while the data collection constraints mainly

affect NPath. If the moving path of the sink node is known,
which means that the food source of the bee has been found,
then min(

∑
p
Lpi tp)/(Dave) is known, and the model (Eq. 14)

is transformed into the following optimization model:

max(NPath
∑
i

∑
p

Lpi tp ∗ Cover)

s.t. data collection constraints: Eqs. (8)−−(10). (15)

By solving the optimization model (Eq. 15), the optimal
solution is obtained when the moving path of the sink node
is known. Its fitness value is calculated using the following
formula:

fitness =NPath
∑
i

∑
p

Lpi tp ∗ Cover (16)

The specific solving process of the optimization model
(Eq.15) is as follows. Set F̄pij = LpijF

p
ij and q = 1/Npath, then
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the optimization model (Eq. 15) is converted into

min(q) (17)∑
j∈N p

i

F̄pij = Sitp + C
p−1
i +

∑
j∈N p

i

F̄pji ,∀i ∈ V
p
s ,∀p (17a)

∑
p

∑
j∈N p

i

F̄pjiE
elec
i +

∑
p

∑
j∈N p

i

F̄pij (E
elec
i + ε

fs
i d

p
ij
γ )


≤ qEi,∀i ∈ V p

s (17b)

F̄pij + F̄
p
ji ≤ tpfmax,∀j ∈ Ni,∀i ∈ V p

s ,∀p (17c)

Cp+1
i =


Cmax,C

p
i + Sitp ≥ Cmax, ∀i ∈ V

p
c

Cp
i + Sitp,C

p
i + Sitp < Cmax, ∀i ∈ V

p
c

0, ∀i ∈ V p
s

∀p

(17d)

The optimization model (Eq. 17) is a typical linear pro-
gramming problem, and it has many variables. If the moving
path is known, then the data collection of the sink node along
themoving path is converted into data collection optimization
models at several certain positions. When the sink node stays
at position p, the data collection optimization model is

min(qp) (18)∑
j∈N p

i

F̄pij = Sitp + C
p−1
i +

∑
j∈N p

i

F̄pji , ∀i ∈ V
p
s (18a)

epi =

∑
j∈N p

i

F̄pjiE
elec
i +

∑
j∈N p

i

F̄pij (E
elec
i + ε

fs
i d

p
ij
γ )


≤ qpEi, ∀i ∈ V p

s (18b)

F̄pij + F̄
p
ji ≤ tpfmax, ∀j ∈ N

p
i , ∀i ∈ V

p
s (18c)

where epi denotes the energy consumption of sensor node i
when the sink node stays at position p.
Theorem 1:The solution of the data collection optimization

model (Eq. 17) of the sink node is composed of the solution
of the data collection optimization models (Eq. 18) when the
sink node stays at several positions, and q̂ =

∑
p
q̃p.

Proof: Let the optimal solution of the node communi-
cation in the model (Eq. 18) be F̃p and the minimum value
of the objective function be q̃p when the sink node stays at
any position p on its moving path. Let the optimal solution
in the data collection optimization model (Eq. 17) of the
sink node be F̂ and the minimum value of the objective
function be q̂. As the sink node collects data at different
positions, constraints (Eq. 18.a) and (Eq. 18.c) of the data
collection optimization model when the static sink node stays
at each position can meet the optimization model (Eq. 17),
and

∑
p
ẽpi ≤

∑
p
q̃pEi.

Moreover, the optimal solution combination of the data
collection optimizationmodels (Eq. 18) when static sink node
stays at each position can meet all constraints of the optimiza-
tion model (Eq. 17). The combination solution constitutes a

solution of the model (Eq. 17), and q̂ is the minimum value.
Therefore, q̂ ≤

∑
p
q̃p. Similarly, the optimal solution F̂ of

the optimization model (Eq. 17) is divided according to the
positions, and it meets constraints (Eq. 18.a) and (Eq. 18.c)
of the optimization model (Eq. 18). If at least one sensor node
exists, and its energy is exhausted, then

∑
p
êpi = q̂Ei. Let

q̂p = êpi /Ei, then
∑
p
q̂p = q̂. As the minimum value of the

objective function is q̃p at position p, then q̂p = êpi /Ei ≥ q̃p
and q̂ ≥

∑
p
q̃p. Therefore, q̂ =

∑
p
q̃p is obtained.

In summary, when the artificial intelligence algorithm
determines the food source of the bee according to the posi-
tion of the sink node on this food source, it can solve the
optimization model (Eq. 18) of the sink node, and obtain
the current communication scheme [21]. After determining
the communication schemes at all positions, we can obtain the
optimal data collection scheme with the known sink node’s
path, and calculate the fitness value of the food source by
Eq. (16).

B. MODIFIED ARTIFICIAL BEE COLONY ALGORITHM
In DCA_3D, the key aspect in solving the optimizationmodel
(Eq.14) by the modified artificial bee colony algorithm is
knowing how to find the moving path of the sink node. The
solving process includes the initialization of the food source
and the employed bee phase, onlooker bee phase, and scout
bee phase. The specific principle is discussed subsequently.

1) INITIALIZATION OF FOOD SOURCE
The main purpose of the initialization phase is to determine
the initial scheme of the food sources, that is, the initial
position of the sink node randomly assigned to a grid’s center.
According to the current position of the sink node, the sink
nodes selects all centers of the neighbor grid never before
visited, and randomly chooses one of them as the grid’s center
at which the sink node stays at the next moment. If there is
no center of any nearby neighbor grids which is not visited,
then the sink nodes chooses the nearest grid’s center as the
grid’s center at the next moment. If the moving path length of
the sink node reaches the specified threshold, then DCA_3D
completes the moving path searching of the sink node and the
food source initialization.

2) EMPLOYED BEES
In the employed bee phase, DCA_3D hires bees to optimize
the path of the current food source S. For each sink node res-
idence position, DCA_3D selects the neighbor grid’s center
of the current residence position. Then it randomly selects a
quarter circle, and similarly selects the neighbor grid’s center
in the quarter circle. If the selected grid’s center is on the path
of the food source, then it exchanges the selected and next
grid’s centers directly; otherwise, it replaces the next grid’s
center directly by the selected grid’s center. Then DCA_3D
obtains a new food source S ′i after some cycles. If the fitness
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value of the new food source S ′i is greater than that of Si and
larger than a specified threshold value, then the new food
source S ′i is regarded a better moving path, and it replaces
the food source Si; otherwise, the path search fails, and the
failure parameter βi of the food source Si adds 1.

3) ONLOOKER BEES
DCA_3D calculates the updating probability of the optimal
fitness value after optimizing all the food sources.

Pi = fi/
∑
j

fj (19)

where fi denotes the fitness value of food source i, and Pi
denotes the updating probability of food source i. It generates
a random number. If the random number is less than Pi, then
it enters the onlooker bee phase. In this phase, DCA_3D
randomly adds the non-staying grid’s center to the moving
path. Then it optimizes each path according to the shortest
path selection and adjusts the order of the residence position
appropriately to obtain a newmoving path with a fixed length.
If the fitness value of the new moving path is greater than
that of the current moving path, then it replaces the current
moving path directly.

4) SCOUT BEES
Following the employed bee phase and the onlooker bee
phase, if the failure parameter βi of the food source i is
greater than a specified threshold, then the food source falls
into a local optimal solution after several iterations, and
DCA_3D reinitializes the food source. However, it cannot
discard the optimal food source until it identifies a better food
source.

C. ALGORITHM IMPLEMENTATION
As shown in Fig.3, the specific implementation steps of the
DCA_3D are as follows:

Step 1: Initializes the parameters of the algorithm by set-
ting the initial values of iteration number m1 = 1, current
food source ID m2 = 1, maximum iteration numberM1, total
numberM2 of food sources, etc.
Step 2: Initializes the moving paths of the food sources.
Step 3: Calculates the fitness value of food source m2.

If the fitness value is larger than the historical optimal value,
then it updates the optimal food source, and m2 = m2 + 1.
If m2 is greater than M1, it obtains the fitness value of
each food source, global optimal food source, and its fitness
value, and m2 = 1, then proceed to step 4; otherwise, repeat
step 3.

Step 4: Enter the employed bee phase and modify the
moving paths of all food sources; that is, modify the current
food source m2 according to the information of the neighbor
grid’s center to obtain a new food source. If the fitness value
of the new food source is greater than that of the current
food source, then it replaces the current one ; otherwise,
βi = βi + 1, and m2 = m2 + 1. If m2 is greater than
M2, it completes the employed bee phase and calculates the

FIGURE 3. Flowchart of the DCA_3D.

updating probability Pi of the optimal fitness value. Then,
m2 = 1, and proceed to step 5; otherwise, repeat step 4.
Step 5: Enter the onlooker bee phase. Reorder some food

sources according to the probability, and optimize the paths.
Then it subsequently generates a random number R. If R is
less than Pi, then the uncovered neighbor grid’s centers in
food source m2 are added. The paths are reordered according
to the shortest path principle. A new food source is obtained.
If the fitness value of the new food source is greater than
that of current food source, then the current food source is
replaced; otherwise, m2 = m2 + 1. If m2 is greater than
M2, the onlooker bee phase is completed, and m2 = 1, then
proceed to step 6; otherwise, repeat step 5.

Step 6: Enter the scout bee phase and initialize the food
sourcewith the high failure parameter. If the failure parameter
βi of food source m2 is larger than the threshold value, then it
reinitializes the food source, andm2 = m2+1. Ifm2 is greater
than M2, it completes the scout bee phase, and m2 = 1, then
proceed to step 7; otherwise, repeat step 6.

Step 7: m1 = m1 + 1. If m2 is larger than M2, then it
outputs the optimal moving path of the sink node and the data
collection scheme, and ends the algorithm ; otherwise, repeat
step 3.

DCA_3D executes key steps 3–7 cyclically, and obtains
the optimal solution of the optimization model (Eq.14).
Then it obtains the optimal moving path of the sink node
and the data collection scheme which can improve network
lifetime.
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TABLE 2. Simulation Parameters.

V. ALGORITHM SIMULATION
A. SELECTION OF SIMULATION PARAMETERS
The monitoring area is divided into several grids, and the
mobile sink node moves among the grids during algorithm
simulation. If the mobile sink node moves to a grid’s center,
then the sensor nodes not covered by the sink node store
the sensing data in the storage space; otherwise, the sensor
nodes transmit the sensing data to the sink node.We select the
parameters in Table 2 for the simulation experiments to obtain
the performance parameters, such as coverage rate of sensor
nodes, network lifetime, average data transmission amount
of sensor nodes, average energy consumption variance of
sensor nodes, and average packet loss rate of sensor nodes.
Network lifetime is calculated according to Eq. (13). The
coverage rate of the sensor nodes is defined as the ratio
between the number of static sensor nodes, which can com-
municate with sink nodes when a sink node moves along the
path, and the total number of sensor nodes. The average data
transmission amount of the sensor nodes R is defined as the
average sensing data amount that is successfully sent to sink
node.

R =
∑
g

∑
i

D̃gis/N (20)

where D̃gis denotes the amount of data that the sink node
receives from sensor node i when the sink node stays at
position g. The average energy consumption variance of the
sensor nodes is defined as the variance of the energy con-
sumption of the sensor nodes when the sink nodemoves along
the path once. The sensor node loses its own data because of
its limited data storage capacity. The update formula of the
number of lost packets is defined as

Dp+1i =

{
Cp
i + Sitp − Cmax,C

p
i + Sitp>Cmax

0, others
∀i ∈ V

(21)

where Dpi denotes the number of lost packets of sensor node
i when the sink node stays at position p. The average packet
loss rate of the sensor nodes is defined as the average packet
loss rate of the sensor nodes when the sink node moves along

FIGURE 4. Convergence diagram of DCA_3D.

its path once, that is,

Dave =
∑
i

Dpi /Dtotal (22)

where Dtotal denotes the total number of data packets gener-
ated by the sensor nodes when the sink node moves along its
path once.

B. ANALYSIS OF SIMULATION RESULTS
First, we analyze the convergence of DCA_3D. Then we
select the number of static sensor nodes 100, the maximum
data collection hops of the sink node 3, and the parameters
in Table 1. DCA_3D loops a total of 200 times to calculate
the optimal fitness value of the current food source, then it
obtains the convergence diagram.As shown in Fig. 4, the opti-
mal fitness value of each iteration continues to increase after
several iterations in the early stage. The optimal fitness value
of each iteration converges to 2.247 ∗ 106 after 50 iterations.
Therefore, DCA_3D is convergent, and can find the optimal
solution of the optimization model consequently.

We select the parameters in Table 1, and cyclically cal-
culate coverage rate, network lifetime, average data trans-
mission amount, average energy consumption variance, and
average packet loss rate in RAND [10], GREED [10],
EDG_3D [20], ANT [26], and DCA_3D. Where RAND,
GREED, EDG_3D and ANT are classical algorithms in path
selection. RAND randomly selects the unpassed neighbor
grids as sink node’s next position in 3D environment. GREED
randomly selects one of the closest grid in the sets that
have not passed as sink node’s next position in 3D environ-
ment. EDG_3D selects the linear movement path to traverse
all grids according to the current number of grids in 3D
environment. ANT uses ant colony algorithm to solve the
model (Eq.14) and obtains the moving path of sink node.
The next grid selection method of the mobile sink node is
inconsistent in RAND, GREED, EDG_3D, and ANT, but the
data collection method of the sink node staying at a grid’s
center is the same. We take the maximum data collection
hops of 3 for the sink node and the number of 100 for the
sensor nodes as examples, and compare the moving paths of
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FIGURE 5. Grid division.

FIGURE 6. Date collection in RAND.

those algorithms. The monitoring area shown in Fig. 5 is
divided into 5*5*5 monitoring centers, and all sensor nodes
are randomly distributed in this area. As shown in Fig. 6,
the sink node randomly selects the surrounding grid as the
next residence grid in RAND, which means that the moving
path of the sink node is random and blind, and the sink node
only moves in a sub-area of the monitoring area. As shown
in Fig. 7, the sink node randomly selects a non-repetitive grid
in the nearest grid set as the next residence grid in GREED,
so the moving path covers a wide range. As shown in Fig. 8,
according to the number of current 3D grids, EDG_3D tra-
verses all grids as the path and selects the first part as the lin-
ear moving path of the sink node. However, RAND, GREED,
and EDG_3D do not consider the position distribution of
the sensor nodes. As shown in Fig. 9, ANT selects the ant
colony algorithm to solve the optimization model (Eq. 14).
Given that we select the same number of iterations, ANT only
finds the local optimal path, and its moving path concentrates
in the area with more sensor nodes, but it does not consider
the other areas. Therefore, the moving path lengths of the
above four algorithms are not optimal. As shown in Fig. 10,
DCA_3D establishes a data collection optimization model
that considers both the moving path of the sink node and the
communication among sensor nodes, and uses the modified
artificial bee colony algorithm to solve effectively the opti-
mization model. Then it obtains the optimal scheme, which
is themost suitable approach for the current distribution of the

FIGURE 7. Date collection in GREEN.

FIGURE 8. Date collection in EDG_3D.

FIGURE 9. Date collection in ANT.

sensor nodes. Therefore, the moving path of the sink node in
DCA_3D is distributed throughout the monitoring area, and
it can cover the whole sensor nodes as much as possible under
the constraint of limited moving path length.

1) SIMULATION RESULT ANALYSIS WHEN THE MOVING
PATH LENGTH OF THE SINK NODE CHANGES
We select the moving path lengths of the sink node as 20, 30,
40, 50, 60, 70, 80, 90, and 100, the number of static sensor
nodes 100, the maximum data collection hops of the sink
node 3, and the parameters in Table 1. Thenwe randomly gen-
erate ten different topological structures of sensor nodes, and
calculate the coverage rate, network lifetime, average data
transmission amount, average energy consumption variance,
and average packet loss rate in RAND, GREED, EDG_3D,
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FIGURE 10. Date collection in DCA_3D.

FIGURE 11. Coverage rate comparison of sensor nodes.

ANT, and DCA_3D under each topological structure. The
average values are the simulation results. The obtained sim-
ulation results are presented hereafter.

As shown in Fig. 11, when the moving path length of the
sink node increases, the coverage rates of the sensor nodes
increase in RAND, GREED, EDG_3D, ANT, and DCA_3D,
but the coverage rate of the sensor nodes inDCA_3D is higher
than those in RAND, GREED, EDG_3D, and ANT. This
result can be explained as follows. When the moving path
length of the sink node increases, the range of coverage of
the sink node increases, and more opportunities are provided
for the sensor nodes to communicate with the sink node in
the monitoring area, resulting in an increase in the coverage
rate of the sensor nodes. In RAND, the mobile sink node
selects a residence grid’s center as the next position from
neighborhood grid’s center. The selection is blind and ran-
dom, indicating that the coverage rate of the sensor nodes is
low. EDG_3D searches for a linear moving path that traverses
the centers of all grids and starts by selecting subpaths with
fixed lengths from the beginning. Themoving path of the sink
node is located in the corner of the monitoring area, and the
coverage rate of the sensor nodes is low when the moving
path length of the sink node is short. When the moving path
length of the sink node increases, the moving path of the
sink node can pass through more than half of the grids, and
the coverage rate of the sensor nodes increases significantly.

FIGURE 12. Network lifetime comparison.

FIGURE 13. Average data transmission amount comparison of sensor
nodes.

GREED randomly selects an non-staying grid’s center from
the nearest neighbor grid’s centers as the next residence grid.
The above three algorithms do not attempt to find the optimal
moving path, so their coverage rates of sensor nodes are low.
DCA_3D regards the coverage rate of the sensor nodes as an
important parameter of the path fitness value in bee foraging,
which affects the search of food sources in the employed
bee, onlooker bee, and scout bee phases, then it can find the
optimal moving path of the sink node, which improves the
coverage rate of the sensor nodes after many iterations.

As shown in Fig. 12, the network lifetime of DCA_3D is
longer than those of RAND, GREED, EDG_3D, and ANT.
This result can be attributed to the characteristic of DCA_3D
that regards network lifetime as one of the important parame-
ters in the fitness function, and it moves to the grid with more
sensor nodes in the process of solving the food source. This
scheme reduces the energy consumption of those nodes and
subsequently improves network lifetime. RAND, GREED,
and EDG_3D do not consider network lifetime when select-
ing the moving path, resulting in relatively short network
lifetimes for the three algorithms. ANT considers network
lifetime, but it only finds the local optimal solution when the
same short iteration times is selected, resulting in a slightly
lower network lifetime.

As shown in Fig. 13, when the moving path length of the
sink node increases, the average data transmission amounts
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FIGURE 14. Average energy consumption variance comparison of sensor
nodes.

of the sensor nodes in RAND, GREED, EDG_3D, ANT, and
DCA_3D increase. However, the average data transmission
amount in DCA_3D is higher than those in RAND, GREED,
EDG_3D, and ANT. This result can be explained as follows.
When the moving path length of the sink node increases,
the coverage area of the sink node’s data collection increases,
and more data of the sensor nodes can be collected, resulting
in a relatively large average data transmission amount of
the sensor node. However, DCA_3D finds a much better
moving path. Then it can increase the coverage rate of the
sensor nodes, the communication time between the sensor
nodes and sink node, and the data amount, which is suc-
cessfully sent by all sensor nodes, resulting in the largest
average data transmission amount of the sensor nodes. The
moving path of ANT is only locally optimal, so the average
data transmission amount in ANT is second in the ranking.
RAND, GREED, and EDG_3D do not consider the position
distribution of sensor nodes when selecting the path, so the
average data transfer amounts of those three algorithms are
low.

As shown in Fig. 14, when the moving path length of
the sink node increases, the average energy consumption
variances in RAND, GREED, EDG_3D, ANT, and DCA_3D
increase. However, the average energy consumption vari-
ance in DCA_3D is lower than those in RAND, GREED,
EDG_3D, and ANT. This result can be explained as follows.
When the moving path length of the sink node increases,
the communication opportunity between some sensor nodes
and sink node increases further. Some sensor nodes transmit
data directly and are used as a relay node to transmit data from
the other sensor nodes to the sink node. As a result, the energy
consumption of the sensor nodes is unbalanced, and the
average energy consumption variance increases. However,
DCA_3D establishes the data collection optimization model
of the 3D WSN. The optimal moving path of the sink node
is obtained using the modified artificial bee colony algorithm
to solve the model. The energy consumption of the sensor
nodes is balanced, and the average node energy consumption
variance is reduced by ensuring that the sensor nodes are as
close as possible to the sink node.

FIGURE 15. Average packet loss rate comparison of sensor nodes.

As shown in Fig. 15, when the moving path length of the
sink node increases, the average packet loss rates of one round
of data collection in RAND, GREED, EDG_3D, ANT, and
DCA_3D increase. However, the average packet loss rate of
one round of data collection in DCA_3D is lower than those
in RAND, GREED, EDG_3D, and ANT. This result can be
explained as follows. When the moving path length of the
sink node increases, the time of the sink nodes moving along
its path becomes longer, and the communication distance
between some sensor nodes and sink node becomes larger.
This scenario increases the data amount of sensor nodes.
Owing to the limited storage space of the sensor nodes,
the average packet loss rate increases. At the same time,
DCA_3D finds the optimal moving path of the sink node,
indicating that more sensor nodes can communicate with the
sink node to transmit their own data, and the corresponding
average packet loss rate is the lowest. In order to highlight the
comparison effect of the algorithms during the simulation,
we set less sensor node’s storage space and maximum data
collection hops, which leads to higher average packet loss
rates of the five algorithms when the moving path length
of the sink node is large. In practical applications, we can
adjust the sensor node’s storage space and the maximum data
collection hops to reduce the average packet loss rate.

Thus, regardless of how the moving path length of the
sink node changes, DCA_3D can find the optimal moving
path of a sink node, which improves the coverage rate of
sensor nodes, network lifetime, and average data transmis-
sion amount, and reduces average node energy consumption
variance and average packet loss rate.

2) SIMULATION RESULT ANALYSIS WHEN THE MAXIMUM
DATA COLLECTION HOPS OF THE SINK NODE CHANGE
We select the maximum data collection hops of the sink
node as 1, 2, 3, 4, 5, 6, and 7, the number of the sensor
node as 100, the moving path length of the sink node as
30 and the parameters in Table 1. Then, we randomly generate
ten different topological structures of the sensor nodes and
calculate the coverage rate, network lifetime, average data
transmission amount, average energy consumption variance,
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FIGURE 16. Coverage rate comparison of the sensor nodes when the
maximum data collection hops of the sink node change.

and average packet loss rate under each topology structure.
The average values are the simulation results in RAND,
GREED, EDG_3D, ANT, and DCA_3D. The specific sim-
ulation results are presented hereafter.

As shown in Fig.16, because the moving path length of the
sink node is less, the sink node only passes through a part
of the monitoring area. Then the coverage rate of the sensor
nodes in the five algorithms is not larger than 90%. But the
coverage rate of the sensor nodes in DCA_3D is higher than
those in RAND,GREED, EDG_3D, andANT. This result can
be explained as follows. DCA_3D establishes an optimization
model to weigh the network lifetime and coverage rate. And
it uses the modified artificial bee colony algorithm to solve
the optimization model, which takes the coverage rate of the
sensor nodes as the main parameter, then both obtains the
optimal value of the fitness function and the optimal moving
path. This scheme improves the coverage rate of the sensor
nodes. RAND, GREED, and EDG_3D do not consider the
distribution of the sensor nodes, whereas ANT only finds
the local optimal solution. As such, the coverage rates of the
sensor nodes for the above four algorithms are low.

As shown in Fig. 17, the network lifetime of DCA_3D is
longer than those of RAND, GREED, EDG_3D, and ANT.
This result can be explained as follows. DCA_3D regards net-
work lifetime as one of the important parameters of the fitness
function and moves to the grid with more sensor nodes in the
solving process of modified artificial bee colony. Moreover,
DCA_3D reduces the energy consumption of the nodes and
improves network lifetime. RAND, GREED, and EDG_3D
do not consider network lifetime when selecting the moving
path, whereas ANT only finds the local optimal solution.
Thus, the network lifetimes in the above four algorithms
are relatively short. The simulation results and specific rea-
sons of the average node data transmission amount, average
node energy consumption variance, and average packet loss
rate of each algorithm when the maximum data collection
hops of the sink node change are consistent with the sim-
ulation results and specific reasons when the moving path
length of the sink node changes,as previously discussed in
Section V.B.1.

FIGURE 17. Network lifetime comparison when maximum data collection
hops of the sink node change.

FIGURE 18. Coverage rate comparison of the sensor nodes when the
number of the sensor nodes changes.

3) SIMULATION RESULT ANALYSIS WHEN THE NUMBER OF
THE SENSOR NODES CHANGES
We select the maximum data collection hops of the sink
nodes 3, the numbers of the sensor nodes as 100, 120, 140,
160, 180, and 200, the moving path length of the sink node as
30 and the parameters in Table 1. Then,we randomly generate
ten different topological structures of the sensor nodes, and
calculate the coverage rate, network lifetime, average data
transmission amount, average energy consumption variance,
and average packet loss rate under each topology structure.
The average values are the simulation results in RAND,
GREED, EDG_3D, ANT, and DCA_3D. The specific sim-
ulation results are presented hereafter.

As shown in Figs. 18 and 19, the coverage rate of the
sensor nodes in DCA_3D is notably higher than those in
RAND, GREED, EDG_3D, and ANT. The network life-
time of DCA_3D is longer than those in RAND, GREED,
EDG_3D, and ANT. The coverage rate and network lifetime
of the sensor nodes in DCA_3D are not affected by the num-
ber of static sensor nodes, that is, regardless of the number of
the sensor nodes, DCA_3D can find the optimal moving path
of the sink node by solving the optimization model (Eq. 14),
which can balance and improve the coverage rate of the sensor
nodes and network lifetime. By contrast, the other algorithms
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FIGURE 19. Network lifetime comparison when number of the sensor
nodes changes.

present certain limitations. Consequently, DCA_3D has the
highest coverage rate of the sensor nodes and network life-
time. The simulation results and specific reasons of aver-
age node data transmission amount, average node energy
consumption variance, and average packet loss rate of each
algorithm when the number of the sensor nodes changes are
consistent with the simulation results and specific reasons
when the moving path length of the sink node changes,
as previously discussed in Section V.B.1.

VI. CONCLUSION
We propose a data collection algorithm of the 3D WSN
(DCA_3D) that weighs node coverage rate and lifetime. First,
we propose the algorithm assumptions, the cubic grid division
method, and the basic principle in 3D environments. Sec-
ond, we establish the data collection optimization model that
weighs node coverage rate and lifetime with the constraints,
such as the sink node’s moving path selection constraints,
data flow constraint, energy consumption constraint and link
transmission constraint. Then, we propose the fitness value
calculation method of the sink node’s moving path to solve
the data collection optimization problem with the known
moving path of the sink node, and use the modified artificial
bee colony algorithm to solve the moving path problem of
the sink node and subsequently obtain the optimal moving
path. Finally, we give the simulation parameters of the algo-
rithm, and compare the performances of DCA_3D, RAND,
GREED, EDG_3D, and ANT.

In summary, regardless of the moving path length of the
sink node, the maximum data collection hops of the sink
node and the number of the sensor nodes change. DCA_3D
can find the optimal moving path of the sink node, which
improves the coverage rate, network lifetime, and average
data transmission amount of the sensor nodes, and reduces
the average energy consumption variance and average packet
loss rate of the sensor nodes. However, the time complexity
of the modified artificial bee colony algorithm in DCA_3D
is relatively high. Therefore, the succeeding stage of this
research will study the heuristic algorithm to determine the
optimal moving path of the sink node and the communication
scheme of the sensor nodes, according to the information

of surrounding sensor nodes through the communication
between the sink node and sensor nodes, which can reduce
the algorithm’s time complexity.
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