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ABSTRACT Images captured from underwater environment always suffer from color distortion, detail loss,
and contrast reduction due to the medium scattering and absorption. This paper introduces an enhancement
approach to improve the visual quality of underwater images, which does not require any dedicated
devices or additional information more than the native single image. The proposed strategy consists of
two steps: an improved white-balancing approach and an artificial multiple underexposure image fusion
strategy for underwater imaging. In our white-balancing approach, the optimal color-compensated approach
is determined by the sum of the Underwater Color Image Quality Evaluation (UCIQE) and the Underwater
Image Quality Measure (UIQM). We get an optimal white-balanced version of the input by combining
the well-known Gray World assumption and the optimal channel-compensated approach. In our artificial
multiple underexposure image fusion strategy, first the gamma-correction operation is adopted to generate
multiple underexposure versions. Then we propose to use ‘contrast’, ‘saturation’, and ‘well-exposedness’
as three weights, to be blended into the well-known multi-scale fusing scheme. Images enhanced by our
strategy have a better visual quality than some state-of-the-art underwater dehazing techniques, through our
validation with a wide range of qualitative and quantitative evaluations.

INDEX TERMS Underwater image enhancement, artificial multiple underexposure image fusion, color

correction, contrast enhancement, detail recovery.

I. INTRODUCTION

The utilization and exploitation of various marine creatures
and resources have been a hot-issue recently. Besides pho-
tography and video recording, underwater imaging has been
applied to various work tasks and scientific discoveries,
such as underwater artificial-facility monitoring [1], under-
water object detection [2], marine creatures discovering [3],
and underwater vehicles controlling [4]. However, images
directly captured from underwater environment always suf-
fer from severe degradation, such as undesired color-cast,
contrast reduction, and detail loss [5], [6] caused by light scat-
tering and absorption, which seriously limit the acquisition of
available information from the image [7]-[10]. Therefore,
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acquisition of clear and accurate images is an important
prerequisite to help scientists understand the underwater
environment.

Numerous approaches have been proposed to improve
the visibility of underwater images. For example, some
researchers proposed to use the dedicated hardware
devices [11], [12], or polarization-based methods [13], [14] to
enhance degraded images. Even though the performance by
using these methods was excellent, limitations still existed.
These methods were limited by extremely expensive hard-
ware devices, or were not applicable to video acquisitions and
dynamic imaging occasions. Besides, some researchers pro-
posed to employ multi-images-based fusion techniques [15],
[16] to improve the visual quality of the scenario. However,
the extremely difficult operation that acquiring multiple-
versions of one scene in underwater imaging is impractical
for common users.
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With the development of research, investigators paid more
attention to proposing single image dehazing methods that
need no additional hardware devices or complex operations to
assist. The underwater single image dehazing techniques can
be roughly categorized into three branches: underwater image
enhancement methods, underwater image restoration meth-
ods, and data-driven methods [17]. The underwater image
restoration methods always require additional prior knowl-
edge to reconstruct the degraded image. The recently pro-
posed data-driven methods generally have high requirements
on hardware devices and training dataset. The disadvantages
of these methods often make them out-of-operation in general
underwater imaging occasions.

In order to propose an applicable enhancement method to
improve the visual quality of underwater images, we adopt
a “Two-Step’ strategy, which includes an improved white-
balancing approach and an artificial multiple underexposure
image fusion strategy.

The purpose of the first step in this strategy is to remove
the color distortion from underwater images. In view of the
underwater long-wavelength light attenuation phenomenon,
we merely pay attention to the following five approaches
of channel compensation: viz. compensation of red chan-
nel from green channel, red from blue, red from green and
blue, red and blue from green, red and green from blue.
In addition, the Underwater Color Image Quality Evalua-
tion (UCIQE) [18] and the Underwater Image Quality Mea-
sure (UIQM) [19] are two quantitative evaluation indicators
which are specifically designed for evaluating the quality
of underwater color images. And according to the analysis
result obtained from Hou er al. [20] that they ranked ond,
3" place from related non-reference quantitative indicators
respectively in the computation of Pearsonlinear correla-
tion coefficient (PLCC) and Spearman Rankorder correla-
tion coefficient (SROCC). Therefore, we use both UCIQE
and UIQM to evaluate five channel-compensated approaches
respectively and choose the optimal approach of compensat-
ing the color channel that with the largest sum of two evalua-
tion indicators. Then the Gray World assumption [21] is used
to generate the improved white-balanced image combined
with the optimal channel-compensated approach.

The second step of our strategy aims at enhancing contrast
and recovering details. Observing the phenomenon that dif-
ferent exposures in the same scene can reveal details better
in areas with different brightness. In a short-exposure image,
details in the bright areas are preserved well, but details in the
dark areas are almost disappearing. Meanwhile, a completely
opposite phenomenon is observed in a long-exposure image.
Scholars therefore proposed the fusion strategy of multi-
exposure versions that expressed details well both in dark
and bright areas [22]-[24]. Unfortunately, acquiring differ-
ent exposure versions of one scene by adjusting the shut-
ter speed is difficult to operate in underwater environment.
As a consequence, Galdran et al. [25] proposed the Artifi-
cial Multi-exposure Fusion Strategy (AMEF): they utilized
the gamma-correction operation to generate multi-exposure
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FIGURE 1. Comparison of the results for underwater images. (a) The
original images. (b) The results of the AMEF [25]. (c) The results of the
method proposed by Zhu et al. [26]. (d) The results of our strategy.

versions from the input image, then the multi-exposure ver-
sions with two weights: ‘contrast’ and ‘saturation’, were
blended into the final result through the multi-scale Laplacian
fusing scheme. Besides, Zhu et al. [26] proposed an artifi-
cial multi-exposure image fusion strategy recently. They also
used the gamma-correction operation to get multi-exposure
versions from the input.

Then they constructed the weight-maps by computing
both global and local exposedness to guide the fusion pro-
cess. However, both strategies were specifically designed for
defogging atmospheric images. Results obtained from their
strategies still suffered from severe color distortion. In addi-
tion, we also observed that their fusion results were not in the
optimal exposure, which decreased the local contrast in dark
area.

Therefore, we first draw lessons from the utilization of
the gamma-correction operation that generating multiple
underexposure versions from underwater single image. Then,
we replace the weight-maps for the multi-scale fusion process
in order to enhance underwater images with better visual
quality. Fig. 1 shows the enhanced results obtained from
AMEEF [25], Zhu et al. [26], and our strategy.

The main contributions of this paper are summarized as
follows:

1) A novel strategy for improving the visual quality of
underwater single image is proposed in this paper,
which includes an improved white-balancing approach
and an artificial multiple underexposure image fusion
strategy. In terms of objective and subjective evalua-
tions, the proposed strategy produces results that are
superior than some of state-of-the-art techniques.

2) Non-reference quantitative assessments are applied
to generate the optimal white-balancing approach
on underwater images for the first time. The
improved white-balancing method performs better than
some existing white-balancing methods in removing
color distortion and enhancing contrast through our
validation.

3) The replaced weights are blended into the popu-
lar multi-scale fusing scheme, to enhance underwater
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FIGURE 2. Absorption characteristic of underwater imaging [5].

images with better visual quality than some existing
multi-exposure fusion approaches.

4) The proposed ‘Two-Step’ strategy is not only for
dehazing underwater images, but also suitable for
dehazing some fogged, low-light and natural images.
In addition, the strategy is also applied for increasing
the number of matched pairs in Local feature points
matching.

The rest of the paper is structured as follows. In section II,
we briefly survey the light propagation in underwater envi-
ronment and the mainstream approaches for dehazing under-
water single image. Section III introduces the process of the
proposed strategy. The experimental results are discussed in
section IV. The content of conclusions and future work are
summarized in Section V.

Il. RELATED WORKS

In this section, we briefly survey the underwater imaging
model and the mainstream approaches for dehazing under-
water single image.

A. UNDERWATER IMAGING MODEL
The main difference between underwater images and regular
images is that underwater images always suffer from effects
of light scattering and absorption. The scattering can cause
detail loss, and the absorption process will result in color
distortion, and contrast reduction [5]. The absorption process
is also closely related to the wavelength of light: light with
shorter wavelengths can reach deeper depths than the one
with longer wavelengths, which causes underwater images
generally perform in a typical bluish or greenish tone. The
selective attenuation characteristic in water is shown in Fig. 2,
where red light degrades seriously after 5 — 6 m, followed by
orange light, yellow light, green light and blue light.
Besides, the model of light propagation in underwater envi-
ronment is not only influenced by the characteristics of the
imaging target and the controlled light source. It also depends
on a lot of uncertainties such as the light incidence angle from
the sun, surge condition, diving location, submerged depth
even the type and concentration of phytoplankton.
McGlamery [27] and Jaffe [7] initially proposed a famous
underwater imaging model that underwater imaging process

VOLUME 8, 2020

can be represented as the linear superposition of three main
components: the direct component, the forward-scattering
component and the back-scattering component. The direct
component E; denotes the light energy directly reflected
from the target object into the camera. The forward-scattering
component Ey denotes the light scattered by floating particles
but still reach the image plane. And the back-scattering com-
ponent Ej denotes the light coming from surroundings and
reflected by floating particles without reaching the camera.
When taking photos in underwater environment, camera is
always quite close to the target, which means the direct
component E; can be ignored in most of computational pro-
cess. Consequently, the underwater imaging model can be
simplified expressed as follows:

1€(x) = Ef (x) + Ep (x) =J¢ (x) e A (1 —e—"’(X>)
(1)

where 1¢(x) = (IR (x),19(x),18 (x)) is the degraded
image, and ¢ denotes the color channel. A° denotes the back-
ground or backscattering light; J (x) is the recovered version
of the image, and ¢ (x) € [0, 1] denotes the transmission
through the underwater medium.

Scholars have proposed various underwater single image
dehazing techniques, which were on the basis of this famous
underwater imaging model.

B. MAINSTREAM OF SINGLE UNDERWEATER

IMAGE METHODS

The mainstream of underwater single image dehazing meth-
ods can be roughly divided into three branches: the restora-
tion methods based on the prior knowledge, the data-driven
methods based on deep-learning techniques and the enhance-
ment methods based on spatial/ frequency domain transfor-
mations or fusion strategies.

The most representative technique of the underwater single
image restoration branch is the Dark Channel Prior (DCP)
method proposed by He et al. [28], which was initially uti-
lized to dehaze fogged images. DCP assumes that the radi-
ance of image has very low intensities in one color-channel,
and consequently defines regions of small transmission as the
ones with large minimal value of colors. It performes effec-
tively in defogging atmospheric images but not well in dehaz-
ing underwater images. Then, several algorithms inspired
by DCP were proposed to dehaze underwater images.
Chiang et al. [29] proposed to blend the traditional DCP and
a color-compensation method for the purpose of improving
the visibility of underwater images. Although the approach
could compensate the wavelength-attenuation and enhance
contrast, the quality of restored underwater images decreases
dramatically when inputs are acquired in turbid occasions.
Galdran er al. [30] proposed the Red Channel Prior (RCP)
method to remove undesired color cast and enhance contrast,
but it requires a lot of additional prior knowledge. The well-
known Underwater Dark Channel Prior (UDCP) was pro-
posed by [31], which makes the traditional DCP method suit
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for dehazing underwater images and get better transmission
estimation. Unfortunately, it could not work in some severer
color-distorted occasions. Li et al. [32] proposed an effec-
tive enhancement method based on histogram distribution
prior and minimum information loss, which could enhance
contrast and brightness of underwater images. Recently,
Yang et al. [33] proposed a reflection-decomposition-based
transmission map estimation method to reconstruct the under-
water image. These methods indeed improved the visual qual-
ity of underwater images. However, this branch of methods
generally required lots of additional prior knowledge, which
is hardly acquired for majority of common users.

In recent years, more and more superior achievements
in image segmentation [34], super resolution [35] and
object detection [36] have been made based on deep-
learning techniques. In terms of dehazing underwater images,
deep-learning based methods also made a lot of contribut-
ions [37]-[40]. Wang et al. [39] proposed the popular Convo-
lutional Neural Network (CNN), which enhances brightness
and contrast of the input, but results in over red-compensated
on underwater images easily. Li er al. [40] proposed an
underwater image enhancement convolutional neural net-
work model based on underwater scene prior (UWCNN),
which improves the visibility of underwater images, but has
a quite high requirement for data training. In conclusion,
the deep-learning based methods always have complicated
network structures and need for long-training time. Their
enhancing effects depend entirely on the quality of the train-
ing set, which is constructed difficultly.

The underwater image enhancement methods based on
some spatial/frequency domain transformations or some
fusion strategies, which enhance underwater images with
higher contrast, richer details, and better visual percep-
tion [5], [9], [41], [42]. The well-known methods such as
Histogram Equalization (HE) [43], Contrast Limited Adap-
tive Histogram(CLAHE) [44], Generalized Unsharp Mask-
ing (GUM) [45],which are generally regarded as classical
contrast-enhancement methods, but always fail in dehaz-
ing underwater images. Later, more and more researchers
paid attentions to fusion-based methods. Fusion-based meth-
ods improve the visual quality of degraded images mainly
through correcting color, recovering details, and enhancing
contrast. They are always following the algorithms of Lapla-
cian Pyramid and Gaussian Pyramid, and they also made
a lot of contributions to dehazing underwater images. The
methods proposed by Ancuti et al. [46] and Ancuti et al. [47]
are the most influential ones. In [46], authors proposed
to reconstruct the underwater image by blending a color-
corrected version and a contrast-enhanced version, with four
designed weights into the multi-scale fusing scheme. But the
enhanced results perform not well when inputs are influenced
by artificial light. The method [47] proposed a strategy which
fuses a gamma-corrected version and a sharpening version
both from their white-balanced image through multi-scale
fusion strategy. It performs better in improving the quality
of images than [46], but their single-channel-compensated
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white-balancing method always fail in removing the color
distortion. Even so, both of the two strategies inspired numer-
ous researchers to come up with new ideas, including our
‘Two-Step’ strategy. In this paper, we propose to adopt an
improved white-balancing method to remove the undesired
color distortion as a pre-process, and then to utilize a multi-
scale fusion strategy which fuses five underexposure versions
from our white-balanced image and three weights to recon-
struct the enhanced image.

The flowchart of our strategy is shown in Fig. 3. And our
strategy is detailed introduced in the subsequent section.

Ill. PROPOSED METHOD

Our underwater single image enhancement approach adopts
a two-step strategy consisted of an improved white-balancing
method and an artificial multiple underexposure fusion strat-
egy. In our white-balancing method, the optimal color-
compensated approach is determined by the sum of two
well-recognized objective evaluation indicators: viz. UCIQE
and UIQM. We get an optimal white-balanced version by
combining the well-known Gray World assumption and the
optimal color-compensated approach. In our artificial mul-
tiple underexposure image fusion strategy, first the gamma-
correction operation is used to generate five underexposure
versions from the white-balanced input. Then we propose to
use ‘contrast’, ‘saturation’, and ‘well-exposedness’ as three
weights, to be blended into the well-known multi-scale fusing
scheme.

A. UNDERWATER WHITE-BALANCING METHOD
Considering that characteristics of light propagation in under-
water environment: the received color is influenced by the
depth of water. Therefore, scholars proposed some white-
balancing methods which aimed at removing undesired color-
cast from degraded images [48].

Nevertheless, white-balanced results obtained from exist-
ing methods (Gray Edge [49], Shades of Gray [50], Max
RGB [51], Gray World [21], Ancuti et al. [46] and
Ancuti et al. [47]) had each limitations, which are shown
in Fig. 4. As observed that the white-balancing algorithm
proposed by Ancuti et al. [47] removed color distortion better
than others. However, their result also suffered from reduc-
tion of global-contrast and attenuation of blue-channel, since
merely single color-channel is compensated from input.

Due to the low-contrast and undersaturation in underwater
imaging, we cannot simply ensure which channel to be com-
pensated (besides the red one). Therefore, we need a prac-
tical approach to choose the optimal channel-compensated
approach. We are inspired by the solution proposed by
Kumar and Bhandari [52], which made an assumption that
color-channels of the degrade image can be compensated
in 12 approaches. Accounting to underwater long-wavelength
light attenuation phenomenon, we propose to merely concen-
trate on the following five channel-compensated approaches:
viz. compensation of red channel from green channel, red
from blue, red from green and blue, red and blue from green,
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FIGURE 4. Comparison of the white-balanced results for underwater
images. (a) The original image. (b) The result of Gray Edge [49]. (c) The
result of Max RGB [51]. (d) The result of Shades of Gray [50]. (e) The result
of Gray World [21]. (f) The result of Ancuti et al. [46]. (g) The result of
Ancuti et al. [47]. (h) The result of our white-balancing method.

red and green from blue. We suppose to express the compen-
sation equation at every pixel location x as follows under three
different conditions:
1) Single red channel is compensated from another single
channel e.g.
Compensation of red channel from green channel:

e ) =1 0) +a x (g = 1) x (1 =L, @) x I (x) (2)
Compensation of red channel from blue channel:
Ie ) =1 (0) + & X (Ip = I;) x (1 = 1 () x I (x) (3)

2) Single red channel is compensated from the rest of two
channels e.g.
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Multiple Under-
Exposure Versions

Enhanced Image

a € (0:0.1:1]

20 Images

a€(0:0.1:1]

Compensation of red channel from green and blue channels:
o - -
e () = 1y @)+ (5 ) % (fe = 1) x (1 = 1 () x Iy (0)
o _ _
+(3) x G=I) x A =L @) x ) @)

3) Two channels are compensated from the rest one chan-
nel e.g.

Compensation of red and blue channels from green channel:

I @) =1y () +a x (lg—1) x (1 =1, () x I (x)
Ipe () =1y () x (Ig—1p) x (1 = I (x)) X Iy (x)

Compensation of red and green channels from blue channel:

e ) =1y (¥) + @ x (l—1I;) x (1 = I (1)) x I (x)
Ioe @) =Ip (x) + & x (I, — 1) x (1 — I, (%)) x I (x)

In (2)-(6), where I, (x), Ige (x), and Ip, (x) represents the
intensity of compensated channel at pixel location x. I, (x),
I, (x), and I (x) signifies the intensity of original channel
at pixel location x respectively, each value of theirs lies in
the interval [0, 1], which has been normalized by the upper
limit of the dynamic range. I, I_g and I, denotes the average
mean-value of red, green and blue channel respectively. The
constant parameter « varies in [0, 1] [53]. Besides, in order to
prevent the phenomenon of over compensation, our channel-
compensated approach should only affect the regions which
have small values of this channel. In other words, regions
which have a significant value of the enhanced channel
should not be compensated. Then we utilize the Gray World

&)

(6)
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FIGURE 5. Five white-balanced images obtained from the application of (2)-(6).

assumption to generate five white-balanced versions based on
the channel-compensated ones.

Fig. 5 shows an example of the five white-balancing on an
underwater image, and the value of constant parameter « is
initially set to 1.

Then we utilize UCIQE and UIQM to evaluate the
five white-balanced versions. Their formulas are shown as
follows:

UCIQE = c1 X 0.+ c3 X con; + ¢c3 X g (7)

where o, con; and us denotes standard-deviation of the
image chromaticity, the contrast of the image brightness,
and the mean-value of the image saturation respectively. The
weighted coefficient c1, ¢3 and c3 is set to 0.4680, 0.2745 and
0.2576 respectively. The higher the value of UCIQE is, the
better the quality of underwater image is [18].

UIQM = ¢; x UICM + ¢; x UISM + c3 x UIConM (8)

where the weighted coefficient c1, c2 and c3 is generally set to
0.0282, 0.2953 and 3.5753 respectively. And UICM, UISM,
and UIConM denotes underwater image colorfulness mea-
sure (UICM), underwater image sharpness measure (UISM),
and underwater image contrast measure (UIConM) respec-
tively. The higher the value of UIQM is, the better the quality
of underwater image is [19].

Therefore, the optimal white-balanced version should have
the maximum value of UCIQE or UIQM. Besides if a white-
balanced image has an optimal value at one quantitative
evaluation metric, it is very likely to have an optimal value
at the other in the same time. So, the number of optimal
white-balanced versions is two at most now. Considering that
equal probability distribution probably not generates the best
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result, we thus vary the value of the constant parameter « in
an increment of 0.1 in [0, 1]. We will get 20 white-balanced
images totally.

Subsequently, we make a calculation from 20 white-
balanced images with UCIQE and UIQM respectively, and
choose the optimal white-balanced approach and the best
value of o through the algorithm, which is expressed as
follows:

%IQA (m) = %UCIQE (m) + %UIOM (m)

%UCIQE (m) =< UCIQE (m)—mln.(UCIQE) )XIOO
max (UCIQE) — min (UCIQE)

UIOM (m) —min (UIOM) ) 00

max (UIQM) —min (UIOM) ) ™

%UIOM (m) = (
)

where m signifies the white-balanced version varying from
1 to 20. The second equation of (9) signifies value of UCIQE
corresponding to the version m in terms of percentage, and
the third equation signifies value of UIQM corresponding to
the version m in terms of percentage. In the first equation of
(9), the m with the highest value of IQA which determines the
optimal white-balancing method and the optimal value of «.

Fig. 6 shows the comparison of different white-balanced
results for underwater images. As can be observed that our
white-balancing method effectively enhances contrast of the
input, and generates a more vivid version. Fig. 7 shows
the comparison of the transmission estimation results
based on DCP [28] from related white-balancing meth-
ods. The input images and the white-balanced images
obtained from [21], [46], [49]-[51], yield poor transmis-
sion estimations. Compa-ring to Ancuti et al. [47], our
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FIGURE 6. Comparison of the white-balanced results for underwater images. (a) The original images. (b) The results of Gray Edge [49]. (c) The results
of Max RGB [51]. (d) The results of Shades of Gray [50]. (e) The results of Gray World [21]. (f) The results of Ancuti et al. [46]. (g) The results of
Ancuti et al. [47]. (h) The results of our white-balancing method.

() (2) (h) (i)

@) 0) © @

FIGURE 7. Comparison of the transmission estimation results based on DCP [28] from related white-balancing methods. (a) The original images. (b)
The results of original images. (c)The results of Gray Edge [49]. (d) The results of Max RGB [51]. (e) The results of Shades of Gray [50]. (f) The results of
Gray World [21]. (g) The results of Ancuti et al. [46]. (h) The results of Ancuti et al. [47]. (i) The results of our white-balancing method.

white-balancing method estimates a more accurate transmis-
sion map, especially in details.

After removing the color distortion, we aim at further
enhancing contrast and recovering details. The overview of
our artificial multiple underexposure image fusion strategy is
shown in Fig. 8.

B. ARTIFICIAL MULTIPLE UNDEREXPOSURE FUSION
In this work, we propose a spatially-varying enhancement
method to be capable of enhancing contrast and recovering
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details, which does not require the estimation of transmission
and atmosphere light.

1) ARTIFICIAL MULTIPLE UNDEREXPOSURE VERSIONS

The gamma-correction operation is generally used for
enhancing or reducing global-contrast of images. In a similar
way we utilize the gamma-correction operation to adjust the
global intensity on images by a power-function transform,
as illustrated in (10):

I(x)— al(x)” (10)
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FIGURE 9. Comparison results of setting different value of y. (a) y=0.5. (b)y = 1. (c)y = 2.

where both @ and y are the positive constants. Also, the con-
trast of a given region from I (x) can be simply defined as
follows:

c(Q) = In?ax - Irftzin

(1)

where €2 denotes a given region from image I (x), and

I,S,?ax € max {I(x)|x € ]}, In%nEmin {I(x)|]x € 2}. As shown
217658

in Fig. 9, when y > 1, the intensities in bright areas are allo-
cated in a wider range after transformation of the image, while
intensities in dark areas are mapped to a compressed interval.
When y < 1, the characteristic of global-intensity shows an
opposite performance. Since [ (x) has been normalized by
the upper limit of its dynamic range, which means the value
of I (x) varies in [0, 1]. When y> 1, global contrast of the
image would be decreased.

VOLUME 8, 2020



Y. Tao et al.: Novel Two-Step Strategy Based on White-Balancing and Fusion for Underwater Image Enhancement

IEEE Access

_®

(©

FIGURE 10. Comparison of results of setting different y value for the white-balanced image. (a) The white-balanced image (the result of y = 1). (b) The
result of y = 2. (c) The result of y= 3. (d) The result of y = 4. (e) The result of y = 5. (f) The result of our fusion strategy.

@ M © )
s '
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FIGURE 11. Some examples of results of setting different y value for white-balanced images and setting different K value in fusion strategy. (a) Original
images. (b) White-balanced image (results of y = 1). (c) Results of y = 2. (d) Results of y= 3. (e) Results of y= 4. (f) Results of y= 5. (g) Results of y=6.
(h) Fusion results by setting K = 5. (i) Fusion results by setting K = 6.

Hence, underexposure versions can be obtained by setting
different values of y in (10). Although, reducing-exposure
decreases brightness of the image, the fusion result of multi-
ple underexposure versions can recover details well in under-
water images, which can be shown in Fig. 10. We therefore
only concentrate on computing the underexposure versions
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in this paper, which means the source versions E, (x) =
{Ey=1 %), Ey—2 (x) -+ -Ey—g (x)}.

Then, the optimal value of K is a problem needed
to be solved subsequently. As can be observed in
Fig. 10 and Fig. 11, details in darker area of images almost
disappear after y > 3, and details in brighter area of
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(b)

(©) (d)

FIGURE 12. Comparison of the fusion results for underwater images. (a) The original images. (b) The results of the AMEF [25]. (c) The results of the

method proposed by Zhu et al. [26]. The results of our second-step approach.

images have been already expressed clearly in the version
of y=>5.

More than that, the fusion results appear almost an identical
version in visual perception which are obtained from K = 5
and K = 6. Meanwhile, as shown in Fig. 8, the character-
istics of our weight-maps show a same performance: when
y > 3, the ‘contrast’ and the ‘saturation’ weight-maps almost
make no differences, and when y = 5 the ‘well-exposedness’
weight map hardly be recognized. We therefore set K= 5 in
this paper, which is based on our assumption that the versions
with y > 5 provide little available information.

In consideration of the contrast reduction in the fusion
result from underexposure versions, we also adopt the well-
known CLAHE approach [25], [54] to recover details and
enhance contrast.

2) WEIGHTS OF THE FUSION STRATEGY

According to the researches [56] and [57]that a source image
can be defined as E* x) = (Ek, Ek , E{;) with three color-
channel components. Therefore, the weights blended into
multi-scale fusing scheme can be calculated in each channel.
In addition, visual quality mainly depends on the contrast,
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TABLE 1. Quantitative result of Fig. 12. The best result is in bold.

AMEF [25] ZHU et al. [26] OUR Strategy

UCIQE UIQM | UCIQE uIQM | UCIQE  uIQM

Imagel 0.659 2.686 0.655 3.131 0.671 4.780
Image2 0.570 1.315 0.562 0.688 0.577 1.328
Image3 0.636 4.346 0.606 2977 0.649 4.443
Imaged 0.629 3.018 0.626 3.176 0.644 3.234

Images 0.643 4.973 0.636 4.923 0.648 5.499

Average 0.627 3.267 0.617 2.979 0.638 3.857

the saturation, and the exposure of the target image [55].
we thus set our weights following the three characteristics,
which would assist to generating a fusion result with bet-
ter visual quality. Fig. 12 shows the comparison of some
samples obtained from Galdran et al. [25], Zhu et al. [26],
and our artificial multiple underexposure image fusion with-
out white-balancing method. Table 1 shows the correspond-
ing quantitative results obtained with UCIQE and UIQM.
As can be observed that fusion results obtained from our
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FIGURE 13. Comparison of the white-balanced results for underwater images from the RUIE database [66]. (a) The original images. (b) The results of Gray
Edge [49]. (c) The results of Max RGB [51]. (d) The results of Shades of Gray [50]. (e) The results of Gray World [21]. (f) The results of Ancuti et al. [46]. (g)
The results of Ancuti et al. [47]. (h) The results of our white-balancing method. And from top to bottom are images with different degrees of degradation:
Row 1. ‘Green’ color-cast; Row 2. ‘Green-Blue’ color cast; Row 3. ‘Blue’ color cast; Row 4. ‘A-degree’ quality (the best); Row 5. ‘B-degree’ quality; Row 6.
‘C-degree’ quality; Row 7. ‘D-degree’ quality; Row 8. ‘E-degree’ quality (the worst).

approach performed better in terms of contrast, saturation and
exposure.

The detailed information is introduced as follows:

Contrast Weight W.: higher contrast preserves more
details which makes the contrast as an essential indicator to
evaluate the visual quality of images [58]. The contrast weight
Wk (x) at each pixel x can be measured as the absolute value
of the response to a simple Laplacian filter refer to [57], which
is expressed as follows:

2 2
Wi =S50+ S (12)

Saturation Weight W: saturation is an important impact
factor, which determines brightness of the image [59]. High
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brightness always contributes to generating a more vivid ver-
sion. We calculate the mean value of the R, G and B channels
at each pixel x of the image, and then calculate the standard
deviation to achieve the saturation weight Wsk (x), which is
expressed as follows:

1 - -
Wl ) = (3 ((Re @ = Ric ) + (G @) = G )

2

+ (B -Bi))) a3)

where Ry (x), G’k (x), and B’ (x) denote the mean-value of
the red, green and blue color-channel at pixel x in the white-
balanced image.
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(a) (b) (c) (@)

(e)

(") (2 (h) (i)

FIGURE 14. Comparison of the white-balanced results for underwater images from the TURBID database [67] and the UIEB database [20]. (a) The

A

original images. (b) The results of Gray Edge [49]. (c) The results of Max RGB [51]. (d) The results of Shades of Gray [50]. (e) The results of Gray World
[21]. (f) The results of Ancuti et al. [46]. (g) The results of Ancuti et al. [47]. (h) The results of our white-balancing method. (i) The reference images.

TABLE 2. Quantitative result of Fig. 14. The best result is in bold.

GRAY EDGE [50] MAX RGB [52] SHADES[S(I)]F GRAY GRAY WORLD [21]
SSIM PCQI SSIM PCQI SSIM PCQI SSIM PCQI
Image 1 0.729 0.415 0.729 0.413 0.728 0.413 0.729 0.413
Image 2 0.629 0.248 0.628 0.247 0.629 0.248 0.629 0.248
Image 3 0.799 0.562 0.798 0.564 0.800 0.563 0.800 0.562
Image 4 0.398 0.171 0.399 0.172 0.398 0.171 0.399 0.171
Image 5 0.403 0.196 0.403 0.197 0.402 0.196 0.407 0.205
Average 0.592 0.318 0.592 0.319 0.591 0.318 0.593 0.320
Ancuti et al. [47] Ancuti et al. [48] Our Method
SSIM PCQI SSIM PCQI SSIM PCQI
Image 1 0.686 0.467 0.728 0.415 0.801 0.511
Image 2 0.663 0.298 0.664 0.294 0.664 0.297
Image 3 0.825 0.586 0.777 0.550 0.826 0.582
Image 4 0.608 0.378 0.401 0.174 0.612 0.394
Image 5 0.448 0.261 0.398 0.195 0.458 0.277
Average 0.646 0.398 0.594 0.326 0.672 0.412

Well-Exposedness Weight W, : exposure is another deter-
mination factor, which decides the amount of information
observed by human visual. The image in optimal exposure at
all pixels can preserve more detail- and hue- information than
any under/over exposure versions of the same scene [59]. The
well-exposedness weight at each pixel x of the input image is
defined as follows:

—o.s(ng()o—ﬁ)2

W) =exp™ o2 (14)
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where the standard deviation o and the illumination value
B are set to 0.25 and 0.5 refer to [60], and ¢ means the
corresponding color-channel.

The final weight is defined for each underexposure input k
by simply combining multiplicatively the contrast weight W,
the saturation weight Wy, and the well-exposedness weight
W, as follows:

We(x) = W (x) x W' () x Wk () (15)
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FIGURE 15. Comparison of results for 10 underwater images from the UIEB database [20]. (a) The original images. (b) The results of UDCP [31]. (c) The
results of Ancuti et al. [46]. (d) The results of L2UWE [70]. (e) The results of Ancuti et al. [47]. (f) The results of ‘Two-Step’ approach [71]. (g) The results of

UWCNN [40]. (h) The results of our strategy.

3) MULTI-SCALE FUSION

Image fusion strategy has been largely investigated by numer-
ous scholars. According to references [61]—-[64]. At the begin-
ning, researchers got used to a simple structure called ‘Naive
Fusion’, which was defined as follows:

T =Y W@ Ec () (16)

where K is the number of input versions E, (x), and J (x) is
the final result. W, is the defined weights which should be
normalized as Zle W, = 1, for the purpose of making sure
the intensity of J (x) in range. The result J(x) can be directly
obtained from simply multiplying E, (x) by W, (x).

Unfortunately, this simple structure always introduced
undesirable halos in the fusion result. In order to solve this
problem, a popular multi-scale fusing scheme proposed by
Burt and Adelson [65] was presented. In this paper, we also
utilize this popular multi-scale fusing scheme to get the final
result. The process is briefly described as follows:
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First, the Laplacian pyramid decomposition operation and
the Gaussian pyramid decomposition operation are applied
to decomposing the input images E, (x) and the normalized
weights W, (x) respectively, which decomposes the E, (x)
and W, (x) into the same number of levels. Then, the Lapla-
cian pyramid and the Gaussian pyramid are fused at each level
I to generate the I level of the Laplacian pyramid of the
result.

hw=Y" G wlLEw A

where G; and L; denote the [ level of the Laplacian pyramid
decomposition operation and Gaussian pyramid decomposi-
tion operation respectively. And J; (x) denotes the I"* level
of fusion result. Last, the final result J (x) is obtained by
reconstructing the Laplacian pyramid from the bottom level
to the top level.

Our artificial multiple underexposure image fusion strat-
egy can effectively enhance contrast and recover details
which is assist in improving the visual quality of underwater
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TABLE 3. Quantitative result of Fig. 15. The best result is in bold.

UDCP [32] Ancuti et al. [47] L2UWE [71] Ancuti et al. [48]

PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM
Image 1 0.381 0.615 3.598 0.544 0.701 2.405 0.237 0.649 1.615 0.522 0.623 5.098
Image 2 0.219 0.606 3.089 0.513 0.648 4416 0.226 0.493 2.977 0.493 0.531 4.849
Image 3 0.152 0.582 3.460 0.330 0.640 3.447 0.140 0.507 2.295 0.349 0.519 5.179
Image 4 0.285 0.678 3.853 0.413 0.687 3.669 0.258 0.677 4.341 0.536 0.677 5.464
Image 5 0.322 0.607 3.293 0.565 0.606 4.640 0.234 0.417 3.409 0.409 0.483 4413
Image 6 0.215 0.561 2.207 0.399 0.622 4.804 0.142 0.406 3.116 0.333 0.468 4.383
Image 7 0.303 0.633 0.658 0.326 0.594 0.897 0.268 0.560 0.119 0.338 0.605 4.395
Image 8 0.469 0.677 4.380 0.185 0.649 3.847 0.150 0.649 3.847 0.239 0.630 5.191
Image 9 0.304 0.546 2.489 0.290 0.583 0.512 0.228 0.462 2.049 0.343 0.543 2.329
Imagel0 0.210 0.511 2.485 0.205 0.615 3.910 0.263 0.455 4.262 0.311 0.534 4.607
Average 0.286 0.602 2.951 0.377 0.635 3.255 0.215 0.528 2.809 0.387 0.561 4.591

Two-Step [72] UWCNN [41] Our Strategy

PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM
Image 1 0.189 0.570 2.129 0.527 0.537 3.300 0.636 0.694 4.474
Image 2 0.180 0.553 4.511 0.323 0.433 3.415 0.627 0.667 4.955
Image 3 0.115 0.524 1.372 0.323 0.442 1.111 0.415 0.663 4.884
Image 4 0.190 0.610 4.824 0.299 0.513 2.572 0.564 0.686 5.371
Image 5 0.261 0.494 4.835 0.455 0.464 4.575 0.582 0.634 4.978
Image 6 0.102 0.476 4.348 0.348 0.416 4.548 0.456 0.646 4.924
Image 7 0.275 0.565 4.239 0.239 0.446 2.923 0.382 0.624 4.812
Image 8 0.126 0.565 3.639 0.248 0.496 4.159 0.289 0.703 8.886
Image 9 0.229 0.503 3.810 0.229 0.374 2.419 0.338 0.615 3.261
Imagel0 0.152 0.486 2.960 0.174 0.392 4.507 0.496 0.671 4.917
Average 0.182 0.535 3.667 0.316 0.451 3.353 0.479 0.660 5.146

TABLE 4. Average quantitative result of 500 tested images from the uieb database [20]. The best result is in bold.

UDCP [32] Ancuti et al. [47] L2UWE [71] Ancuti et al. [48]
PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM
Average 0.516 0.607 4.224 0.643 0.678 3.348 0.372 0.585 3.145 0.645 0.593 4.400
Two-Step [72] UWCNN [41] Our Strategy
PCQI UCIQE UIQM PCQI UCIQE UIQM PCQI UCIQE UIQM
Average 0.325 0.571 3.983 0.520 0.470 2.605 0.612 0.690 4.592

A. EVALUATION OF IMPROVED UNDERWATER

images. The experimental results and analyses are shown in
the section IV.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we first prove the improvement of our white-
balancing method through a wide range of analyses. Then
we compare the proposed strategy with some state-of-the-art
dehazing techniques on underwater images both in subjective
and objective evaluations. Last, we introduce some extended
applications of our strategy.
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WHITE-BALANCING METHOD

White-balancing methods are usually applied into removing
undesired color cast and enhancing contrast of degraded
images. The visual effect of the processed version is the most
important subjective evaluation indicator. In order to verify
the effectiveness of our white-balancing method, we first
employed some images with different degrees of degrada-
tion from the RUIE database [66], to compare our white-
balancing method with different white-balancing methods
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FIGURE 16. Comparison of results for underwater images from our diving experiments. (a) The original images. (b) The results of UDCP [31]. (c) The
results of Ancuti et al. [46]. (d) The results of L2UWE [70]. (e) The results of FUSION [47]. (f) The results of ‘Two-Step’ approach [71]. (g) The results of
UWCNN [40]. (h) The results of our strategy.

TABLE 5. Quantitative result of Fig. 16. The best result is in bold.

UDCP [32] Ancuti et al. [47] L2UWE [71] Ancuti et al. [48]

UIQM UCIQE UIQM UCIQE UIQM UCIQE UIQM UCIQE
Image 1 5.774 0.657 5.126 0.628 5.972 0.621 5.244 0.594
Image 2 4.838 0.680 4.604 0.615 5.487 0.612 4.886 0.610
Image 3 4.388 0.659 4224 0.603 5.181 0.585 4.836 0.593
Image 4 3.554 0.539 4.731 0.630 4.643 0.538 4.986 0.527
Image 5 3.994 0.581 4.905 0.595 4.600 0.589 5.555 0.576
Image 6 4.196 0.552 5.593 0.610 4.309 0.534 5.570 0.584
Average 4.457 0.611 4.864 0.614 5.032 0.580 5.180 0.581

Two-Step [72] UWCNN [41] Our Strategy

UIQM UCIQE UIQM UCIQE UIQM UCIQE
Image 1 4.629 0.560 5.343 0.495 5.269 0.642
Image 2 4.668 0.538 5.168 0.502 5.070 0.639
Image 3 4.366 0.537 4.687 0.484 6.895 0.623
Image 4 4.849 0.511 3.881 0.376 5.167 0.645
Image 5 5.078 0.553 4.787 0.441 5.263 0.616
Image 6 5.626 0.542 5.099 0.407 5.149 0.621
Average 4.869 0.540 4.828 0.451 5.469 0.631

(Gray Edge [49], Max RGB [51], Shades of Gray [50], Gray

World [21], Ancuti et al. [46] and Ancuti et al. [47]).
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Fig. 13 shows the comparison of results from different
white-balancing methods for underwater images. It can be
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FIGURE 17. Evaluation on low-light images.

FIGURE 18. Evaluation on natural and fogged images.

TABLE 6. Quantitative result of Fig. 17. The best result is in bold.

Input Our Strategy
AG  UCIQE AG  UCIQE
Image 1 1.763 0.687 4.393 0.701
Image 2 2.490 0.427 8.246 0.542
Image 3 6.988 0.548 10.823 0.588
Image 4 3.187 0.597 7.357 0.616
Image 5 3.743 0.581 6.580 0.648
Average  3.634 0.568 7.480 0.619

observed that our white-balancing method performed bet-
ter than the others, whether in effectively enhancing con-

trast or accurately correcting color distortion.
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TABLE 7. Quantitative result of Fig. 18. The best result is in bold.

Input Our Strategy
AG UCIQE AG UCIQE
Image 1 2.433 0.478 5.736 0.575
Image 2 2.942 0.598 6.532 0.640
Image 3 2.767 0.626 5.322 0.642
Image 4 7.303 0.474 15.070 0.591
Image 5 6.161 0.617 12.328 0.651
Average 4321 0.559 8.998 0.620

In order to further prove the effectiveness of our white-
balancing method, we adopted some images from the
TURBID database [67] and the UIEB database [20] to
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FIGURE 19. Comparison of matched results based on SIFT [73] operator, and the mismatches are marked in black and bold. From left to right: Column 1.
Results of original images. Column 2. Results of Ancuti et al. [47]. Column 3. Results of our strategy.

make a quantitative comparison of related white-balancing
approaches. Since the two databases both have a well-
recognized reference version for each image, we utilized the
structural similarity index (SSIM) [68] and the patch-based
contrast quality index (PCQI) [69] to evaluate the results.

1) SSIM [68] ranked 1st among full-reference metrics in
computation of the PLCC and the SROCC [20]. The
higher the value of the SSIM is, the better the white
balance effect is.

2) PCQI [69] is a general-purpose image contrast assess-
ment. The higher the value is, the result the better is.

Although the methods proposed by Ancuti et al [46] and
Ancuti et al. [47], which corrected the color distortion more
accurately than the classical ones [21], [49]-[51]. Our white-
balancing method achieved the best visual perception version,
which is shown in Fig. 14. The quantitative results also proved
the improvement of our white-balancing method, which are
shown in Table 2

B. STRATEGY EVALUATION

Our ‘Two-Step’ strategy improves the visual quality of
underwater images primarily through correcting color distor-
tion, enhancing contrast, and recovering details. We adopted
images from the UIEB database and our diving experiments,
to exhibit the comparison of results obtained from our strat-
egy and other state-of-the-art underwater image dehazing
techniques (UDCP [31], Ancuti et al. [46], L2ZUWE [70],
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Ancuti et al. [47], another Two-Step approach proposed
by Fu et al [71], and the deep-learning based method
UWCNN [40]). As space limited, we just put the comparison
of 10 samples from the UIEB database in Fig. 15. Table 3 pro-
vides the associated quantitative results obtained with three
well-recognized performance metrics: UCIQE, UIQM, and
PCQIL

As shown in Fig. 15, although UDCP [31] effectively
improved the visibility of high-quality inputs, it could not
work for images with severe color-distortion. L2ZUWE [70]
and Ancuti et al. [46] had the same disadvantages. Besides,
L2UWE [70] always resulted in serious salt-noise, which
seriously influenced the clarity of enhanced images. Even
though the Two-Step strategy proposed by Fu et al. [71]
indeed removed color distortion, it also caused some unde-
sired shadows in dark areas of enhanced results. Since
the corresponding dataset was short of abundant training,
the UWCNN [40] also performed not well in our compari-
son. Ancuti et al. [47] performed better than the previously
mentioned methods, whereas images enhanced by our strat-
egy had the best visual quality whether in removing color
distortion, enhancing contrast, or recovering details.

It can be seen in Table 3 that our strategy obtained the
highest or the second-high PCQI, UIQM and UCIQE values
compared with other methods. Besides, we made a quanti-
tative comparison on the average values of related methods
on 500 images from the UIEB database. Table 4 shows the
result, it can be seen that our strategy obtained the highest
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TABLE 8. Relevant data of Fig. 19. The best result is in bold.

Input

Ancuti et al. [48]

Our Strategy

Number of valid-matches

Number of valid-matches

Number of valid-matches

4
271

Images 1

Images 2

31 88
296 312

PCQI, UIQM and UCIQE average values compared with
other related methods.

Besides, we also employed images and video frames from
our diving experiments to make qualitative and quantitative
comparison of competitive underwater dehazing methods.
Fig. 16 shows some samples of enhanced images obtained
from our strategy and related approaches.

The corresponding quantitative result is shown in Table 5.
As can be seen that our strategy performed better both in the
quantitative and qualitative evaluations.

Overall, we conclude that our strategy can result in
better perceptual quality, with significant improvement in
enhancing contrast, removing color distortion, and recover-
ing details, compared with some state-of-the-art underwater
dehazing approaches. Besides, our approach is more robust
too.

However, the main limitation of our strategy has been
observed through our experiments: the red channel may be
compensated too much on the image with serious uneven
illumination. We will optimize our white-balancing algorithm
for the purpose of solving this problem in our future work.

C. EXTENDED APPLICATIONS

Although the introduced strategy in this paper is specifi-
cally designed for improving the visual quality of under-
water images, which is also appropriate for enhancing the
degraded images taken in some situations such as natural,
low-light, and foggy. Fig. 17 and Fig. 18 show some samples
of enhanced results obtained from our strategy. Table 6 and
Table 7 show the corresponding results obtained from he
Average Gradient (AG) [72] and UCIQE. AG is an indicator
which can measure the clarity of the target image, and the
higher the value is, the better the clarity of image is.

It can be observed that the degraded images get an obvious
improvement through our strategy in correcting color-
distortion, enhancing contrast, and preserving details. The
quantitative evaluation also shows the significant improve-
ment of our strategy.

Besides, we also found that our strategy is suitable for
Local feature points matching. We employed the SIFT [73]
operator to compare the number of matched-pairs of key-
points from related images. Fig. 19 shows the comparison
of matched results of original images, images enhanced by
Ancuti et al. [47], and images enhanced by our strategy.
Table 8 shows the relevant results. As can be seen that, our
strategy increased the number of matched-pairs both in the
high-quality and low-quality inputs.
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V. CONCLUSION

This paper introduced an enhancement approach to clarify
underwater single image. The proposed strategy is constitu-
tive of two steps: an improved white-balancing method and
an artificial multiple underexposure image fusion strategy.
As introduced in Section IV, our strategy effectively improves
the visual quality of underwater images with different degrees
of degradation, which does not require any dedicated devices
or additional information more than the native single image.
Furthermore, we have found that our strategy can enhance
some images taken in the natural, low-light, and fogged
situations. Besides, it also can be suitable for increasing the
number of matched-pairs in local feature points matching on
underwater images.

Although, our strategy has obtained good performance,
it also has limitations: our white-balancing method may com-
pensate the red channel too much on images with severer
uneven-illumination. We intend to continue our research for
solving the limitation in future work.
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