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ABSTRACT The offshore outsourcing introduces serious threats to semiconductor suppliers and integrated
circuit(IC) users for the possibility of hardware trojans (HTs). To alleviate this threat, IC designers use the
active defenses against HTs which are implanted by the malicious manufacturer. In this paper, a game-
theoretic framework based on fuzzy theory is proposed to obtain the optimal strategy. It analyzes the
interactions between the active defense designer and the malicious manufacturer. The attack and defense
on IC is formulated as a noncooperative dynamic game. The active defense strategy is decided in IC design.
And the overall payoff including design costs and losses avoided is optimized. Subsequently, the HT is
implanted considering the implantation cost as well as the damage caused by it. To solve the problem of
uncertain payoff caused by insufficient information, fuzzy variable is used to represent the influence of the
defense coverage rate on the payoff. In order to verify the applicability of fuzzy variable in dynamic game
framework, the existence of pure strategy Nash equilibrium in the game is proved. A solution algorithm for
pure strategy Nash Equilibrium is proposed to obtain the optimal strategy of attacker and defender. Thanks
to the case study of Field Programmable Gate Array (FPGA), the proposed framework is feasible for HT
attack and defense game.

INDEX TERMS Hardware trojan, chip security, dynamic game.

I. INTRODUCTION
The tremendous advancements in semiconductor technology
have resulted in the continuous compression of the time from
integrated circuit (IC) design tomarket. This makes it imprac-
tical for an IC manufacturer to complete all the processes
from design to manufacturing [1]. In addition, the trend of
globalization is irresistible, leading to a novel industry model
in which design, manufacturing, testing and packaging are
separated and completed independently [2]. For the IC design
company, it can’t afford the high construction and mainte-
nance cost of the production line with advanced manufac-
turing and processing capacity. It is an inevitable choice for
the general design company to outsource the manufacturing
to the third-party factory. With the popularity of this phe-
nomenon, the threat to the IC security caused by the untrusted
third-party foundry has attracted the attention of academic
and industrial communities. An untrusted third-party foundry
can implant malicious circuits into the original designwithout
the designer’s knowledge. This kind of malicious circuits is
called hardware trojan (HT) [3].

HT is defined as a malicious inclusion/deletion/alteration,
or an inadvertent design loophole of ICs or intellectual
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property (IP) cores. It can be used by the adversaries to
achieve the malicious purpose as an attacker, which may
cause disastrous consequences [2]. A HT can be implanted
into an IC at manufacturing. It is inactive until activated by
certain preset conditions. Once activated, it can attack the
IC and cause serious consequences to the system. According
to the attack effect, HTs can be divided into four types,
which are functionality change, performance degradation,
information leakage and denial of service [4]. To alleviate the
potential security threats posed by HTs, substantial research
efforts have been devoted to the studies of HT detections and
design-for-security [5].

For the latency and concealment of HT, HT detections
are limited by detection cost and process variation
noise.Therefore, it is necessary to take targeted design-
for-security in the IC design to reduce the threat of HT.It
is defined as the approaches that make insertion of hard-
to-detect HTs difficult or facilitate the detection during
post-silicon validation [6]. The main way to solve this prob-
lem is to prevent HT from being implanted in the IC which
is also known as the active deisgn [7]. Table 1 compares
the properties of active defense with those of HT detection.
Unlike HT detection as a pre/post-silicon method, active
defenses is an IC design method as a pre-silicon method.
While HT detection is used to determine whether the IC is HT

213094
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-3662-7334
https://orcid.org/0000-0002-8862-316X
https://orcid.org/0000-0002-2739-376X
https://orcid.org/0000-0002-6206-083X


D. Yang et al.: Dynamic Game for Strategy Selection in HT Attack and Defense

TABLE 1. Differences between the HT detection and active defense.

contaminated by testing instruments, active defense mainly
prevents the HT implantation using EDA tools. Besides,
different from the detection, active defense occupies the IC
resources and effectively prevents implantation or activation
of HT. Although the active defense is effective, it cannot com-
pletely prevent the HT from being implanted. The existing
types of HT can be resisted by active defenses, but no one
active defense can prevent all HT types [7]. This motivates
the need for a mathematical framework to study the strategic
interactions that occur between the HT designer and active
defense designer. It anticipates the outcome of such interac-
tion and provides the best strategy for defense designer.

Game theory studies the strategies and its equilibrium
when the actions of decision-makers interact with each other.
It is a mathematical method to study how the participants
in competition acts to strive for the maximum benefits [8].
Meanwhile, it is good at describing the strategy dependence,
which can well describe the attack-defense confrontation and
the mutual influence between the attacker and the defender
[9]. It provides a quantitative decision-making framework for
the participants with conflicting interests, which is difficult to
achieve by traditional security technology [10]. The remark-
able success of game theory in a variety of research domains
has inspired academic communities to explore its potential to
address HT detections. Researches have focused onmodeling
the strategic interaction between an attacker and a detector in
HT insertion/detection using game theory[27-31].

Different from the detection method, active defense occu-
pies the IC resources as shown in Tab.1. This provides a pay-
off measure of the attacker and defender’s actions. It is more
practical than the aforementioned method using illustrative
numbers to represent the action’s payoff. For HT defense
and attack, the active defense designer, as a defender, must
decide on which defense to use in IC design and which
trojans to resist, knowing all possible HT types that a mali-
cious manufacturer can introduce. Subsequently, the mali-
cious manufacturer, as an attacker strategically decides on
which HT type to insert in IC manufacture while knowing the
active defense. This stimulates the need for a dynamic game
framework that allows for a better understanding of these
strategic interactions between the attacker and the defender
instead of the existing static game framework.

To meet this need, we propose a dynamic game framework
for the HT implantation and active defense. The main contri-
butions of this paper are summarized as follows.

1) Dynamic game for HT implantation and active
defense. We formulate the problem as a noncoopera-
tive dynamic game which have two stages. In the first
stage, the defender designs an active defense measure

to resist HTs. The attacker inserts the HT in the second
stage, and the action of the defender can be observed by
the attacker before he acts. Both sides choose their own
strategies to achieve the best payoff. This framework
will provide the Pure Strategy Nash Equilibrium of the
attack and defense in IC design and manufacturing.

2) Payoff modeling based on hardware resources. To
be more practical, we use the cost-benefit function
instead of illustrative numbers in related works to
express the strategy payoff. We build a payoff model
for HT defense decision-making based on Lee’s model
on network security, considering the effect of defense
coverage on its payoff. The payoff is modeled based on
hardware resources, design difficulty, attack effect and
defense coverage.

3) Dynamic game based on fuzzy theory. The defense
coverage rate is a quantitative index for HT defense and
its impact on defense payoff is uncertain for insufficient
information. To solve this problem, we use triangular
fuzzy numbers to characterize the effect of defense cov-
erage rate on defense payoff. On this basis, we prove
the existence of pure strategyNash equilibrium in fuzzy
game and propose a method to solve the equilibrium.

This paper is organized as follows. Section 2 presents the
background on past researches on game-theoretic approaches
in HT detection and the motivation behind this work.
The dynamic game framework based on fuzzy theory for
HT attack and defense is described in Section 3. Section
4 presents the simulation results of attack-defense game
on Field Programmable Gate Array (FPGA). Section 5
concludes the paper.

II. RELATED WORK
A. HT DESIGN
Since the HT was proposed in 2007, the related research in
this field has never stopped [11]. The related technology at
this stage has become a hot research topic. After more than
ten years’ efforts, both the attack and the defense technology
of HT have been greatly developed. There are many kinds
of HTs, and different types have different implementation
methods.

In 2013, researchers from four universities in the United
States uploaded more than 140 kinds of HTs to the trust-hub
website, and built a preliminary HT library [12]. The
host circuit of the samples in the library involves AES,
RS232 and Ethernet, etc. They have been widely used by
related researchers. HT designers can refer to their imple-
mentationmethods, and the detection personnel can verify the
effectiveness of the detection method by detecting these HTs.
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Yang et al. [13] proposed a HT triggered by analog circuit
in 2016. This trigger is extremely low-cost and secret, which
only needs one gate at least. Before that, the researches on HT
trigger designmostly focus on the digital circuit. He proposed
an HT trigger with analog capacitor. Since then, people pay
more and more attention to the HT with analog circuit.

In 2020, Subramani et al. [14] designed a HT to steal
information with amplitude-modulating analog. He com-
bined the digital circuit with analog circuit to realizes the
leakage of the key information in the wireless encryption
chip. It completed the long-range sustainable attack through
amplitude-modulating technology.

With the researches of HT design, the HT library on
Trust-hub website is constantly updated. According to the
attack pattern, these HTs are divided into four types,
which are Functionality Change, Information Leakage, Per-
formance Degradation and Denial of Service. The case
study of the proposed framework is against the HTs in the
library.

B. ACTIVE DEFENSE FOR HT
Roy et al proposed a Hardware obfuscation method to lock
the original design by randomly inserting additional gates and
only a correct keymakes the design to produce correct outputs
[15]. To achieve the purpose of hiding the original design,
MUX [16], gates [17], look-up table(LUT) [18], or Physi-
cally Unclonable Function(PUF) [19] are embedded in the
original design. Hardware obfuscation is usually completed
in the functional design of IC [20]. It is designed to prevent
the implantation or triggering of HTs by obfuscating the IC
function or structural characteristics. Meanwhile, it increases
the time, area, and power consumption of the IC design which
affects IC performance [21].

Bi et al introduced camouflage technology to create an
indistinguishable layout for different circuits [22]. It is
designed in the IC layout and wiring by inserting camouflage
logic or pseudo connection between the internal layers. It can
prevent attackers from using reverse engineering to extract
the gate level netlist from the layout image of each layer
[23]. However, camouflage design will increase the time
cost of IC in the layout and wiring. Besides, the inserted
pseudo connection may cause crosstalk and degrades the IC
performance [24].

Xiao et al used standard units to fill the blank area of the
IC. They can be automatically connected into a combined test
circuit and can prevent functional tampering of the standard
unit from HT [25]. Its purpose is to fill up the space that
can be used to insert HT. Standard units need to be care-
fully designed by specialized personnel, and this will lead to
additional costs [26].

The types of HTs that each active defense can resist are
summarized in Tab.2. It can be concluded that all HTs can
be resisted by active defenses, but no one active defense can
prevent all HT types. The design costs of aforementioned
active defense are different and the HT attacks that they can
resist are also different. Therefore, it is necessary to quantify

TABLE 2. Active defenses and its resisting HT.

the cost and benefits of defense design, and study the game
between the attacker and the defender.

C. GAME-THEORETIC APPROACHES IN HT DETECTION
To understand the interactions between attackers and testers
for HT detection, a number of researches have focused on
modeling the interactions using game theory[27-31]. Graf
[27] introduced security economic models in conjunction
with game theory for guiding system designers in selecting
optimal sets of existing HT detection methods.

Subsequently, he presented a game theoretic framework for
determining the effectiveness of HT detections. Meanwhile,
he illustrated the value of two common solution concepts
in HT detection which are the iterated elimination of dom-
inated strategies and Nash equilibrium [28]. Kamhoua et al
studied a zero-sum game between HT designer and testers.
Multiple possible mixed strategy Nash equilibria is used to
identify optimum test sets for increasing the probability of
detecting HT [29], [30]. Saad et al proposed a game based
on prospect theory to describe the irrational behavior in the
strategy selection of both the attacker and defender [31].

The aforementioned game-based methods can be used for
HT detection selection, and illustrative numbers are used
to verify the methods. The active defenses are also cru-
cial against HT. For the attack-defense confrontation on IC,
it provides the possibility to quantify the payoffs of both
sides based on hardware resources. We establish the payoffs
model for accurately solving Nash equilibrium and select
optimal strategy. For HT detection as the last stage of defense,
the result of the game between active defenses and the HTs
makes the detection more targeted.

III. DYNAMIC GAME BASED ON FUZZY THEORY FOR HT
ATTACK AND DEFENSE
A. GAME FRAMEWORK FOR HT ATTACK AND DEFENSE
The active defense designer and the HT designer are the
defender and attacker in the game, respectively. Notably,
we only discuss the situation that the active defense is
designed in the IC design and the HT is inserted in the IC
manufacturing in this paper. According to IC design and
manufacturing process, the HT is implanted after the active
defense design and the attacker can capture the active defense.
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Hence, the HT attack-defense problem is formulated as a
noncooperative finite dynamic game.

Considering that the complexity and hardware costs of
active defense, it is extremely costly to design multiple
defenses on an IC. Meanwhile, not all existing ICs have
defensive measures. Thus, we assume that the designer, as a
defender, adopts no defensive measures or one of the three
active defenses which are Hardware obfuscation, camouflage
technology and Blank filling. In order to ensure the conceal-
ment of the HT, one HT is implanted into an IC at most.
The attacker implanted nothing or one of the four HTs in IC
manufacturing which are functionality change, performance
degradation, information leakage and denial of service.

The purpose of this paper is to understand the interactions
between the defender and attacker in IC design and manufac-
turing. It is necessary to propose a method which can help to
understand how the defender and attacker make selections on
the type of HTs that they will resist or insert, respectively.
This method will provide the balance between attack and
defense in IC design and manufacturing. Although the harm
of HT cannot be completely eliminated, it rules out several
HTs for HT detections after IC packaging. This makes the
HT detections more targeted and reduces the cost of it.

For the studied active defenses, the selection of the
defender concerning which HTs to resist is impacted by
its comprehension of the possible selections of the attacker
concerning which type of HTs to insert and vice versa. The
selections by both defender and attacker will determine the
costs of both sides and the losses faced or avoided by the IC.
For this coupling in the actions of the two parties, the nonco-
operative finite dynamic game theory provides suitable tools
for modeling and analyzing which can help to understand the
strategy selection processes of the attacker and defender.

We formulate a noncooperative finite dynamic game (NFDG)
in strategic form NFDG = {N , {Si}i∈N ,H ,P(h), {ui}i∈N }
which is defined by its five main components:
• the players which are the defender d and the attacker a
in the set N = {d, a},

• the strategy space Si of each player i ∈ N ,
• the sequence of actions from the start of the game to the
current decision, H ,

• the player function, P(h), which assigns a player to every
sequence that is a proper sub history of some terminal
history,

• the payoff function ui of any player i ∈ N .
Obviously, the strategy space of the attacker is the set of

studied HT. The attacker can choose one type of HTs to
insert or inaction in the IC manufacturing, σa ∈ Sa. While
the strategy space of the defender is the set of studied active
defenses. The defender can choose one type of defenses or
inaction in the IC design, σd ∈ Sd .
If the defender resists the wrong type of HT that have been

implanted in the IC, denoted by σa 6= σd . Then, the attacks
will cause damage to the IC. This damage is mathematically
expressed by a loss Lt while t represents the type of the
implanted HT. If the defender resists the right type, denoted

by σa = σd , the IC avoid the loss Lt which can be seen as a
defender’s benefit. Besides, the designs of active defense and
HT are complex and needs to use hardware resources. The
costs of attack and defense are mathematically expressed by
Ca andCd , respectively. For each defender’s action, its payoff
function ud (σd , σa) will be

ud (σd , σa) =

{
Lt − Cd , if σa = σd
−Lt − Cd , otherwise

(1)

For each attacker’s action, its payoff function ua(σd , σa))
will be:

ua(σd , σa) =

{
−Ca, if σa = σd
Lt − Ca, otherwise

(2)

B. PAYOFF MODELING BASED ON FUZZY VARIABLE
Research of game theory in HT attack and defense has drawn
increased attention in recent years. In the payoff calculation,
most of the existing researches use illustrative values instead
of modeling according to the reality. Considering that payoff
analysis is the basis of attack-defense game model and opti-
mal defense strategy selection, this reduces the effectiveness
of game theory in practical application. It is worth noting that
the intrinsic value and utility of the IC are positively related
to its resources. Meanwhile, HT insertion and active defense
design both need to occupy IC resources, and their design
costs are positively related to the occupied resources. These
motivate the need for a payoff quantitative modeling method
based on IC resources to study the strategic interactions
correctly.

Lee proposed a cost quantification model as the basis of
response decision [32]. He compared the response cost with
the intrusion loss included operational cost and damage cost.
When the response cost is higher than the intrusion loss,
the system does not respond. These costs can be qualified
according to the attack taxonomy and site-specific security
priorities. This model has laid a foundation for network secu-
rity game. However, its cost quantification idea is oriented to
Intrusion detection systems, not to defense decision. Besides,
IC security is different from network security in attack types
and defense methods.

To solve this problem, we propose a payoff model-
ing method for HT attack-defense strategy based on Lee’s
thought as shown in Fig.1. The method quantifies the benefits
and costs of attack and defense which contain several factors
in the game. Its purpose is to transform the critical factors
affecting strategy selection into quantitative values related
to cost-benefit and build a general model which contains
most critical factors. The results of it provides the expected
comprehensive payoff for both entities in the game. Next,
we introduce the attack and defense cost-benefit model and
its quantitative method.
Attack benefit represents the profits of a successful attack

for the attacker. It is generally expressed by the asset loss
caused by the attack on IC, Lt , which is a positive value [33].
This benefit is determined by the number of the IC hardware

VOLUME 8, 2020 213097



D. Yang et al.: Dynamic Game for Strategy Selection in HT Attack and Defense

FIGURE 1. Factors analysis of payoff.

resources nIC and the threat severity coefficient Kt of the HT,
that is, Lt = nIC · Kt . Attacking ICs with more hardware
resources can obtain higher profits. And different HTs attack
the same chip with different benefits.
Attack cost, Ca, represents the design cost and hardware

resources required by an attacker to insert a HT. The design
cost is related to the difficulty of implanting the HT. For
example, the discovery and utilization of vulnerabilities need
time and technical resources. The attack cost is determined
by design difficulty coefficient Ka and HT hardware resource
cost nHT . The attack cost is calculated as follows.

Ca = nHT · Ka (3)

After the attack from the denial of service HT, the whole IC
cannot be used, and the loss is the largest. The threat severity
of it, Kt , is 1. In order to attack the IC, the attacker needs to
identify the top module to insert the HT which is difficult in
the ICmanufacturing. The Design difficulty of it,Ka, is 4. For
information leakage HT, the key information of the IC can be
leaked, and the important value is stolen. Its Kt , is 0.75. The
attacker needs to insert the HT in the memory storing key
information and Ka is 3.

The Kt of functionality change is 0.5 for it only changes
some functions of the IC, and other functions are still smooth
operation. The function can be changed by adding HT into
the modules that the function signal flows through and its Ka
is 2. The performance degradation HT does not change the
function of the IC and its threat severity is the lowest which
is 0.25. While the attackers change the doping concentration
or wire width in the IC manufacturing which Ka is 3, to cause
cumulative damages continuously. The threat severity Kt and
design difficulty Ka of each HT is shown in the Tab.3.
It is worth noting that the Ka corresponds to the resources

of HTwhile theKt corresponds to that of the whole IC. In this
case, the Ka is greater than 1 and Kt is less than 1.

In the attack and defense of HT, the defense benefit is the
loss that the IC can avoid after taking the defense design

TABLE 3. Threat severity coefficient and design difficulty of different HT
ty pes.

TABLE 4. Design difficulty of different active defenses.

against a certain HT attack. Therefore, the defense benefit
is equal to the attack benefit of the successfully resisting
HT [10].
Defense cost represents the defense design cost and hard-

ware resources required by the defender to design active
defenses. The defense design cost is related to its difficulty.

Blank filling is the simplest of the three active defenses.
It fills the blank space with functional units to remove the
space that can be used to insert HT. In general, these units
will not affect the original design and its design difficulty,
Kd , is the lowest which is 0.05. Hardware Obfuscation is to
insert the logic encryption circuit into the original circuit in
functional design. The performance impact of the encryption
circuit on the whole IC should be considered and itsKd is 0.1.
Camouflage Technology is the most complex defense which
Kd is 0.2. It adds camouflage logic or pseudo connections
between layers in the IC layout which is likely to cause
crosstalk and affect IC performance. The design difficulty Kd
of each active defense is shown in the Tab.4.

In the attack-defense of HT, as long as the active defense
successfully resists the HT, the defender will benefit from it
and the payoff is positive. Based on reality, all the Kd is less
than the Kt .

The hardware resources used for active defenses are deter-
mined by the defense coverage rate, Rd , and the IC resources.
Different from the network system attack and defense,
we need to pay attention to the defense coverage rate in HT
attack and defense. Each defense needs to design multiple
active defense units to cover the key functional modules or
the whole IC. To achieve high coverage, it is necessary to
design more defense units and then more hardware resources
are used. Since the defense coverage rate is a quantitative
index for HT defense extended from Lee’s analysis method,
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its impact on defense payoff is uncertain. We use triangular
fuzzy variable, ξ (a, b, c) which are commonly used in secu-
rity analysis, to characterize the impact of defense coverage
rate on defense payoff.

Cd = nIC · Kd · ξ · Rd (4)

C. EXISTENCE PROOF FOR NASH EQUILIBRIUM BASED
ON FUZZY THEORY
In the finite dynamic game, the payoff of each strategy is
a crisp number, so it is easy to compare the payoff. For
noncooperation finite dynamic game based on Fuzzy Theory
(NFDG-FT), the payoff of the defender is the function of the
fuzzy variable ξ and cannot be compared directly. In view
of this situation, we need to modify the general definition of
Nash equilibrium.

Let u = (ui)i∈N be the fuzzy payoff function of any given
strategy combination s∗ = (s∗i )i∈N . ui(s

∗
−i, s

∗
i ) is the weighted

average of the results corresponding to the final historical
sequence (h1, h2, · · · hm). Among them, any final historical
sequence hj is determined by the strategy combination s∗.

Set the weight as λj ≥ 0, and
m∑
j=1
λj = 1. ui(hi) is the fuzzy

payoff of the decision-maker i ∈ N corresponding to the final
historical sequence hj. Let s∗−i denote a set of strategies of all
participants except i. The payoff ui(s∗−i, s

∗
i ) is given by

ui(s∗−i, s
∗
i ) = λ1ui(h1)+ · · · + λmui(hm) (5)

If and only if, under a certain comparison criterion, for
any strategy si of any decision-maker i ∈ N , ui(s∗−i, s

∗
i ) ≥

ui(s∗−i, si).We define s∗i as an equilibrium. For fuzzy variables
δ and η, there are three comparison criteria [34].
Definition 1: Expectation criterion. If and only if E[δ] <

E[η], δ < η. Where the Expectation of δ is defined as

E[δ] =

∞∫
0

Cr{δ ≥ r}dr −

0∫
−∞

Cr{δ ≤ r}dr (6)

Let the Expectation equilibrium be a combination of strate-
gies s∗. For any decision-maker i ∈ N and its strategy si, there
are

E[ui(s∗−i, s
∗
i )] > E[ui(s∗−i, si)] (7)

Definition 2: Optimistic criterion. If and only if δsup(α) <
ηsup(α) for a given confidence level α ∈ (0, 1], δ < η. Where
the α-optimistic value of δ is defined as

δsup(α) = sup{ r|Cr{δ ≥ r} ≥ α} (8)

Let the α-optimistic equilibrium be a combination of
strategies s∗. For any decision-maker i ∈ N and its strategy si
with a given confidence level α ∈ (0, 1], there are

sup{r|Cr{ui(s∗−i, s
∗
i ) ≥ r} ≥ α}

≥ sup{r|Cr{ui(s∗−i, si) ≥ r} ≥ α} (9)

When a confidence level α is determined, some decision
makers in the game tend to avoid risks and maximize
optimistic value of his strategy.

Definition 3: Pessimistic criterion. If and only if. δinf(α) <
ηinf(α) for a given confidence level α ∈ (0, 1], δ < η. Where
the α-pessimistic value of δ is defined as

δinf(α) = inf{ r|Cr{δ ≤ r} ≥ α} (10)

Let the α-pessimistic equilibrium be a combination of
strategies s∗. For any decision-maker i ∈ N and its strategy si
with a given confidence level α ∈ (0, 1], there are

inf{r|Cr{ui(s∗−i, s
∗
i ) ≤ r} ≥ α}

≥ inf{r|Cr{ui(s∗−i, si) ≤ r} ≥ α} (11)

In some cases, the decision maker may be a risk seeker,
so the pessimistic value can be used to compare the fuzzy
payoff more appropriately. For the attack and defense of
HT, the existence of expectation equilibrium is proved as
followed.
Theorem 1: Every NFDG-FT for attack and defense of HT

has an expected equilibrium in pure strategies.
Let P (ϕ) = P1 and all history sequences with length 1

be (h1, h2, · · · , hr − 1, hr ). The identification of sub-game
is adopted, (0(h1), 0(h2), · · ·0(hr )). Let ui|h be the fuzzy
payoff of the player i ∈ N . Let s(j) = (sij)i∈Nbe pure
strategies for each player in 0(hj)(1 ≤ j ≤ r). Then
ui(s),ui|hj(s(j)) are the payoffs to player i in the NFDG-FT
and 0(hj), respectively.

For the attack and defense of HT, the length of the
NFDG-FT is 2. If there is only one player in the game,
he can simply choose the strategy which gets the maximized
expected fuzzy payoffs. This pure strategy is an expectation
equilibrium. The theorem holds for (0(h1), 0(h2), · · ·0(hr )).
Let s∗(j) be the expected equilibrium strategy in 0(hj). For
every strategy si of the player i in 0(hj), there is

E[ui|hj(s∗−i(j), s
∗
i (j))] ≥ E[ui|hj(s

∗
−i(j), si)] (12)

Then, we construct a pure expected equilibrium strategy in
NFDG-FT. LetP1 be a player inN .Without loss of generality,
we suppose P1 to be the defender. We suppose action σ taken
by the defender at the initial of the game. when j = σ there is

max
1≤j≤r

E[ui|hj(s∗(j))] (13)

s∗ is defined as a pure strategy profile in NFDG-FT.

s∗ = (s∗
−1, s

∗

1) (14)

where s∗|hj = s∗(j) and s∗(ϕ) = σ .

E[u1(s∗−1, s
∗

1)] = E[u1|hσ (s∗−1(σ ), s
∗

1(σ ))]

≥ E[u1|hj(s∗−1(j), s
∗

1(j))], 1 ≤ j ≤ r (15)

For any strategy s1 of the attacker with s1(ϕ) = j

E[u1(s∗−1, s1)] = E[u1|hj(s∗−1|hj, s1|hj)]

≤ E[u1|hj(s∗−1(j), s
∗

1(j))] (16)

Since s∗(j) is an expected equilibrium in 0(hj), for any
strategy s1, there is

E[u1(s∗−1, s
∗

1)] > E[u1(s∗−1, s1)] (17)
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For every player i ∈ N ,i 6= 1 and any strategy si, there is
E[u1(s∗−i, si)]

=E[ui|hσ (s∗−i|hσ , si|hσ )]

=E[ui|hσ (s∗−i(σ ), si|hσ )] ≤ E[ui|hσ (s
∗
−i(σ ), s

∗
i (σ ))] (18)

Hence for every player i 6= 1 and any strategy si, there is

E[ui(s∗−i, s
∗
i )] > E[ui(s∗−i, si)] (19)

In summary, we have constructed an expected equilibrium
s∗ in theNFDG-FT. Thus the theorem is shown. The existence
of α-optimistic equilibrium and α-pessimistic equilibrium in
the NFDG-FT can be proved in the same way.

D. SOLUTION ALGORITHM FOR NASH EQUILIBRIUM
In IC design and manufacture, the HT defense and attack
game are divided into two stages. In the first stage,
the defender designs an active defense measure in the IC. The
attacker inserts the HT in the second stage, and the measure
of the defender can be observed by the attacker before he acts.
Let Sd be the action space of the defender and Sa be that of
the attacker. When the game enters the second stage and the
defender chooses σd ∈ Sd in the first stage, the problem faced
by the attacker is

max
σa∈Sa

ua(σd , σa) (20)

Obviously, the attacker’s optimal choice σ ∗a depends on the
choice of the defender σd . We use σ ∗a = Ra(σd ) to represent
the solution of the above optimization problem. While the
defender should predict that the attacker’s action according
to σ ∗a = Ra(σd ) in the second stage, the problem faced by the
defender is

max
σd∈Sd

ud (σd ,Ra(σd )) (21)

Let the optimal solution of the above problem be σ ∗d . The
Nash Equilibrium of this game is (σ ∗d ,Ra(σ

∗
d )).

To solve the studied HT defense and attack game, we for-
malized the above analysis and propose a Nash Equilibrium
Solution algorithm, summarized in Algorithm 1. In this algo-
rithm, σj represents the action of the defender while the action
of the attacker is expressed as σi. Let σ ∗a be the subgame per-
fect Nash equilibrium in the second stage and ua(σd ,Ra(σd ))
be the payoff of the attack under the subgame perfect Nash
equilibrium. The output of the algorithm is the pure strategy
Nash Equilibrium of the game, expressed as (σ ∗d ,Ra(σ

∗
d )).

ua(σ ∗d ,Ra(σ
∗
d )) and ud (σ ∗d ,Ra(σ

∗
d )) represent the payoff of

the attack and the defender under the pure strategy Nash
Equilibrium, respectively. The complexity of the algorithm
is O(4n)+ O(n2).

IV. CASE STUDY
A. SIMULATION SETUP
According to the hardware resources of HTs in the two
researches [35], [36], we applied the proposed method on the
HTs of the FPGA in [36]. The FPGA, Kintex-7 XC7K160T-
1FBGC, is integrated on the FPGA platform, SAKURA-X
board, as the main FPGA. The area overhead of HTs

Algorithm 1 Nash Equilibrium Solution Algorithm
Input:Actions of the defender, m. Actions of the attacker,
n.
Output:Pure Strategy Nash Equilibrium of the defender
and attacker, (σ ∗d ,Ra(σ

∗
d ))

Initialize ua(σd ,Ra(σd )) = ua(σ ∗d ,Ra(σ
∗
d )) = 0;

For j=1; j ≤ m+1;j++ do
For i=1;i≤n+1;i++ do
If ua(σj, σi) > ua(σd ,Ra(σd )) then
ua(σd ,Ra(σd )) = ua(σj, σi);
Ra(σd ) = σj;
End if

End for
If ua(σj, σa) > ua(σ ∗d ,Ra(σ

∗
d )) then

ua(σ ∗d ,Ra(σ
∗
d )) = ua(σj, σa);

ud (σ ∗d ,Ra(σ
∗
d )) = ud (σj, σa);

σ ∗d = σj;

Ra(σ ∗d ) = σa;
End if

End For
Return (σ ∗d ,Ra(σ

∗
d )).

FIGURE 2. Dynamic game for HT attack and defense.

are provided by the number of used LUTs and registers.
Considering that some of the HTs may be optimized in the
synthesis, the ‘Don’t Touch’ is set for the HT components
in Vivado which is the design suite for Xilinx FPGA for
synthesis.

For simulating the HT attack and defense game, we con-
sider the scenario in which the defender designs one of the
three active defenses into the FPGA or inaction. Let the strat-
egy space Sd = {Hardware obfuscation, Camouflage technol-
ogy, Blank filling, Inaction} be Sd = {σd1, σd2, σd3, σd4}.
While the attacker inserts one of the four hardware Tro-
jans into the IC or inaction. Let the strategy space Sa
= {Functionality Change, Performance Degradation, Infor-
mation Leakage, Denial of Service, Inaction} be Sa =
{σa1, σa2, σa3, σa4, σa5}, as shown in fig.2. A and D are
represent the defender and the attacker, respectively.

In the case study, we first derive the payoff of different
strategies for all players based on fuzzy theory. Based on
eq.2 and eq.3, for each attacker’s action, its payoff function
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ua(σd , σa) is

ua(σd , σa) =

{
−nHT · Ka if σa = σd
nIC · t − nHT · Ka otherwise

(22)

We calculate the median resources of each HT type as the
HT hardware resource cost, nHT , of the corresponding type
based on previous studies and we assume that the number of
HT resources is equal to the sum of HT LUTs and Registers
in FPGA.

For each defender’s action, based on eq.1 and eq.4, its
payoff function ud (σd , σa) is

ud (σd , σa) =

{
nIC · t − nIC · Kd · ξ · Rd , if σa = σd
−nIC · t − nIC · Kd · ξ · Rd , otherwise

(23)

We calculate the payoff of different defender’s actions
when the defense coverage, Rd , is 100%.

Then, we use Algorithm 1 to solve the Nash equilibrium
under three different criteria which allow us to gain more
insights on the proposed game.

B. PAYOFF ANALYSIS AND EQUILIBRIUM SOLUTION
According to the hardware resources of HTs in previous
studies, there are some extreme data in Functionality Change,
Denial of Service and Information Leakage. We calculate
the median resources of each HT type as the HT hardware
resource cost of the corresponding type. The HT hardware
resource cost of different types, nHT , is shown in Tab.5.
In particular, we assume that the number of HT resources is
equal to the sum of HT LUTs and Registers in FPGA.

As shown in Tab.5, nHT of σa1,σa2,σa3,σa4 are 44.5, 59,
196.5, 40, respectively. For,σa5, the attacker does not change
the FPGA while there are no costs and benefits. According
to the eq.21, we calculate the payoff of different attacker’s
actions which are shown in Tab.6.

From the results of attack payoff analysis, it can be con-
cluded that the cost of action σa2 is the highest and that
of action σa3 is the lowest. When the HT attacks the IC
successfully, the payoff of action σa4 is the highest and that
of action σa3 is the lowest. While the HT is successfully
defended by the active defense, its payoff is negative. Even so,
the attackers are preferable to insert a HT in the IC whcih is
consistent with the actual situation. For the successful attack
of HT, the benefit is far more than the cost. Besides, con-
sidering that the attacker can observe the defender’s action,
the attacker will avoid the defensive strategy of the defender.
According to the intermediate results of the algorithm 1,

the Nash equilibrium of subgame is (σd1,σa4), (σd2,σa4),
(σd3,σa1), (σd4,σa4) which are the optimal strategies of the
attacker for each action of the defender.
For payoff function of defender’s action, ξ is a fuzzy

variable. Let ud (σd , σa) = (uexp, uopt , upes) be the expected,
optimistic and pessimistic value of defense action payoff,
respectively. We assume that confidence level αopt ,αpes are
0.8 and 0.6, respectively. According to the eq.22, when the

TABLE 5. Resources of different HTs.

TABLE 6. Payoff of different attacker’s actions.

defense coverage is 100%,we calculate the payoff of different
defender’s actions which are shown in Tab.7.

From the results of defense payoff analysis, it can be
obtained that the cost of action σd2 is the highest and that
of action σd3 is the lowest. When the defender doesn’t design
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TABLE 7. Payoff of different defender’s actions.

any active defense, expressed as σd4, its payoffs are all non-
positive. While the attack is successfully defended, the ben-
efit is much higher than the cost. Therefore, the defender
is more inclined to design active defense against HT.
Although the attacker can learn about the defender’s action,
the defender is willing to design active defense to resist
the threat of some HTs whcih is consistent with the actual
situation. In addition, considering the maximum defense cost,
that is, 100% defense coverage, fuzzy variables have little
effect on strategy selections. There is an order of magnitude
gap between defense cost and defense benefit.

According to the result of the sub game Nash equilibrium,
the Pure Strategy Nash Equilibrium of the game is (σd3, σa1)
under the three criteria. In this strategy, the payoffs of the
attacker and defender are 2168.0 as shown in Tab.6 and
−2482.7 as shown in Tab.7, respectively. The attacker can
know the action of the defender and HT will not be suc-
cessfully defended. It is worth noting that the purpose of
the method for the defender is to avoid the threat of some
HTs at the lowest cost. Although the harm of HT cannot
be completely eliminated in the design and manufacturing
stage, it rules out several HT kinds for HT detections after IC
packaging. This make the HT detections more targeted and
reduces the cost of it.

Compared with the related works, the proposed resource-
based payoff model is more practical than the illustrative
numbers. The modeling takes many critical factors into
account in HT attack and active defense. Meanwhile, all the
actions of the both sides correspond to the actual HT attack
and active defense technology. Thus, it can be used to guide
the design of HT active defenses. The solving algorithm is
proposed to obtain the Nash equilibrium of the game with the
complexity of O(4n) + O(n2). It is less than the complexity
of the algorithm in [31] which isO(10n)+O(n2). This means
that the proposed algorithm takes less time to obtain the Nash
equilibrium automatically.

The proposed resource-based payoff model considering
design difficulty, attack effect and defense coverage is more
practical than the illustrative numbers of the existing meth-
ods. Triangular fuzzy number is used to characterize the
effect of defense coverage rate on defense payoff. Attack and
defense strategies correspond to hardware Trojan types and
active defense measures in reality, respectively. Meanwhile,
through the analysis of the results, it is found that the results
are consistent with the actual situation. All these ensure the
effectiveness of the proposed method.

V. CONCLUSION
In this paper, a dynamic game method for modeling the
interactions between the attacker, who inserts HT in IC man-
ufacturing, and the defender, who adds active defense in IC
design. The problem of HT attack and defense is formulated
as noncooperative dynamic game. The attacker chooses the
optimal HT type to insert after knowing the defender’s active
defense. The payoff models of the attacker and defender are
proposed based on the IC hardware resources to solve the
Nash equilibrium accurately. To account for the uncertainty
of the defense coverage on the payoff of defender, a fuzzy
variable is used to represent the uncertainty.

Subsequently, the existence of Nash equilibrium in the
game with fuzzy payoff is proved. A solution algorithm
for pure strategy Nash Equilibrium is proposed to alleviate
the threat of some HTs at the lowest cost for the defender.
Through the case study of FPGA based on the known HT
types and active actions, the use of the fuzzy-theoretic con-
siderations can provide the optimal strategies of the attacker
and defender. The result shows that the best optimal strategy
is the defender designs blank filling and the attacker inserts
functionality change HT. The payoff of the attacker and
defender are 2168.0 and - 2482.7, respectively. Although the
HT is inserted and avoid the active defense successfully, it can
be foreseen and resisted by HT detection.
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