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ABSTRACT Limited driving range is one of the major obstacles to the widespread application of electric
vehicles (EVs). Accurately predicting the remaining driving range can effectively reduce the range anxiety
of drivers. In this paper, a blended machine learning model was proposed to predict the remaining driving
range of EVs based on real-world historical driving data. The blended model fuses two advanced machine
learning algorithms of Extreme Gradient Boosting Regression Tree (XGBoost) and Light Gradient Boosting
Regression Tree (LightGBM). The proposed model was trained to “learn” the relationship between the
driving distance and the proposed features such as cumulative output energy of the motor and the battery,
different driving patterns, and temperature of the battery). In addition, an ““anchor (baseline) based” strategy
was proposed and was seen to be able to effectively eliminate the unbalance distribution of dataset. The
results of experiments suggest that our proposed anchor-based blended model has better performances with
a smaller prediction error range of [-0.8, 0.8] as compared with previous methods.

INDEX TERMS Electric vehicle, remaining driving range estimation, machine learning, data mining.

I. INTRODUCTION

Electric vehicles (EVs) are regarded as a promising means of
transportation to reduce air pollution and fossil fuel consump-
tions [1]-[4]. The major bottleneck for further deployment of
EVs is related to the power batteries. Lithium-ion batteries
are being used predominantly as energy storage devices in
EVs as a result of their high energy density, long cycle life,
and wide operating temperature. However, there are also
issues that hinder the penetration of EVs worldwide; these
include, for instance, battery degradation [5], [6], cell incon-
sistency [7], [8], and thermal runaway during overcharge
[9]-[12]. The lithium-ion battery inevitably suffers from
capacity degradation during their service lifetime since the
batteries always have side reactions. Generally speaking,
a battery would be regarded to have reached its end of life
(EOL) [5] with a capacity fade of 20% or an internal resis-
tance increase of 100%. The battery state of health (SOH)
reflects the capacity of the battery to some extent. However,
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the estimation of SOH cannot be made very precise due to
the complex internal reactions of batteries. Cell inconsistency
(i.e., cell to cell variation), which usually derives from the
manufacturing process and will get even worse during bat-
tery operation, is regarded as the main influencing factor for
SOH [7]. There are inevitably deviations in active materials,
formation of solid electrolyte interphase (SEI) film, and elec-
trode thickness in the manufacturing process of battery cells.
The uneven load current and thermal distribution would fur-
ther induce cell inconsistency or even cause battery thermal
runaway accidents [7], [13]. The level of cell inconsistency
can be reflected by the variations in the output energy, termi-
nal voltage, temperature, SOC, and etc. [7]. Therefore, these
variables may indicate the state of the battery to some extent.

Due to battery degradation and the difficulty in the estima-
tion of SOH, accurate prediction of remaining driving range
of EVs is usually quite challenging. This in turn causes the
“range anxiety” of drivers, which is defined as the psy-
chological anxiety that drivers suffer from worrying about
whether their EV can arrive at the destination before exhaust-
ing the battery [14], [15].
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According to data collected by the National Big Data
Alliance of New Energy Vehicles (NDANEV) [16], most
drivers recharge their EVs before the state of charge (SOC)
drops below 25%, which due to the range anxiety [14] and
other reasons (e.g. the reduction of power capability [18], and
quickly speed up of battery aging [19]). Among these factors,
range anxiety is one of the major issues for EVs, due to their
limited all-electric-range (AER) and long battery recharge
times [20]. Accurately predicting the remaining driving
range of EVs can offer the drivers more precise information
about their remaining driving range and reduce the range
anxiety [21].

Predicting the remaining driving range is usually a com-
bination of predicting the energy consumption rate and the
remaining capacity of the battery. The latter is typically
represented by the SOC. Nevertheless, battery degradation
makes it difficult to create a direct linkage between remaining
energy and SOC [17], [22]. Though the Coulomb counting
is developed widespread for SOC estimation in commercial
battery management systems (BMSs), this method is sensitive
to noise, parameter uncertainties, and deviation in initializa-
tion [23]. Therefore, the estimation accuracy of SOC is not
only affected by battery degradation and also affected by the
estimation error of BMSs. Therefore, some novel features
(e.g. cumulative output energy of the motor and the battery)
were proposed in this paper, which combined with SOC can
effectively improve the prediction accuracy of the remaining
driving range.

There are also many factors that would affect the energy
consumption rate, such as speed, driving patterns, braking
frequency, acceleration frequency, battery temperature, and
auxiliary loads (air conditioning, ventilation, lights, the horn,
etc.), among others. Existing studies in the literature mainly
focused on exploring the effect of external factors on the
energy consumption rate. The authors of Ref. [24], [25] ana-
lyzed the impact of external temperature and auxiliary loads
(e.g. light, air condition, etc.) on energy consumption rate.
In Ref. [26], the influence of the road gradient on energy
consumption rate was considered. However, using the exter-
nal factors to represent the energy consumption rate usually
may not be precise enough as it is impossible to comprehen-
sively consider all the external factors. In addition, besides
the many external factors, driver behaviors such as driving
patterns, speed and acceleration may also affect the energy
consumption rate. Indeed, the impact of vehicle speed and
acceleration on the energy consumption rate was analyzed
in Ref [21]. However, future speed profile is difficult to
predict.

Machine learning-based approaches have been employed
for the remaining driving range prediction of EVs [27], [28].
In existing studies, the adopted algorithms seem to be rela-
tively traditional; examples include multiple linear regression
(MLR) [27], [29], neural network [20], [30], gradient boost
decision tree (GBDT) [31]. In recent years, data scientists
have proposed a variety of novel machine learning algorithms
such as XGBoost [32] and LightGBM [33], which have been

212424

proven to have better performance than traditional methods
in a number of application fields [34]-[37].

However, to the best of the authors’ knowledge, there is
no previous study in which the XGBoost or LightGBM has
been used to predict the remaining driving range of EVs. Our
experiments, as detailed in a later Section (Section IV.A),
proved that XGBoost and LightGBM indeed have better per-
formance in remaining range prediction than other traditional
methods. Furthermore, we have proposed a blended model of
XGBoost and LightGBM to further improve the prediction
accuracy of the remaining driving range.

The unbalance distribution of training data is one of biggest
challenges in machine learning studies. Generally speaking,
if the training data and testing data follow different distribu-
tions, the prediction accuracy of machine learning models on
testing data will be negatively affected. However, previous
methods not mentioned this problem, they just simply use the
driving distance as the regression targets for machine learning
models. In this paper, we proposed an anchor (baseline) based
strategy, which can effectively solve the unbalance distribu-
tion of training data.

In the present work, we directly calculate the cumula-
tive output energy of the motor (COEM) to represent the
energy that are consumed for driving the vehicle. Combin-
ing COEM and COERB as the features can avoid estimating
the complex non-driving-energy. The levels of energy con-
sumption are represented by the driving patterns, which are
obtained through the K-means cluster algorithm. In brief,
we proposed in this work a two-stage framework to pre-
dict the remaining driving range of EVs. The first stage
aims to train the blended machine learning model by using
features and the label (calculated through the odometer).
The second stage uses the proposed feature prediction model
to predict future values of these features based on histori-
cal values. Then, the predicted features are used as inputs
of the trained blended model to get the remaining driving
range of EVs.

Our contributions can be summarized into the following
three aspects: 1) We proposed a two stage framework for
remaining driving range prediction of EV, which deeply fuses
two advanced machine learning algorithms of XGBoost and
LightGBM and is confirmed to be able to improve the predic-
tion accuracy of the remaining driving range; 2) We adopted
the “anchor-based” strategy in the remaining driving range
prediction, which can effectively eliminate the unbalance
issue of the training label. The anchor-based model is more
robust than the anchor-free model on the different testing
data. 3) We proposed various driving features such as COEB,
COEM, BR, RDP, etc. (see Table 2), which distinguished with
previous methods and can effectively improve the accuracy of
remaining driving range prediction.

The remaining sections of this paper is organized as fol-
lows. A literature survey on related works are presented
in section II. The methodology is described in Section III.
In, the comparison experiments are discussed in section IV
along with comparisons being made with existing works to
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highlight the novelty of our method. The main conclusions
are summarized in Section V.

Il. RELATED WORKS
There are two solutions to relieve range anxiety, 1) predicting
the energy consumption rate, and 2) predicting the remaining
driving range directly.

A. PREDICTING THE ENERGY CONSUMPTION RATE OF EV
Some researchers focused on accurately predicting the
energy consumption rate of EV to reduce the range anxi-
ety. Halmeaho er al. [38] established an electric bus simu-
lation model in which a motor efficiency curve model and
a resistance model were utilized to predict the energy con-
sumption rate. Fiori et al. [39] considered the regenerative
braking energy efficiency at different vehicle speeds to pre-
dict energy consumption with an average error of 5.9%.
De Cauwer et al. [27] adopted a neural network to predict the
future speed profile based on driving data of 30 electric vehi-
cles and then used multiple linear regression (MLR) model to
predict the energy consumption rate of EV's through predicted
speed and other factors. Predicting the energy consumption
rate can alleviate range anxiety to some extent, but it cannot
offer precise information about the remaining driving range
to the driver.

B. PREDICTING THE REMAINING DRIVING

RANGE DIRECTLY

The approaches to predict the remaining driving range in the
literature can be classified into two categories: 1) simulation
based method and 2) data-driven based method. Simulation-
based approaches [40], [41] can achieve high prediction
accuracy but require high fidelity of the simulation model.
In addition, calibration according to a specific vehicle are
needed. Data-driven based approaches are independent on
physical models. However, they require high-quality data
preprocessing and feature engineering, as the raw datasets
may include a lot of irrelevant data.

1) SIMULATION-BASED METHODS

Genikomsakis and Mitrentsis [40] established a simulation
model for batteries, motors, and vehicle drivetrains to esti-
mate the remaining range of EVs. Hayes er al. [41] proposed
a simplified powertrain model of EV to predict the remaining
driving range. Simulation-based methods usually need to
establish a simulation model through the specific vehicle and
detailed internal vehicle parameters; so it is hard to general-
ize. As a result, some researchers have turned their attention
to the data-driven method (generally, it is a regression model)
to predict the remaining driving range.

2) DATA-DRIVEN BASED METHODS

Data-driven based methods have the merits of simplicity as
they do not need a physical model of vehicle. In the data-
driven method, the constant updating of driving data facil-
itates real-time prediction of the remaining driving range.
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TABLE 1. The raw data Items.

Column names of raw data Description

Speed Longitudinal speed
Vinotor Motor voltage
Linotor Motor current
Vbattery Battery pack voltage
Tbattery Battery pack current
SOC State of charge
Temp_max Maximum cell temperature

Temp min Minimum cell temperature
Mileage Odometer value
t Timestamp

Data-driven methods usually involve using a regression
model fitted to historical driving data to predict the remaining
driving range under the assumption of constant values of
driving parameters. In Ref. [28], a growing hierarchical self-
organizing map (GHSOM) was used to perform clustering
to obtain the relationship between vehicle speed and energy
efficiency; and then the accelerated battery aging experiments
were performed to obtain the battery capacity profile. The
remaining range is estimated by the SOC and energy effi-
ciency. Bi et al. [42] found that the relationship between speed
and driving distance per SOC (DDPS) follows a Weibull
distribution. Therefore, they used the Weibull distribution to
predict the DDPS through vehicle speed. SOC and DDPS
were then used to calculate the remaining driving range.
Some other authors [20], [25], [26], [31] adopted traditional
machine learning methods such as multiple linear regression
model (MLR), radial basis function neural network (RBF
NN), and gradient boost decision tree (GBRT) to predict the
remaining range.

IIl. REMAINING RANGE PREDICTION FRAMEWORK

The remaining range prediction framework we proposed in
this work consists of two stages. The first stage aims to
train the machine learning models to “learn” the relationship
between the features and the label (i.e. driving distance calcu-
lated through the odometer value). And in the second stage,
the predicted features will be taken as the inputs of the trained
blended model to predict the remaining driving range.

A. FIRST STAGE: TRAINING THE MACHINE LEARNING
MODEL

In this work, the first stage is mainly about algorithm training.
The raw data includes battery parameters, motor parame-
ters, and driving logs. These data items are used to con-
struct features related to the driving distance, as demonstrated
in Fig 1. Note, all the terms mentioned in Fig 1 are described
in Section IILLE. The principle of these machine learning
algorithms will be presented in Section III.C.

B. SECOND STAGE: PREDICTING THE

REMAINING DRIVING RANGE

The flow chart of the second stage is shown in Fig 2. The raw
data items (shown in Tables I) are obtained from T-Box, and
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TABLE 2. The features.

Feature name

Description

ty denotes the initial timestamp of a trip. t denotes the current timestamp.

Temp max(t) [°C]

Maximum temperature of cell.

Temp_min(t) [°C]

Minimum temperature of cell.

Temp_diff(t) [°C]

Difference of Temp max and Temp min.

COEM (to, ) [J]

Cumulative Output Energy of the Motor from t, to t.

COEB(1y, 1) [J]

Cumulative Output Energy of the Battery from t, to t.

The relationship between the Used_SOC and COEB can reflect the
capacity degradation of batteries to some extent.

BR(to, t) [%]

Braking Ratio from to to t.

SR(t, 1) [%]

Stopping Ratio from t, to t.

AR(to, 1) [%]

Acceleration Ratio from t, to t.

Used SOC(ty, ) [%]

The drops value of SOC from t, to t.

Driving time(to, t) [s]

The difference of current timestamp and start timestamp.

RDP_1(ty, t), RDP 2(to, t), RDP 3(to, t), RDP 4(to, t) [%]

Cumulative Ratio of different Driving Patterns from t, to t

bemmmmm -

Data preprocessing and feature engineering

Battery : COEM :
parameters i Temp_max !
i Temp min !
; Used SOC |
i SOC _start i
{ Temp_diff |
i COEB i
] Motor ! i
/K“( m\ > parameters i ]S[Iz :
gC NDANEV i AR i
|
T /\)/ P
Q\V/ Trip log : Driving time :
> S N
Speed, K-means |[p-——--—~- - |
Motor current, clustering i RDP I, :
»/ Change rate of J RDP2, | Remaining
motor current. g : RDP 3, driving
i RDP4, | range
[ I

FIGURE 1. First stage: training the machine learning algorithms.

in Table 2 and Section IILE.

then the features of current timestamp (as shown in Table 2)
are calculated through formula (6) - (12) (described
in section IILE).

InFig 2, the COEM (1, t) can be calculated by Vinotor, Imotor
and timestamp through formula (6) and (7), in which ¢
denotes current timestamp and #y denotes the initial times-
tamp of a trip.

InFig2, the COEM (1, t) can be calculated by Vinotor, Imotor
and timestamp through formula (6) and (7), in which
t denotes current timestamp and 7y denotes the initial
timestamp of a trip. The feature Used_SOC(ty,t) can be
calculate as SOC(tp)— SOC(t). Then, COEM((ty,t) and
Used_SOC (1, t) were respectively appended to one dimen-
sion arrays as: COEM_list(t)={COEM(ty, t1),COEM(ty,
1),... COEM(to,t)} and Used_SOC_list={Used_SOC(ty, t1),
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NDANEV is an EV cloud. Above mentioned terms are descripted

..., Used_SOC(1y,t)}. After a short interval, if the length of
the array exceeds a predefined threshold, the relationship
between Used_SOC_list(t) and COEM_list(t) can be fitted to
get the feature prediction model of COEM (denoted as M).
Then, Used_SOC(t, T') can be used as the input of M to get the
COEM(t, T) (denoted as f1). Here T denotes the timestamp
when SOC equals zero. Finally, we take the f; along with
other predicted features (see section III.G) as the inputs of
the blended model to get the remaining driving range.

C. PRINCIPLE OF XGBOOST, LIGHTGBM AND THE
BLENDED MODEL

The principles of the Gradient Boost Regression Tree
(GBRT), XGBoost, and LightGBM algorithms are described
in detail in [46], [32], and [33], respectively.
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Remaining driving fq : Cumulative output energy of motor from t to T.
range fo-fz 1 The features listed in Table II.
| S —

FIGURE 2. Second stage: the predicted features will be used as the inputs of the blended model to predict the real remaining driving range.

These three ensemble learning algorithms use the decision
tree as the base learner and adopt boosting ideas to gather
many base learners to achieve high prediction accuracy.

XGBoost is a boosting machine learning algorithm. Its
central principle is that it combines many weak base learners
in an ensemble to boost its performance. The base learner
usually is a regression tree. To train the model, an objective
function is needed to measure how well the model fits the
training data, as shown in formula (1). The objective function
consists of two parts:

obj (0) = L (0) + Q(0) ey

a training loss term L(6) and a regularization term Q(0), 6
denotes the parameters that the regression model has learned.
XGBoost approximates to represent the training loss L(*)
by using a second-order Taylor expansion, as shown in for-
mula (2).

n 1
LO) =Y 1L (30 5"7") + 8 ) + ShfZ00) @

where y; denotes true value, )?it_l denotes the prediction
of the i instance at the (r-1)" iteration. g; and h; are the
first and second derivative of I(yj, )7,'“71)) to yAl-(tfl) respec-
tively. The training process proceeds in an additive manner,

as shown in formula (3).
B =50+ £ 3)

Here, y;' denotes the prediction of the i instance at the ™
iteration. We define the tree fi(x) as shown in formula (4):

fi (x) = Wy(x) 4)
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where g(x) is a function that assigns each data point to a
corresponding leaf, w is the vector of scores on leaves. The
regularization term is expressed as shown in (5).
Q@) = T+1)\ZT 2 5
=V 5 i1 ;i 5
where wj; is the vector of scores on leaves j, and T is the
number of leaves. y and A are constant values. Learning a tree
structure is much harder than a traditional optimization prob-
lem that simply requires determining the gradient. XGBoost
uses an additive strategy, fixing what has been learned and
adding one new tree at a time, as shown in formula (3),
in which f; is added to minimize the objective function.

An optimal tree structure needs to be chosen at each step,
and XGBoost uses the objective function expressed by (1) to
optimize the objective. The main principle of LightGBM is
the same as that of XGBoost.

Furthermore, we proposed a blended model that deeply
fuses XGBoost and LightGBM, which like a neural network
as shown in Fig 3.

XGBoost_1 and LightGBM_1 share the same features
and then get the different output: output_I and output_2.
The output_1 and output_2 correspond to the same label T
and also are the input of XGBoost_2. The blended model
refines the remaining driving range regression in the second
layer: XGBoost_2.

D. DATA COLLECTION
The raw data used in this study is collected from
NDANEYV [16]. New energy vehicles usually are equipped
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XGBoost_1 LightGBM_1
output_1 output_2
v
Xgboost_2

s

FIGURE 3. The blended model scheme, the features are listed in
Section IILE.

y

[ T-}ix ] Tﬁox ]

]
Speed Speed |
Motor current Motor current_i¢m
Battery voltage Battery voltage f

Motor current Motor current
...64 items .64 items &
& N ()

FIGURE 4. Schematic diagram of the NDANEV platform. Real-world
driving data of EVs are collected from each vehicle’s CAN bus.

-

with T-BOX which collects the driving data from Controller
Area Network (CAN) and uploads these data to NDANEV
every 10 seconds, as shown in Fig. 4. The raw data items are
described in Table 1.

Our raw dataset consists of more than two thousand trips
(covering more than 600,000 km) of five battery-powered
electric vehicles with the same model in Beijing, China.
Because of a confidentiality agreement, the authors of this
study are not allowed to disclose the specific information of
the electric vehicles used.

Up to now, NDANEV has connected 1.358 million new
energy vehicles (NEVs). NDANEYV uses the distributed file
system Hadoop [43]-[45] as the basic system framework.

E. FEATURE ENGINEERING
The raw dataset contains a lot of non-driving data; so the
first step is data clean (deleting data related to charging and
parking). The preprocessing pipeline is described as follows.
Step 1: We sorted the data according to the timestamp.
Step 2: We dealt with the outlier data. Specifically, we
adjusted the outliers and filled in the missing values according
to the nearest point of these incorrect data.
Step 3: We up-sampled the data from the sampling
frequency of 0.1 Hz to 1 Hz through linear interpolation.
Step 4: We constructed the interval values for three vari-
ables, timestamp, SOC, and values of the odometer (e.g the
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interval value for timestamp, timestamp(i) — timestamp(i-1), i
denotes the current sample index). Then, we used these three
interval values to slice the raw dataset into many individual
trips.

Step 5: Each of the driving features were constructed in
every individual trip.

Step 6: We manually added some noise in every features
values for preventing overfitting. For instance, feature a will
became a + ax noise_ratio, the noise_ratio is in the range
of [0, 1], which denotes the noise level.

The features, as shown in Table 2, are constructed in
every timestamp. The remaining energy of an EVs is usually
represented by SOC. However, the capacity of the battery
will degrade as the use time increases. It is well known that
the remaining energy of the old battery and the new battery
is different under the same SOC value. Therefore, in this
study, to express the energy used for driving more accurately,
we calculate COEM (ty, t) through motor voltage, motor cur-
rent, and timestamp, as shown in formula (6) and (7).

t
COEM (ty,t) = COEM (tg,t — 1) +/ Protor(x)dx  (6)
t—1

xelt—1,1)
@)

where Vioror(x) and Inmotor(x) are the motor voltage and
the motor current, respectively. ¢ denotes current times-
tamp, o denotes the initial timestamp of a trip, COEM (ty, t)
denotes the cumulative output energy from f#o to #, Pmotor
denotes the power of motor. In the same way, we can cal-
culate COEB(ty, t) by replacing Imotor(x) and Vioror(x) with
Ivattery(x) and Vpagtery(x), respectively in formula (7). The
driving time can be calculated through formula (8).

Ty(®)=t—1o 3

The inconsistency of the battery reflects the state of the
battery to some extent. In this paper, the difference between
the maximum and the minimum temperature of cells (denoted
as Temp_diff) is used to indicate the cell inconsistency, and it
is calculated through formula (9)

Protor () = Vinoror (X) X Imoror (X) ,

Temp_diff (t) = Temp_max(t) — Temp_min(t) ©))

The training label is the driving distance, which is calcu-
lated through formula (10).

driving_distance(t) = mileage(t) — mileage(ty)  (10)

mileage(t) denotes the current odometer value and mileage(ty)
denotes the odometer value at the initial moment of the
driving trip.

We use the sign of the motor current to distinguish the
vehicle state information such as acceleration, stopping, and
braking. If the sign of motor current is positive, the vehicle
is at acceleration or at a constant speed (denoted as [1, 0, 0]).
If the motor current equals zero, the vehicle is at a stop state
(denoted as [0, 1, 0]). If the sign of motor current is nega-
tive, then the vehicle is at regenerative braking (expressed as
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FIGURE 5. Relationships between features and driving distance. Every subplot contains more than 2,000 trips and the lines with different colors
represent different trips. The red arrows pointed some positions that exhibit abnormal fluctuations. The SOC_start denotes the initial SOC of a trip.
In (5), 1e7 means every ordinate value should multiply 1e7(10~ 7).
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Elbow Method

Inflection Point

SSE

FIGURE 6. “Elbow” method for choosing the number of cluster centers.

[0, 0, 1]). We should change the transient state (braking, stop-
ping, acceleration at time ¢) to the cumulative ratio: braking
ratio (BR), stopping ratio (SR), and acceleration ratio (AR).

For example, there are three consecutive transient vehicle
states:

110, 0, 11, 2[0, 1, 0], 13[0, 0, 1]

Firstly, we calculate the cumulative state #;_3 [0, 1, 2] in
an additive manner. Then, the AR(t;, 13), SR(t1, t3), and
BR(t, t3) from moment ¢; to t3 are 0/(0+1+2), 1/(0+1+2)
and 2/(04+14-2)respectively. Therefore, we summarized the
calculation as the formula (11).

t 13
th=to rbeix
3 t 2
Zi:] (fozto }"be;)

Here, rbeﬁ‘* denotes the i transient state (including three
states: braking, stopping, and acceleration) at time f,
RBE;(to, t) denotes the cumulative ratio of the /M states
from 7y to ¢.

We adopt the K-means cluster algorithm to obtain these
four types of driving patterns (i.e. dp; to dps) through clus-
tering three variables: speed, motor current, and change rate
of motor current, as described in Section IILF. dp; to dp4 are
defined as: [1, O, 0, 0], [O, 1, O, 0], [0, O, 1, 0], [0, O, O, 1],
respectively.

In the same way to AR, SR, and BR, the cumulative ratios
of four driving patterns (RDP_1, ..., RDP_4) from fy to t is
calculated through formula (12).

Zixzt() dp?
4 x
it iy AP

Here, dp;X denotes the driving pattern i at time #.

We exhibit the relationship between these features and the
driving distance by using more than 2,000 trips, as shown
in Fig. 5.

With increasing driving distances, the maximum and min-
imum temperatures of cells exhibit a characteristic of rising-
and-plateauing, as shown in Fig. 5 (1) and (2). Used_SOC,

RBE; (1, 1) =

(11)

RDP; (to, 1) = (12)
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COEB and COEM are approximately linear with driving
distance, as shown in Fig. 5 (3), (5), and (6). The relationships
between driving distance and BR, SR and AR are respectively
shown in Fig. 5. (9), (10) and (11). RDP_1 to RDP_4 are
shown in Fig 5 (12)-(15).

F. DRIVING PATTERNS

In this section, we present a driving pattern recognition
model that uses the k-means clustering algorithm to identify
different driving patterns. The driving patterns represent the
different levels of energy consumption rate.

Vehicle speed significantly affects energy consumption
rate. Also, the motor current reflects driving mode informa-
tion, such as the strength and frequency of the regenerative
braking to some extent. The change rate of the motor current
reflects the states of driving such as acceleration and braking.
In this study, vehicle speed, motor current, and the change rate
of motor current are clustered through K-means algorithm
to obtain several driving patterns, according to the following
steps.

Step 1: The elbow method is used to determine the number
of clusters to be 4, as shown in Fig 6. SSE represents how
closely the distance between the sample points and their
cluster center, as shown in formula (13).

g 2
SSE=Y O Mpg—ml® (13)

where pj; denotes the 7™ sample point in i cluster. ;1; denotes
the center of i cluster.

If the number of cluster centers (denoted as k) was set to
be 4, there would be an “inflection”. Further increase of the
value of k led to only relatively small drop of SSE. So, the
x-coordinate value of inflection point is the optimal number
of cluster centers since more cluster centers will degrade its
performance.

Step 2: The k-means clustering algorithm is used to cluster
the vehicle speed, motor current, and change rate of motor
current according to the number of clusters determined by the
elbow method.

These four driving patterns can be described as normal
driving, conservative mode, sport mode, and extreme mode.
The K-means cluster algorithms can distinguish the different
driving patterns but cannot give the corresponding relation-
ship between the four driving patterns and the four modes
assumed by the authors.

G. FEATURES PREDICTION MODEL

We have established the blended model that has “learned”
the relationship between the driving distance and vari-
ous driving features, as described in previous sections.
However, the future values of these features are unknown,
which are required as the input of the trained blended model.
Therefore, we assume that the SOC drops from the cur-
rent value to zero, and then predict the future values of
these features based on the historical data. We found that
COEB(ty,t) and COEM((ty,t) are approximately linearly
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FIGURE 7. Relationship between the Used_SOC and COME as well as COMB. Every sub-plot contains more than 2000

trips. Different colors represent different trips.
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FIGURE 8. Using a linear regression model to predict COEB and COEM, (a) using a linear model to fit the true value and
then predict the value of COEB from t to T, t denotes the current timestamp and T denotes the timestamp when SOC

equals zero. (b) use a linear model to predict COEM.

related to Used_SOC(ty, t). However, as shown in Fig. 7 (b),
the slopes of COEM to Used_SOC are different in different
trips as the values of BR, SR, AR, RDP_1, ..., RDP_4,
and other factors vary among different trips. We used linear
regression models to predict COME(t, T) and COMB(t, T)
based on Used_SOC(t, T).

For instance, we randomly selected a trip, as show
in Fig 8. The initial SOC of this trip is 74%; as we
assume SOC drops to zeros, Used_SOC equals to 74%.
The COEM(t,T) and COEB(t,T) can be predicted by
Used_SOC(1,T) through the fitted linear model, as shown
in Fig. 8. As SOC decreases, the COEB and COEM will
increase linearly. A linear regression model is adopted to con-
stantly regress the relationship between the COEB and SoC,
which can indirectly reflect the information about the battery
capacity through the slop of the linear model. Therefore, the
COEB and COEM can compensate for SOC to solving battery
degradation, which is the reason why adding the COEM
and COEB to the machine learning model can improve the
prediction accuracy.

We found that the Temp_max and the Temp_min tend to
rise first and then reach constant values with the increase

VOLUME 8, 2020

of the driving distance, as shown in Fig. 5 (1) and (2).
Therefore, we assume that the values of Temp_max(t,T)
and Temp_min(t,T) remain within £2° of current values
Temp_max(to, t) and Temp_min(ty, t), respectively. We also
observed that BR, SR, and AR tend to exhibit large fluctu-
ations initially and then become more stable as the driving
distance increases, as shown in Fig. 5 (9), (10), and (11).

BR values are constantly updating based on the instanta-
neous motor current. At the initial phase of a trip, the future
value of BR is unknown and is also very difficult to predict,
mostly because of the highly unpredictable human behavior.
Therefore, we are forced to assume that the current BR value
represent the future profile. However, at the beginning of
a trip, the BR is very unstable, which may cause obvious
prediction error. Therefore, a threshold is needed to filter the
unstable values of BR, as shown in Fig 9.

When the driving distance of the current trip less than the
threshold (which equals to 10 km here), the algorithm will
take the features from the end phase of the previous trip as
current features. Most trips seem to be short-distance trips,
i.e. the driving distance is less than 30 km. The BR values
are roughly stable when driving distance were over 10 km in
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FIGURE 9. The strategy for choosing BR values. There are more than
2000 trips in this figure, the lines with difficult colors represent the
different trips

their trips. If a large threshold is chosen, it may not suit for
short-distance trips. On the other hand, if a small threshold is
chosen, the initial phase of BR will become more unstable.
Therefore, we compromise the threshold as 10 km, as shown
in Fig.9. If the driving distance of the current trip is beyond
the threshold, the proposed assumption that the current values
represent the future profile will be adopted.

Though this strategy only gets coarse BR values, the BR
ranks 6th in the ranking of features importance as shown
in Fig 12, so the variations in BR can only have limited influ-
ences on the prediction of remaining driving range. To the
best knowledge of the authors, there is no previous work that
achieves accurate prediction of future BR at the initial phase
of a trip. At the initial moment of a trip, we are unknown
to the behavior of the driver, so we can only assume that
the behavior of the driver on this trip will be similar to the
previous trips.

The RDP_1 to RDP_4 are similar to the BR, SR, and AR in
changing patterns, as shown in Fig 5 (13), (14), (15), (16).

The driving time can be predicted using a multiple linear
regression model of the following formula:

Driving time = Bo + B1x1 + Box2 + P3x3 (14)

In formula (14), x;, xp, and x3 denote value of
Used_SOC(ty,t), BR(tp, t) and SR(ty, t), respectively. B
denotes coefficient values that gained from fitting this multi-
ple linear regression model.

In real-world applications, the remaining driving range can
be defined as the driving distance that the electric vehicles
be driven from the current SOC value dropping to zero.
However, according to statistics results on the dataset col-
lected from NDANEYV [15], the drivers often did not exhaust
the battery, so the odometer only recorded the driving seg-
ment from the initial of a trip to the end of a trip rather than
a full discharge process of EVs. Thus, the real remaining
driving range of vehicles is unknown as the battery did not
exhaust. Therefore, we should adjust the definition of remain-
ing driving range to the driving distance that the electric
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TABLE 3. Parameters values used in the machine learning algorithms.
Default values are not listed.

GBRT Parameters

XGBoost Parameters

LightGBM Parameters

N_estimators:5500
Learning_rate:0.05
Max_depth:3
Max_features:0.5
Min_sample_leaf:1
Min_sample_split:2
Loss: Huber
Subsample:0.5
n_iter_change:200

Num_boost_rounds:46538
Eta:0.05
Max_depth:3
Colsample_bytree:0.4603
Lambda:0.8571
Alpha:0.4640
Gamma:0.0468
Subsample:0.5213
Tree_method: exact
Min_child weight:1.7817
Early_stopping_rounds:

Num_boost_rounds:
43135
Eta:0.05
Max_leaves:6
Feature fraction:0.5
Lambda_12:0.6571
Lambda_11:0.4640
Gamma:0.0468
Bagging_fraction:0.5
Bagging_freq:1

1000

Model Selection

15

FIGURE 10. Comparison of eight algorithms. Lasso and Elastic net are
multi-linear regression algorithms. Bagging is similar to the Random
Forest Algorithm.

vehicles can be driven from the current SOC value dropping
to the SOC(T), T is the timestamp when a trip reaches its end.

H. PARAMETERS OF XGBOOST AND

LIGHTGBM ALGORITHMS

In this study, we use a small tree depth to avoid overfitting
and a large number of base learners to improve the accuracy
of prediction. The row sampling and the column sampling
strategies are used at the same time to make some disturbance
on the input values. Using these sampling strategies to get
more different input can effectively prevent over-fitting. If the
inputs are always the same values, the model will be eas-
ier to be over-fitted. After early-stopping-rounds iterations,
the algorithm stops iterating when the improvement of accu-
racy for the test-set is less than the value of the parameter tol,
which is generally set as 0.0001. The parameters of XGBoost
and LightGBM consist of four parts: the complexity of a
single base learner, a regularization term, the iteration step
size, and the number of iterations. There is no universal way
to tune the parameters of machine learning algorithms, most
works related to machine learning algorithms are relying on
trials and practice. The parameters values selected in this
study are shown in Table 3.
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TABLE 4. Results of the cross-validation experiment.

Evaluation

Method . 1st Fold 2nd Fold 3rd Fold 4th Fold Sth Fold Mean
function
MAE 1.0452 1.0434 1.0645 1.03596 1.0308 1.0440
GBRT RMSE 1.5444 1.5421 1.6523 1.5415 1.6303 1.5821
MAPE 3.76% 3.89% 3.60% 3.73% 4.43% 3.88%
MAE 0.9453 0.9998 1.0205 0.9642 0.9294 0.9718
XGBoost RMSE 1.1888 1.1734 1.3846 1.1998 1.2000 1.2293
MAPE 3.40% 3.74% 3.36% 3.54% 4.19% 3.65%
MAE 1.0053 1.0669 1.0874 1.0393 0.9357 1.0269
LightGBM RMSE 1.2659 1.2500 1.5320 1.3106 1.3106 1.3338
MAPE 3.55% 3.90% 3.58% 3.62% 4.11% 3.75%
MAE 0.503 0.553 0.513 0.563 0.543 0.535
Blended Model RMSE 0.8797 0.8864 0.8804 0.8790 0.8821 0.8815
MAPE 3.11% 3.21% 3.09% 3.25% 3.29% 3.19%
LightGBM Feature Importance XGBoost Feature Importance
SR SR
RDP_1 RDP_1
AR AR
Temp_diff Temp_diff
SOC_start RDP_3
RDP_4 RDP_4
Temp_max SOC_start
Temp_max
RDP_3
RDP_2 RDP_2
Temp_min Temp_min
Used_SOC Used_SOC
COEB driving_time
driving_time COEB
COEM COEM
0 10000 20000 30000 40000 0 10000 20000 30000 40000 50000
F score F score

FIGURE 11. Feature importance in the prediction model. Whether in XGBoost or LightGBM, COEM is the most important feature. (a) and
(b) illustrate the feature importance rankings for XGBoost and LightGBM algorithms, respectively. F-score denotes the total frequency of
using the feature to split data space during the construction of all base trees.

TABLE 5. Results of validation of 120 trips.

MODELS MAE RMSE  MAPE  Error range
XGBoost 1.27 1.35 4.12% [-1.5,1.5]

LightGBM 1.29 1.32 431%  [-1.65,1.65]
Blended Model 0.64 0.94 3.27% [-0.2,1.20]

IV. EXPERIMENT AND DISCUSSION

Three statistical measures are used to evaluate our method,
including the absolute mean error (MAE), the root mean
squared error (RMSE) and mean absolute percentage error
(MAPE). These values are calculated by formula (15), (16),
(17) respectively. RMSE and MAPE describe how close the
prediction value and the true value are. Specifically, MAPE
describes the relative error, RMSE and MAE describe the
absolute error.

5)

(16)

a7
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A. COMPARISON OF MACHINE LEARNING ALGORITHMS
We compared eight different machine learning algorithms
including XGBoost, LightGBM, GBRT, Neural network,
Random forest, linear regression, etc. for preliminary selec-
tion Random forest, linear regression, etc. for preliminary
selection.

We randomly split all trips into trainset and test-set with
the proportion of 1:1, and then these algorithms were trained
and tested on the trainset and the test-set, respectively.
The results of comparing these eight algorithms is shown
in Fig 10.

All the parameters of these models are tuned to their best
states. The parameters for these models are shown in Table 3
and APPENDIX Table A. Alpha and ll-ratio values for
Elastic-net [47] are 1.0 and 0.6 respectively. Alpha value
for Lasso [48] is 1.0. For Random Forest [49], values of
n_estimators and max_depth are 100 and 6 respectively. The
parameters of Neural Network [50] (Multi-Layer Perceptron)
are tuned to its best states through the CV-module in scikit-
learning (python package).

The comparison results show that XGBoost and Light-
GBM have lower MAPE values than other algorithms in
remaining driving range prediction, as shown in Fig. 10.
In addition, XGBoost and LightGBM support parallel com-
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FIGURE 12. RMSE and MAE scores of the training sets and test-sets during iteration. The first 1,000 iterations are not shown.

212434 VOLUME 8, 2020



L. Zhao et al.: Machine Learning-Based Method for Remaining Range Prediction of EVs

IEEE Access

TABLE 6. Comparison of our results with existing literature works.

METHODS Model Features RMSE  MAE Error
range(km)
4
Bolovinou [28], 2019% MLR! Speed, EPK (%o/km) 1.64
Road gradient.
Nonlinear regression
. 5 modeling (the Speed, external temperature, N N 2
J. Bi[41], 2019 quadratic and Weibull DDPSOC5 [-14, 14]
Distributions)
SOC, MaxT¢, MinT?, MaxV§, MinV?,
. 2 , y ) ) )
Shuai Sun [30],20193 GBRT BV10, EDT!, EDV2 etc - 0.74 [-1.5, 1.5]
Ours3 (anchor-free'?) Blended model COMB, COME, RDP, BR, SR, AR, etc. 0.94 0.64 [-0.20,1.20]

"Multiple linear regression. Gradient Boost Regression Tree. *Collected from one or more vehicles, not the common dataset. “Energy consumption rate. *Driving
distance per SOC. *Maximum cell temperature. "Minimum cell temperature. *Maximum cell voltage. “Minimum cell voltage '“Battery set total voltage ''Extreme
temperature difference '*Extreme voltage difference. '*Anchor-free and anchor-based are discussed in Section IV.F

TABLE 7. Results of ablation study of 120 trips.

SOC  COEB COEM MAE MAPE
v 2351 8.54%
v v 1.462 4.62%
v v v 0.642 3.27%

B / — \\\ o P Y

XGBoost 1 ) ( LightGBM_1 ) ( XGBoost 1 (LightGBM_1 )

XGBoost 2 ) (a) (b)
FIGURE 13. Blend strategies.
TABLE 8. Results of comparison of blend strategies.
STRATEGY MAE RMSE  MAPE  Error range
(a) 0.64 0.94 3.27% [-0.2,1.20]
(b) 0.83 1.03 3.52%  [-0.35,1.24]

puting, while GBRT does not support. For further com-
paring these three algorithms: XGBoost, LightGBM, and
GBRT, we conduct a five-fold cross-validation experiment as
detailed next.

B. CROSS-VALIDATION EXPERIMENT AND RESULTS
For further comparing GBRT, XGBoost, LightGBM, and
our blended model, we conduct a five-fold cross-validation
experiment to verify the accuracy and robustness of the
machine learning models. The proposed features COEM and
COEB are more important than Used_SOC, as demonstrated
in Fig 12. Among all the driving features considered, COEM
is the most important one. The minimum temperature of cells
(Temp_min) is ranked in fifth, which means that the cells’
minimum temperature is a critical factor in range prediction.

The training process is shown in Fig 11. The RMSE of the
training dataset is always lower than the RMSE of the test
dataset, but both of them are relatively low.

The results of the cross-validation experiment show that
our blended model has the lowest error that RMES and MAE
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FIGURE 14. Distribution of training and testing data (a) represents that
the training data and testing are in the same distribution. (b) represents
that the training data and testing data follow the different distributions

are only 0.8815 and 0.535 respectively, as shown in Table 4.
The RMSE scores of XGBoost and LightGBM are 1.229 and
1.334, respectively, while the RMSE score of GBRT is 1.582.

C. VERIFICATION EXPERIMENT FOR THE SECOND STAGE

To verify the second stage of the proposed framework,
we performed validation experiments on 120 trips, which are
independent of our raw dataset and are collected from
the same vehicles. The information about the 120 trips is
shown in APPENDIX Fig. A. In the validation experiments,
the meaning of T is changed from ‘‘the timestamp when SOC
equals zero” to “the end timestamp of a trip” since these
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TABLE 9. Testing on test-sets that follows different Distributions.

METHODS DATASET RMSE  MAE  Error range
Same! 0.94 0.64 [-0.2, 1.2]
Anchor-free
Different? 1.33 1.18 [-2.0,2.2]
Samel 0.73 0.61 [-0.8, 0.8]
Anchor-based
Different? 0.75 0.62 [-0.8, 0.8]

Feature map

l:l Object box I: Anchor ‘:]

FIGURE 15. Anchor based strategy in 2D object detection

1. Training data and testing data follow the same distribution, as shown in Fig 14
(@). 2. Training data and testing data follow the different distributions, as shown in
Fig 14 (b).
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FIGURE 16. Explanation of anchor-based strategy. Subplot (a) represents
the anchor (baseline) and the true label. True label is the driving distance
calculated through odometer. The anchor (baseline) is the product of DPS
and SOC drop. (b) represents the regression targets (denotes as residual),
which is the difference between the true label and the anchor.

trips did not exhaust the battery. Therefore, we should predict
the remaining distance of trips for comparing with the true
values. In real world applications, the meaning of T is ‘“‘the
timestamp when SOC equals zero” for predicting the real
remaining range.

The results of the validation experiment on the 120 trips
show that the blended model has a small error range of -0.2 to
1.2 km, and it also outperforms XGBoost and LightGBM in
MAE and RMSE, as shown in Table 5. Therefore, it is safe to
conclude that the blended model has better performance than
any other single algorithm. (XGBoost and LightGBM).
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FIGURE 17. The distribution of training label for the anchor-free method
(a) and anchor-based method (b). Subplot (a) represents the distribution
of driving distance (denoted as true label) calculated through odometer
(i.e. odometer(t)- odometer(ty), f, denotes the initial timestamp of a trip
and t denotes the current timestamp. (b) is the distribution of
anchor-based regression targets, i.e. the residual values of true label and
anchor values (baseline). The anchor (baseline) values are the product of
DPS and SOC drop. SOC drop means SOC(t,)-SOC(t).

Due to the error of the features’ prediction model,
the results of the validation experiment of 120 trips for
the second stage are higher than the results of the cross-
validation experiment.

D. COMPARISON WITH EXISTING WORKS

There is no common dataset and benchmark for remaining
driving range prediction, which is different from computer
vision (e.g. benchmark of object detection—COCO, KITTI,
etc.). In previous works [20], [29]-[31], [42], the tests were
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FIGURE 18. The results of validation experiments on 300 trips. Due to the
space limitations, we only represent 3 testing trips selected from

300 testing trips that are independent on the raw dataset and have
different distribution from training data. All results of 300 testing trips are
shown in Table 9. Timestamp is the sample index. The interval of every
sample data is 10 seconds. We did not up-sample the testing data for real
simulation.

done also on their own dataset that are collected from CAN
of the vehicle. We, however, note there are some previous
studies that used data items [29, 31, 42] similar to ours; so
we compared with these methods.

Sun et al. [31] and Bi et al. [42] only used SOC to rep-
resent the remaining energy of battery, while neglecting the
degradation of battery. To the contrast, our features prediction
model constantly updates the relationship between COEB and
SOC drop, to overcome the inaccuracy problem of SOC for
representing the remaining energy of the battery.
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Due to the proposed features (COEM, etc.) and the blended
model, our method outperforms previous works (i.e. decreas-
ing the MAE by 0.1), as shown in Table 6, in addition to
having more robust performances with a smaller error range
of [-0.20, 1.20] as compared with previous work.

E. ABLATION STUDIES

To further prove the importance of COEM and COEB,
we conducted an ablation study for the proposed blended
model (including the first stage and second stage as described
in section III.A and III.B). The blended model was trained on
the raw dataset and tested on the 120 trips that are indepen-
dent of the raw dataset. As shown in Table 7, adding COEM
and COERB to the blended model can decrease the MAE and
MAPE by 1.709 and 5.27 respectively.

We also compared two blend strategies to find the optimal
blended model, as shown in Fig 13. The results of the com-
parison suggest that Strategy (a) has better performance than
Strategy (b), as shown in Table 8.

F. ANCHOR-BASED STRATEGY

Motivation: The unbalance of the training data is one of
biggest challenges in machine learning studies. Generally
speaking, if the training data and testing data follow different
distributions, prediction accuracy of machine learning models
on testing data will be negatively affected. To explain this
phenomenon, a comparison experiment is conducted on two
testing data, as shown in Fig 14. In Fig 14 (a) the training
data and testing data follow the same distribution, while
in Fig 14(b), they follow different distributions. The blended
model is trained and tested on the training data and testing
data, respectively.

“Anchor” is a professional term in the field of computer
vision. Anchor-based strategy is widely used in object detec-
tion [51], which uses the anchor boxes (blue) generated in
features map to match the ground truth boxes (red) and then
calculating the residual values of center coordinates (i.e.,
x and y, as shown in Fig 15) of the matched anchor boxes
and the true boxes as the regression targets for convolution
neural networks (CNN).

Inspired by the anchor-based strategy of object detection,
we propose an anchor (baseline)-based machine learning
method for remaining driving range prediction.

Implementation: specifically, the anchor based strategy
converts the true label (driving distance) to the residual values
of the true label and anchor as shown in Fig 16.

The anchor (baseline) is the product of the distance per
SOC (DPS, [km/%]) and SOC drop (i.e. SOC(#)-SOC(¢),
to denotes the initial timestamp of a trip and t denotes the
current timestamp.). DPS is calculated through more than
2000 trips, which can be regarded as a statistics value. In our
dataset, DPS equals 1.6775. The distribution of anchor-based
training label (regression targets) and anchor-free training
label are presented in Fig 17 (a) and (b).

Comparative studies are conducted to prove the effective-
ness of the anchor-based strategy. Specifically, two sets of
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FIGURE 19. Validation data collect from the same vehicle. The validation data consists of 120 trips that are independent of the
raw dataset. Every subplot contains 120 trips, and the different color represent different trips. Due to the space limitation, some

features are not shown in this figure.

data are used to test the anchor-based and the anchor-free
methods: 1) the training data and testing data that follow the
same distribution are denoted as Set; (see Fig 14 (a)); and
2) the training data and testing data which follow different
distributions are denoted as Sety(see Fig 14 (b)). The results
of the comparison, as listed in Table 9, suggest that the
performance of the anchor-free model deteriorates on testing
data that follows different distribution from the training data;
while the anchor-based model has more robust performances
(i.e. error range of [-0.8, 0.8] km) on both testing data (Fig 14
(a) and Fig 14 (b)), proving the effectiveness of anchor-based
strategy. The results of validation experiment for anchor-
based blended model is presented in Fig 18.

V. CONCLUSION

Accurate prediction of the remaining driving range is impor-
tant to EV drivers. In this paper, a two-stage framework for the
remaining driving range prediction of EVs has been proposed
by merging two advanced machine learning algorithms of
XGBoost and LightGBM. The results of experiments show
that the blended model has a smaller error range of [—0.8, 0.8]
and a lower RMSE of 0.75 as compared to the error range of
[1.4, 1.4] in previous works. Besides, we use the cumulative
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output energy of the motor and the batteries to reflect the
battery degradation, and use driving patterns related features
to represent the energy consumption level. These features,
which are proposed for the first time in our method, can
effectively improve the accuracy of remaining driving range
prediction. Adding the cumulative output energy of the motor
and the batteries to the blended model can decrease the MAPE
by 5.27%. Anchor-based strategy was proposed for the first
time in our method, which converts the true label (driving
distance) to the residual values between the baseline and
the true label for training. Anchor-based strategy adopted in
remaining driving range prediction can solve the unbalance
distribution of training data and achieve high performance
(i.e. low error range of [-0.8, 0.8]) on the testing data that
follows different distribution from training data.

The results of the comparison between the anchor-based
and anchor-free strategy suggest that the former always has
a stable error range of [-0.8, 0.8] for testing data that either
follows the same or different distribution from the training
data; on the other hand, the performance of the anchor-free
blended model deteriorate (i.e. an error range of [-2.0, 2.2])
on testing data that follows the different distribution from the
training data.
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TABLE 10. Parameters values used in the machine learning algorithms. Default values are not listed.

Neural network . Elastic-net Random forest
Bagging Parameters Lasso Parameters
Parameters Parameters Parameters
n_estimators:5500
hidden_layer_sizes:1500 ; : alpha:1.0 alpha:0.85 T tarion-
= ! base_estimator:default fit_intercept: True L1 ratio:0.8 criterion:mse

activation:relu n_estimators:2200

max_samples:0.5
max_features:0.45

solver:adam
alpha:0.0001

Normalize:true
max_iter:3500

tol:3e-4

max_depth:3
min_samples_split:2
max_features:auto
min_samples_leaf:1

Fitintercept:true
Max-iter:3500
tol: 3e-4

APPENDIX
The information on testing data.

Computation Platform Details: The computing platform
is Ubuntu 18.04, the programming language is python. The
CPU of our platform is i19-9900KF@ 3.60GHzx*16, the RAM
is 32GB. The prediction process in our platform only needs
32MB RAM and 0.05 second.

Tuning of Parameters: There is a CV-module in machine
learning package (scikit-learn; website is https://scikit-
learn.org/stable/), which can be used to search the best combi-
nation of parameters in the parameter space. Note the param-
eter space is manually defined, which can be understood as
lists of values for parameters. Specifically, the CV-module
will try every possible combination of the parameters and
compare all results to find the optimal combination of param-
eters.
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