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ABSTRACT Load forecasting is a vital part of smart grids for predicting the required electrical power using
artificial intelligence (AI). Deep learning is broadly used for load forecasting in the smart grid using the
artificial neural network (ANN). Generally, computing the deep learning in the smart grid requires massive
data aggregation or centralization and significant computational time. This paper presents a survey of deep
learning-based load forecasting techniques from 2015 to 2020. This survey discusses the studies based on
their deep learning techniques, Distributed Deep Learning (DDL) techniques, Back Propagation (BP) based
works, and non-BP based works in the load forecasting process. Consequent to the survey, it was determined
that data aggregation dependency would be beneficial for reducing computational time in load forecasting.
Therefore, a conceptual model of DDL for smart grids has been presented, where the HSIC (Hilbert-Schmidt
Independence Criterion) Bottleneck technique has been incorporated to provide higher accuracy.

INDEX TERMS Energy management, smart grid application, load forecasting, IoT, smart metering,
distributed neural network, distributed machine learning, distributed deep learning.

NOMENCLATURE
ABBREVIATIONS
AAL Ambient Assistive Living
AE Auto-encoder
AGI Artificial General Intelligence
AI Artificial Intelligence
AIFIS Adaptive Neuro-Fuzzy Inference System
ANN Artificial Neural Network
ARIMA Auto-regressive Integrated Moving

Average
ART Adaptive Resonance Theory
ARTMAP Predictive Adaptive Resonance

Theory (ART) Mapping
BLSTM Bi-directional Long Short-term Memory
BP Back-Propagation
BPNN Back-Propagation Neural Network
BRNN Bi-directional Recurrent Neural Network
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Cascade NN Cascade Neural Network
CCHP Combined Cooling, Heating, and Power
CNN Convolutional Neural Network
CoT Cloud of Things
CSRM Clear Sky Solar Radiation Model
CVNN Complex Valued Neural Network
DAI Decentralized Artificial Intelligence
DAE Denoising Auto-encoder
DE-RELM Differential Evolution Recurrent Extreme

Learning Machine
DBN Deep Belief Network
DC Direct Current
DDL Distributed Deep Learning
DML Distributed Machine Learning
DNN Deep Neural Network
DQN Deep Q-Network
DSG Distributed Smart Grid
EEMD Ensemble Empirical Mode Decomposition
ResNet Residual Neural Network
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ELM Extreme Learning Machine
Elman ANN Elman Artificial Neural Network
EMD Empirical Mode Decomposition
ENN Ensemble Neural Network
ESAENARX Efficient Sparse Auto-encoder

Nonlinear Autoregressive Network
with Exogenous

ESN Echo State Network
F-MODM Fuzzy Multi-Objective Decision

Making
FDD Frequency Domain Decomposition
FFNN Feed-forward Neural Network
GMDL Group Method of Data Handling
GPU Graphics Processing Unit
Grey-NN Grey / Gray Neural Network
GRNN General Regression Neural Network
GRU Gated Recurrent Unit
GWDO Genetic Wind-Driven Optimization
HCI Human Computer Interaction
HSIC Hilbert-Schmidt Independence

Criterion
HTM Hierarchical Temporal Memory
IMF Intrinsic Mode Function
IoT Internet of Things
IRB Iterative Res-Blocks
KF Kalman Filtering
KNN K-nearest Neighbor
KNN-ANN K-nearest Neighbor based Artificial

Neural Network
KPCA Kernel Principal Component Analysis
LDPC Low-density parity-check code
LRD Load Range Discretization
LSM Liquid State Machine
LSTF Long Short-term Memory
LTLF Long-term Load Forecasting
MI Mutual Information
MI-ANN Mutual Information based Artificial

Neural Network
MLP Multi-layer Perceptron
MLR Multivariable Linear Regression
MTLF Mid-term Load Forecasting
NAR Non-linear Auto-regressive
NAR-ANN Non-linear autoregressive Neural

Network
NARX Nonlinear Auto-regressive Network

with Exogenous inputs
Neuro-evolution Evolutionary Neural Network
Neuro-fuzzy Fuzzy Neural Network
PCA Principal Component Analysis
Physical-NN Physical Neural Network
PNN Probabilistic Neural Network
PSR Phase Space Reconstruction
PV Photo-voltaic
RBF Radial Basis Functions
RBM Restricted Boltzmann Machine
RES Renewable Energy Source

RFNN Recurrent Fuzzy Neural Network
RNN Recurrent Neural Network
S2S Sequence to Sequence
SAE Sparse Auto-encoder
SDPSO Switching Delayed Particle Swarm

Optimization
SGD Stochastic Gradient Descent
SLP Single-layer Perceptron
SRWNN Self-Recurrent Wavelet Neural Network
SSA Singular Spectrum Analysis
STLF Short-term Load Forecasting
SVM Support Vector Machine
SVR Support Vector Regression
SWEMD Sliding Window Empirical Mode

Decomposition (EMD)
UKF Unscented Kalman Filter
UQR Unified Quantile Regression
VSTLF Very Short-term Load Forecasting
WNN Wavelet Neural Network
WPT Wavelet Packet Transform

I. INTRODUCTION
Artificial Intelligence (AI) is a fundamental theme of future
technology research and development. In many nations,
smart grids are being developed to be an intelligent layer
to improve power distribution, control, and generation [1].
The smart grids are being established with intelligent devices
and sensors to computerize and improve various applications’
productivity, including metering distribution. The machine
learning-based smart meter system contributes effectively to
the Ambient Assistive Living (AAL) area for detecting daily
living activities [2]. Machine learning has been used with
smart meters for improving end-user load modeling machine
learning [3]. AI also combined with edge computing and edge
analytics in smart power meters [4]. At present, the smart
grid, smart home, and smart meter success depend on AI and
communication security [5].

Machine learning, deep learning, and swarm intelligence
are the common mechanisms of AI that are broadly used in
smart grids for different purposes. Machine learning is being
used for analyzing big data in the smart grid and for security
aspects of the Internet of Things (IoT) in the smart grid [6].
Deep learning (Figure 1) is a family of machine learning
based on artificial neural networks (ANN) that are used in the
smart grid for predicting load forecasting, price forecasting,
solar forecasting, power quality, and other purposes [7]–[9].
This article focuses on deep learning for load forecasting
from the distributed computing perspective. Figure 1 shows a
section of deep learning where ANN is used.

Load forecasting is an essential outcome of a smart grid
system. It predicts the short-term, medium-term, and long-
term demand for electrical power to the users. Deep learn-
ing is widely used for load forecasting in smart grids [10].
Although a subset of machine learning, deep learning is more
useful than other traditional machine learning algorithms.
It also facilitates the use of other machine learning algorithms
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FIGURE 1. Deep learning is a subfield of machine learning and AI and it is
based on ANN computation. The key feature of deep learning is that ANN
works in any deep learning process along with other machine learning
techniques.

in conjunction with ANN for better results. For that reason,
it is well known that it provides precise accuracy. Various
techniques have been combined with ANN for smart grids,
including Decision Tree, Random Forrest, Support Vector
Machine, K-nearest Neighbor (KNN), and other machine
learning algorithms, obtaining better outcomes for power
management, load forecasting, and other purposes [11], [12].

Electrical power distribution companies will be particu-
larly benefited from smart grids by determining better power
distribution among the consumers or clients (home, industry,
and corporate office). Currently, different electrical power
utilization data are aggregated centrally. Deep learning per-
forms load forecasting from this huge data, and hence the
power distributors can predict the demand for electrical power
distribution and provide power to different consumers accord-
ingly. The process is shown in Figure 2.

In smart grids, different electrical power utilization data
are aggregated in centralized cloud servers or cloud stor-
age. Due to this large amount of data, the computation time
for deep learning is high [65], [77], [96]. Therefore, vari-
ous machine learning techniques are being applied to deep

FIGURE 2. Load forecasting and electrical power distribution in a smart
grid system. Here, the cloud server contains different utilized electric
power data from different areas. Based on the data and load forecasting
process, a power distributor can predict the future load demand of these
areas.

learning to enhance computation time and efficiency [13].
Distributed Machine Learning (DML) [18] is one technique
that is already being used to enhance computation time [63],
so Distributed Deep Learning (DDL) [14], a subset of DML,
may also be applied to reduce the data being processed and
may obtain useful and valid outputs compared to deep central
learning. Smart grids are large-scale network systems con-
sisting of physical power and an information network. When
considering distributed storage and distribute power distri-
bution control, Distributed Smart Grid (DSG) [15] appears
to be a reasonable alternative to investigate in such systems.
Distributed Artificial Intelligence or Decentralized Artificial
Intelligence (DAI) [16], [17] can thus be employed in smart
grids for obtaining effectual output.

DML is normally used in decentralized and distributed
systems such as IoT and wireless communication [18]. DDL
has become common in computing the training processes of
multiple devices by using ANN and other machine learning
algorithms [19]. Therefore, DDL has potential applications in
future smart grids for reducing ANN computation time and
decreasing huge data centralization dependency.

At the same time, IoT is a very essential network mech-
anism in the smart grid system [20]. Cloud of Things [21]
is a cloud layer of IoT used for monitoring, managing, and
analyzing data and information provided by using a cloud
server [22], [23]. A deep learning-based CoT model has
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FIGURE 3. Traditional ANN contains BP process where every neuron is
connected. HSIC Bottleneck works without BP that contains multiple ANN
layers where one neuron is not connected to another layer’s neuron.

been implemented to identify the traffic in a heterogeneous
network [24]. Therefore, DDL may be integrated with CoT
for better performance in a smart grid.

Typically, Back-Propagation (BP) method is used in deep
learning processes to find results with good accuracy. BP has
some disadvantages such as weight transport, update lock-
ing, vanishing gradients, and exploding gradients [25]–[28].
In smart grids, BP takes additional computation time on
top of that caused by huge centralized data aggregates [96].
So, it would be beneficial to reduce the computation times
for load forecasting in the smart grid. Due to the disad-
vantages of BP, non-BP based works have been proposed
for load forecasting [44], [46], [49]. In other application
areas, alternative approaches to BP are also being investi-
gated [28], [151], [152], [153]. The BP process with tradi-
tional ANN has been illustrated in Figure 3 [162].

HSIC (Hilbert-Schmidt Independence Criterion) Bottle-
neck [28] is one such novel deep learning method that
provides good accuracy results without BP. It provides
single-layer ANN with multiple scales ANN network with
no connection among the single-layer ANNs. The outputs
of the single-layer ANNs are aggregated. This is poten-
tially a distributed training process and solves some major

disadvantages of BP [28]. The difference between HSIC
Bottleneck and traditional ANN is shown in Figure 3. HSIC
Bottleneck has been developed based on Hilbert-Schmidt
Independence Criterion (HSIC) [29], Information Bottle-
neck [30], and Dependency Bottleneck [31] theorems. The
information bottleneck method has been used in 5G net-
works for decoding LDPC (Low-density parity-check code)
codes [32] and wireless communication for broadcasting
data [33]. In conjunction with HSIC, DDL can reduce the
overall deep learning computation time and decrease data
centralization dependency if multiple ANN processes were
to occur at the distributed smart meters. Combining HSIC
bottleneck andDDLwould appear to be an extremely suitable
technique for load forecasting in smart grids. From a C2C
(Consumer to consumer) information quality [166] perspec-
tive, this manuscript creates a better impact.

This manuscript presents a comprehensive survey of deep
learning techniques of load forecasting from 2015 to 2020.
After presenting the survey, we have discussed a model that
is based on current major challenges in load forecasting. The
contributions of this contribute in six ways:

• This article provides a comprehensive survey on deep
learning-based load forecasting techniques including BP
and non-BP-based works. Hence, some current issues
and possible research scopes are highlighted. The out-
come of the survey presented the major focused areas
and major ANN techniques of the load forecasting
processes.

• The outcome of the survey highlighted the major used
ANN strategies, the most important load forecasting
type, major focused areas, and current major challenges.

• Based on the survey, a conceptual model has been pro-
posed that may ameliorate some present challenges of
load forecasting. Such as high computational time, large
data, Data requirement or limited data, and Additional
BP process.

• Because of huge data aggregation at the cloud server,
load forecasting takes high computational time. The
model presents a distributed deep learning-based dis-
tributed load forecasting approach for reducing the high
computational time.

• Mitigating huge data aggregation or centralization
dependency of the cloud server and reducing overall
ANN computation time in the load forecasting process.

• Avoiding additional BP processes and BP complex-
ity at ANN in load forecasting by using the HSIC
Bottleneck-based distributed neural network.

The remaining of the paper covers a survey of various
deep learning techniques for load forecasting in the smart grid
(Section II), including major focus areas of load forecasting
research. Section III contains current research scopes and
problem statements. Hence, a conceptual model for ame-
liorating the current issues is presented in Section IV. The
outcomes of this research are presented in Section V Finally,
in Section VI, the conclusions of the paper and future works
are presented.
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II. DEEP LEARNING TECHNIQUES IN LOAD FORECASTING
A. CLASSIFICATION OF LOAD FORECASTING
Before delving into the deep learning techniques of load
forecasting, it is necessary to classify load forecasting. Gen-
erally, there are four types of load forecasting: long-term load
forecasting (LTLF), mid-term or medium-term load forecast-
ing (MTLF), short-term load forecasting (STLF), and very
short term load forecasting (VSTLF) [34] (Figure 4). VSTLF
helps to calculate the electric loads of half-hour or a few
minutes [35]. The purpose of the STLF is to measure the load
from one hour to the next few weeks [36]. MTLF predicts the
load from one month to one or more years [37]. LTLF is a
vital load forecasting approach in electric power generation,
transmission, and distribution. Normally, LTLF predicts the
electricity load demand for up to ten years and it also helps
in decision-making for more than ten years [38].

FIGURE 4. Classification of load forecasting.

B. DIFFERENT ANN TECHNIQUES IN DEEP LEARNING
BASED LOAD FORECASTING
ANN is the primary and fundamental portion of deep learn-
ing. For developing any deep learning process, researchers or
developers need to integrate different kinds of machine learn-
ing algorithms with ANN structure. Table 1 demonstrates
different types of ANN that have been used in proposed load
forecasting systems, along with their characteristics. Table 2
displays some relevant works from 2015 to 2020 related to
deep learning-based load forecasting in smart grids.

Feed-forward Neural Network (FFNN) is the basic concept
of ANN. FFNN is a forward propagation technique with-
out BP. FFNN has been used with Grasshopper Optimiza-
tion Algorithm [42], FuzzyMulti-Objective DecisionMaking
(F-MODM) [44], Particle Swarm Optimization [100], Cop-
ula [123], and other machine learning mechanisms in various
load forecasting models. KNN-ANN is the combination of

TABLE 1. Different types of ANN in load forecasting.

VOLUME 8, 2020 222981



Md. Akhtaruzzaman et al.: HSIC Bottleneck Based DDL Model for Load Forecasting in Smart Grid

TABLE 1. (Continued.) Different types of ANN in load forecasting.

K-nearest Neighbor (KNN) and ANN which is used with
FFNN in the hydro-thermal unit generation-based VSTLF
process [75]. BPNN is a version of FFNN where BP is
connected to a Multi-layer Perceptron (MLP) based FFNN.
A low and medium voltage smart grid [144] is an important
matter for predicting accurate load forecasting. BPNN is
broadly used in low voltage grids [43], load shedding [45],
and PV (Photovoltaic) generation [104]. FFNN and BPNN
based hybrid ANN have been proposed for predicting MTLF
and STLF in low voltage smart grid [43]. BPNN with fuzzy
logic has also been proposed for the medium voltage at
self-optimized STLF [136]. Deep Neural Network (DNN)
is a mechanism built upon FFNN where there are multiple
hidden layers. Iterative ResBlocks (IRB) based DNN has
been developed for individual residential loads [58]. BP algo-
rithm has been utilized with DNN [116]. Convolutional Neu-
ral Network (CNN) is an enhancement on DNN with the
additional convolutional layer and it is another popular ANN
technique in load forecasting. Although CNN is broadly used
in image-related work, it is also used for probabilistic load

forecasting [47], over-fitting issues [65], feature redun-
dancy, and environment-friendly smart grid [77]. CNN-based
encoded images have been applied for load forecasting [62].

From the works surveyed, most have combined differ-
ent types of ANN (hybrid ANN) [145] for solving various
complex issues in load forecasting. A recent review study
of load forecasting has been indicated the vital parts of
deep learning models with single and hybrid models [9].
Single-layer Perceptron (SLP), which has no hidden layer,
was used for increasing SLTF speed in a hybrid SLP with
Recurrent Neural Network (RNN), Gated Recurrent Unit
(GRU), Encoder-Decoder Architecture, and Auto-encoder
(AE) [98]. RNN is a directed graph-oriented ANN and hybrid
RNN is broadly used in various load forecasting processes
for data cleaning [59], big data [71], computational time,
high dimensional data [133], and other purposes. LSTM
and GRU are techniques built upon RNN. LSTM was the
most used ANN approach in load forecasting, demonstrat-
ing better performance in different complex situations such
as low-high-frequency components [53], probabilistic load
forecasting [55], PV generation [66], CCHP (Combined
Cooling, Heating, and Power) system [81], Hybrid energy
systems, [87], etc. A combination of three ANNs, namely
LSTM, BPNN, and DQN (Deep Q-Network), have been
used for establishing a similar day selection based STLF
model [40]. WNN (Wavelet Neural Network) with BPNN
has been used in MTLF to determine the reduction of the
unavoidable stochastic part [41]. Neuro-fuzzy is a fuzzy
logic-based ANN technique and has been applied to RNN,
LSTM, ELM (Extreme Learning Machine) in STLF [91],
and other ANNs for improving some issues in load fore-
casting. Table 1 presents various other types of ANN, such
as Ensemble Neural Network (ENN), Deep Belief Network
(DBN), and ART network, which have been applied for the
various load forecasting model. Based on Table 1, Table 2
demonstrates the applied techniques, deep learning model,
focus area, forecasting type, and the major contribution of
different research works from 2015 to 2020.

After reviewing 105 relevant deep learning-based load
forecasting research works, it was found that STLF was the
most important forecasting area, with 88 works on STLF.
Accordingly, MTLF and VSTLF are considered in 24 and
17 works respectively. LTLF has fewest the research works
with a total of 10. Some works focused on multiple load
forecasting processes. In one, FFNN, DNN, Grasshopper
Optimization algorithm-based load forecasting has been
developed forMTLF and STLF [42]. In another work, Neuro-
evolution and RNN based load forecasting was applied for
both VSTLF and STLF [133].

It was also found that LSTM is the most widely used ANN
technique for load forecasting. For purposes such as improv-
ing feature selection [49], feature extraction [78], computa-
tional time [84], etc., LSTM has been found to provide more
impactful outputs than other ANN techniques [40], [50], [53]
(Table 4). BPNN was the next most used technique for
load forecasting. Although CNN is widely used for visual
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TABLE 2. Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 2. (Continued.) Most relevant deep learning based load forecasting works from 2015-2020.
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TABLE 3. Research works and load forecasting types.

imagery analysis, CNN was the next most widely used.
ELM, FFNN, DNN, RNN, Neuro-fuzzy, ENN, and AE
techniques have also seen significant use. In a few cases,
MI-ANN, WNN, GRU, DBN, RBM, ANFIS, and ART net-
work approaches were applied to obtain better performances.
Cascade NN, KNN-ANN, SAE, DAE, WaveNet, RBF net-
work, and Grey-NN techniques were used much in load fore-
casting. Other ANN techniques, such as CVNN, NAR-NN,
DQN, BRNN, BLSTM, etc, have been used rarely.

The various VSTLF, STLF, MTLF, and LTLF based works
are summarized in Table 3. Table 3 also presents the major
reasons for utilizing different forecasting types and technical
problems. The breakdown of ANN technique usage is shown
in Table 4.

C. BP AND NON-BP BASED LOAD FORECASTING
From Table 4, we see that BPNN, which is FFNN with BP,
is the second-most used ANN for load forecasting among the

papers surveyed. BPNN is the updated class of FFNN which
contains an additional BP algorithm. Because of its accurate
prediction, BP has also been used in RFNN [39], WNN [40],
RNN [48], ENN [50], ART network [51], LSTM [61],
and other techniques. Additionally, CNN is trained with
BP and BP is a necessary part of CNN [146]. Sometimes,
BP was modified by using the Levenberg-Marquardt algo-
rithm [61], [73], [99]. The majority of the works surveyed
used BP with different ANN techniques. Others tried to avoid
BP to reduce BP’s disadvantages [25], [26], [27] and amelio-
rate issues related to loading forecasting. The total number of
BP and non-BP based works are displayed in Table 5.

At the non-BP-based works, researchers have tried to
develop a hybrid ANN model for ignoring BP decency and
reducing computational time. Most of the non-Bp based
works have been focused on computational time and learning
error. On the other hand, we found that LSTM is the most
usable ANN at load forecasting.Most of the studies on LSTM
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TABLE 4. ANN and load forecasting works.
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TABLE 4. (Continued.) ANN and load forecasting works.
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TABLE 4. (Continued.) ANN and load forecasting works.
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TABLE 4. (Continued.) ANN and load forecasting works.
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TABLE 4. (Continued.) ANN and load forecasting works.

are based on the load forecasting process, researchers have
avoided the BP process.

D. FOCUS AREAS
For load forecasting, different papers focused on different
issues. Of these issues, much of the research has been devoted
to improving the speed and accuracy of load forecasting, and
so, as can be seen from Table 6, training and computational

time, learning error and feature extraction have received a
large share of the attention from researchers in smart grids.

Others have focused on improving accuracy by adding
data that are expected to be correlated with power con-
sumption. Datasets used for load forecasting included smart
meter electric data, power loss data, temperature, weather,
etc., depending on different power grid requirements. For
example, the weather has an impact on power usage
by consumers an important part of the smart grid used
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TABLE 5. Different types of ANN in load forecasting.

meteorological data (temperature and humidity) Geographi-
cal, cultural, and income variances in different places. Where
it mean that solutions for one area may not work for another
area of the world, so load forecasting methods need to be
reviewed for every locality.

Day-ahead load forecasting is used to predict day-to-day
power consumption, which is conceptually so many works
are focused on Day-ahead load forecasting or STLF. Table 6
shows other focus areas, including feature selection, big data,
and feature selection. Parallel computing has been attempted
for load forecasting, and it was found that it improved the
computational time [63], waste heat resource recovery [72],
PV generation related issues [109].

E. DML AND DDL IN LOAD FORECASTING
There are a small number of works found on DML and
DDL based load forecasting. DML has been used for reduc-
ing machine learning training and computational time and
improving feature selection in a big data-based load fore-
casting process [63]. Researchers are not used ANN in this
work because their used libraries or tools do not directly
support ANN but researchers stated that they will apply ANN
in their future work. ENN and LSTM based hybrid ANN
has been applied as a DDL for probabilistic load forecasting
and improving feature extraction-selection [87]. In this work,
the BP process ignores researchers. A distributed neural net-
work has been used to reduce the computational time [98].
Here, researchers also ignored an additional BP process for
reducing computational time.

ELM-based DDL process has been used in a model that
ignores additional data re-train and reduced the training
time [115]. In this work, researchers used the BP process.
After reviewing the DML and DDL based load-forecasting
work, we stated that maximum DML and DDL based works

TABLE 6. Top focus areas in load forecasting.

are not based on the BP mechanism. Another ELM-based
DML has been used at STLF where several EML works
at several smart gateways [121]. This research reduces the
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TABLE 7. DML and DDL based load forecasting techniques.

computational time and costs with limited data. Table 7 have
shown the DML and DDL based research works.

III. CURRENT RESEARCH SCOPES
From the 105 works surveyed, it was found that although
many have focused on deep learning for load forecasting in
smart grids, few have tried to apply distributed computing
using DML and DDL. Therefore, the reduction of data aggre-
gation dependency is a barely-explored scope for possible
research scopes in load forecasting to reduce computational
time and learning error. Such work would be extremely
beneficial as there are not many works on mitigation of
data centralization and computation load on central servers,
problems which decentralization and distribution can help
resolve. Some works have tried to demonstrate a reduction
in training and computation time using limited database load
forecasting [51], [115], [121], but the use of DML and DDL

is still open for study. The current challenges and possible
research scopes have shown in Table 8.

Another possible avenue of future work is reducing learn-
ing error. Many have used BP for this purpose because it
provides high accuracy. However, BP takes additional train-
ing time, so some work was devoted to improving BP, and
some others avoided it altogether. Therefore, the new HSIC
bottleneck method may be attempted as it is expected to
provide high accuracy without BP and it supports distributed
ANN training. Hence, a combination of HSIC bottleneckwith
DDL-based load forecasting may be found to reduce compu-
tational time, computational cost, and learning error. Specific
works show scope for development, including applying ANN
for evaluating DML-based load forecasting with big data,
where MLib, and Apache Spark were used, but ANN was
not applied [63]. In another case, ENN and LSTM based
DDL processes were used, but the focus may be given in
the future on big data, limited data, cost-saving, and com-
putational time [87]. The distributed neural network has been
used at load forecasting for reducing computational time and
cost [101], but this method may be supported by techniques
to mitigate dependency on data centralization.

ART network-based distributed training process was
applied for load forecasting to reduce computational
time [134]. HSIC bottleneck can be added to this tech-
nique for better accuracy. Each work focuses on one or two
long-term, short-term, very short-term, and medium-term
demands. How the proposed technique may apply to the other
demands is open for investigation. Another problem is the
impact of meteorological data on power usage, which varies
from one land to another due to income, geography, and
cultural differences. Therefore, each location needs specific
study for that place to ensure that the deep learning methods
used are suitable.

Potential research scopes have been identified which are
displayed at Table 8, but theremay be somemore such scopes,
which are unrecognized from our point of views where fruit-
ful research may be done.

IV. CONCEPTUAL FRAMEWORK FOR DDL BASED LOAD
FORECASTING
A. OBJECTIVES
Based on the research scopes a conceptual model may be
established to reduce the data centralization dependency and
computational time. The focus of this model is on HSIC
Bottleneck and DDL for load forecasting in the smart grid.
Its objectives are as follows:

1. Use DDL for load forecasting from multiple devices in
the smart grid.

2. Reduce data centralization or aggregation dependency
of cloud servers for load forecasting.

3. To reduce the overall load forecasting computational
time by reducing data aggregation.

4. To perform load forecasting quickly and accurately.
5. Performing load forecasting for different areas with

low learning error.
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TABLE 8. Current challenges and future research scopes.

6. Ignoring the limited data-oriented load forecasting pro-
cess and reducing huge data aggregation (Big Data) of
the cloud server.

7. To avoid additional BP process during load forecasting.
8. To establish deep learning-based load forecasting with-

out BP and also with high accuracy.
9. Develop the DDL mechanism using distributed neural

network-based HSIC Bottleneck.
10. To measure the performance of HSIC Bottleneck for

load forecasting.
11. To manage the meteorological data from distributed

training perspectives and to enhance the feature extrac-
tion and selection performances.

B. ADVANTAGES OF HSIC BOTTLENECK
HSIC Bottleneck is a bottleneck layer-based multi-scale sin-
gle neural network [28]. The bottleneck layer contains fewer
neurons than the forward and backward. This ANN concept
is based on Information Bottleneck [30], Dependency Bottle-
neck [31], Hilbert Space, Hilbert-Schmidt, HSIC [29] theo-
ries. Some advantages of HSIC bottleneck are given below:

• No need additional BP process and it reduces some dis-
advantages of BP such as vanishing gradients, exploding
gradients, updates locking, etc.

• BP takes additional processing time at ANN. So, HSIC
Bottleneck can reduce the additional computational
time.
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• For the large data and large training error, the Exploding
Gradient issue occurs at ANN. Moreover, the Vanish-
ing Gradient issue happened when ANN working with
BP and gradient-based learning methods. A group of
researchers has tried to reduce the DAE based Vanishing
Gradient issue at DAE and BP based STLF [88]. HSIC
Bottleneck does not sustain the exploding gradients and
vanishing gradients issues.

• It is based on a single layer-based distributed training
process were used the Stochastic Gradient Descent
(SGD) algorithm. So, this ANN method can be enabled
to use as a Distributed Neural Network in IoT and
distribute load forecasting system. For that reason, it can
provide better accuracy from different distributed per-
spectives

• Softmax is typically the final output layer which is an
additional layer of ANN. Wavelet transform and DNN
based load forecasting process have beenmitigated Soft-
max layers based issue. At HSIC Bottleneck no required
additional Softmax layer. For that reason, it reduces
more computational time.

• At BP-based ANN techniques, generally, it is not
possible to update the information of the first layer
until the last layer value update. This issue is called
Update Locking Problem. This ANN can ignore this
issue.

Recently this ANN model has been used in the com-
puter vision research area for recognizing facial expres-
sion [158]. Here, researchers used this model with CNN
and got better performances. Computer vision is a popu-
lar research field of AI where the system can detect an
object such as face detection from the dark image [159],
Era identification from old heritage image [160], [161], etc.
Because of the better performance of HSIC Bottleneck in
the computer vision field, we can also hope that this model
may enable us to reduce some severe challenges of load
forecasting.

C. DDL-BASED DISTRIBUTED LOAD FORECASTING
ARCHITECTURE
HSIC Bottleneck with DDL and distributed neural network
structures where multiple Raspberry Pi micro-computers
may be connected to the smart grid. Raspberry Pi is a
micro-computer that is broadly used in IoT, cloud computing,
wireless communication, and big data. Recently, Raspberry
Pi has been used in energy management [147], [148] and in
big data-based IoT solutions [149], [150], [155]–[157]. This
architecture has been developed from the CoT, virtual power
plant, and parallel computing point of view. Figure 5 presents
the conceptual model.

In this model, two smart meters are connected with two
different Raspberry Pi devices through the RS485 converter.
Raspberry Pi is a Single-Board Computer (SBC) that can
be easily set up with a smart meter and requires little
space. Every Raspberry Pi contains data storage. Raspberry
Pi can enable HSIC bottleneck-based single layer ANN

computation using Python, Keras, and TensorFlow libraries.
The devices will acquire and store electric energy data and
meteorological data (temperature, etc.).

After computing load forecasting from different distributed
devices using a distributed neural network-based HSIC Bot-
tleneckmodel, the systemwould providemultiple ANN train-
ing data to the central server. Node.js, a server-side scripting
framework based on JavaScript, may be used for aggregating
multiple ANN training data. Keras and TensorFlow libraries
can be used for computing deep learning-based aggregation.
It is expected that the central server will not require raw data
from the distributed devices, reducing communication load,
and thus lends itself to be applied to resource-constrained
wireless sensor networks. MongoDB, a NoSQL database,
may support the server-side computing platforms such as
Node.js. After computing the aggregation function of HSIC
Bottleneck the overall predicted values would be obtained.
The model architecture, required components, and fully dis-
tributed load forecasting process have been illustrated in
Figure 5.

D. ADVANTAGES OF THE DDL-BASED LOAD FORECASTING
MODEL
Based on the major challenges (Table 8) and HSIC Bottle-
neck advantages, this manuscript has been presented a DDL
based distributed load forecasting architecture. Some major
advantages of the model are given below:

• Here, no required additional BP process at load forecast-
ing. So, it may reduce the computational or training time
and BP disadvantages during load forecasting.

• Huge data aggregation takes much computational time
and cost at load forecasting. At the model, the load
forecasting process occurs from distributed devices of
multiple areas. For that reason cloud servers not required
huge data aggregation.

• On the other hand, obtaining better accuracy from lim-
ited data is another challenge in load forecasting. In this
DDL based load forecasting model, the cloud server
only aggregates the outputs of distributed ANN training
data. So, it may be reduced more computational time
without huge data, big data, and limited data-related
issues.

• Here, load forecasting works from multiple areas by
using the Distributed Neural Network concept. If mul-
tiple ANN processes happen from different distributed
areas, it may possible to obtain different load demands
from different points of view. So, it indicates that this
model can provide better accuracy with law learning
error.

• Generally, Exploding Gradient and Vanishing Gradient
issues happened at the BP process when ANN working
with large data and gradient-based learning methods.
These issues take much computational time and cost.
HSIC Bottleneck reduces these issues by ignoring BP.
So, it can enhance the quickness of the load forecasting
speed.
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FIGURE 5. HSIC Bottleneck based DDL model for load forecasting. Here, the HSIC Bottleneck played as distributed neural
network. In this process cloud server would not aggregate huge data from power consumer. Here, the cloud server
aggregate multiple ANN training data or learning data.

223002 VOLUME 8, 2020



Md. Akhtaruzzaman et al.: HSIC Bottleneck Based DDL Model for Load Forecasting in Smart Grid

• Because of HSIC Bottleneck, this load forecasting
model not required an additional Softmax layer. So,
reduces more computational time.

E. IMPLEMENTATION AND BARRIERS
Implementing the DDL-based load forecasting model can be
possible for all types of load forecasting processes (VSTLF,
STLF, MTLF, and LTLF). The primary two barriers to imple-
menting this model are distributed to data storage and load
forecasting devices. The distribution contains the data of
regular smart meter data. It is essential to set up data storage
in multiple distributed areas and maintain this storage from
the cloud server. It may create many difficulties, but it can
be maintained from the Virtual Power Plant and CoT point
of view. If one device (Raspberry Pi) damage or shut down
from an area, it may affect the load forecasting process. So,
regular maintenance and supervision become necessary for
implementing this model.

Moreover, we also assume that controlling the deep learn-
ing output data flow of the distribution area is another barrier
during the system implementation. Relative Direction Learn-
ing algorithm [163]–[165] is a recent approach that is based
on Human-Computer Interaction and Artificial General Intel-
ligence (AGI). The relative direction learning algorithm con-
trols the direction (Left, Right, Forward, and Backward) and
it can help this model control the output data flow direction
from distributed area perspectives. Information security may
be needed at this process because data stored at distributed
storage. Moreover, Blockchain is an innovative technology
that is used in the decentralized and distributed network.
This technology has been created as an important role in
price intelligence [167], electronicmedical records [168], and
remote database access protocol-based database [169]. So,
it is possible reducing the security issues by using Blockchain
at the distributed load forecasting system.

V. OUTCOMES
The major outcomes after performing the comprehensive
survey and proposed model are given as follows:

• STLF is the most important load forecasting type than
VSTLF, MTLF, and LTLF. STLF has become extremely
necessary in regular life due to individual buildings, res-
idential areas, day-ahead load forecasting, hourly load
forecasting, etc. for forecasting loads. For that reason,
researchers have deeply focused on STLF related issues
and also faced more problems at STLF than VSTLF,
MTLF, and LTLF (Table 3).

• Among ANN strategies, LSTM is the most widely used
ANN strategy. Although most researchers have used the
hybrid ANNmodel, LSTM, along with other ANNs, has
been overlooked in most major focus areas and problem-
solving. In addition to LSTM, the BPNN, CNN, ELM,
RNN, ENN, etc. ANN models also showed well contri-
bution in a variety of key areas.

• Because of better accuracy, BP has been used at max-
imum researchers. Moreover, BP takes additional time

and the load forecasting process also takes a huge time.
Some researchers have tried to avoid additional BP pro-
cess and developed hybrid ANN models for reducing
computational time. Moreover, some researchers have
not used BP at some LSTM based load forecasting tech-
niques.

• Because of huge data aggregation, load forecasting takes
much training and computational time. For that reason,
the reduction of training and computational time is the
major challenge in load forecasting. Moreover, high
accuracy or learning error is another major concern of
load forecasting. Alongside computational time reduc-
tion, researchers have also focused on high accuracy by
reducing the learning error.

• Few pieces of research have been through about DDL
and DML based load forecasting process [63], [87],
[101], [115], [121].Most researchers have tried to ignore
the BP process for reducing computational time among
these works. These works also indicate that DML and
DDL can be created a potential impact on the load
forecasting for reducing computational time, big data,
and limited data-related issues.

• After reviewing the works, we have found that train-
ing or computational time, learning error, additional BP
process, Big Data, data requirement, or limited data are
major challenges at today’s load forecasting processes.
We have also found that DDL-based load forecasting
could be a potential future research scope to mitigate the
challenges.

• After studying the research works, current challenges,
and possible research scopes, we proposed the HSIC
Bottleneck based DDL model for load forecasting.
Here, HSIC Bottleneck is a deep learning process that
provides high accuracy without BP. The revealed con-
ceptual model is based on distributed neural network
architecture. Here, multiple load forecasting process
occurs from multiple areas and aggregate the prediction
data at the cloud server. For that reason, no need for huge
data aggregation at the cloud server and no need lim-
ited data-oriented load forecasting process. Therefore,
the model would enable us to reduce the challenges.

VI. CONCLUSION
Nowadays, VSTLF, STLF, MTLF, and LTLF approaches are
necessary to estimate power suppliers’ required electrical
power demand.Within these approaches, STLF had been con-
cerned for reducing day-ahead and hourly ahead load fore-
casting related problems to many researchers, while very few
researchers had been interested in LTLF and VSTLF. After
the STLF, many researchers had concerned about MTLF.
Despite all these identified studies, this research is still open
to apply and adapt many novel combined models for elec-
tricity and power prediction. Moreover, individual magnified
attention to study VSTLF and MTLF should have been addi-
tionally dedicated to fulfilling the detected gap in the field.
Deep learning from a smart grid is being intensively studied
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to support this load forecasting need, and there are many
ANN techniques and models in this regard. Although the
maximum study has been focused on hybrid ANN, LSTM
is the most used among ANN techniques because it can solve
many complex issues.

Maximum researchers used the BP process at load fore-
casting to obtain better accuracy, but it takes additional com-
putational time. The load forecasting process takesmuch time
because there is a huge data aggregate at the cloud server in
the smart grid system. On the other hand, the BP process takes
more additional processing time. For that reason, few groups
of researchers had developed the non-BP-based hybrid ANN.
Moreover, we have learned from this survey that researchers
had not used BP at maximum LSTM based load forecasting.
We have also learned from the survey that huge training time
or computational time is the major issue in load forecasting
because the cloud server contains enormous data. Alongside
computational time, learning error, big data, limited data, etc.,
are becoming a concern in the forecasting process. For reduc-
ing Big data related issue in demand forecasting, researchers
have tried to developed limited data based load forecasting
with high accuracy where no need for massive data.

Our survey found that computational time, learning error,
additional BP process, Big Data, and data requirement are
the significant challenges in load forecasting. After study-
ing the current challenges and positive aspects of the HSIC
bottleneck, we have realized that the Distributed Neural
Network-based DDL process becomes essential for reduc-
ing the challenges. The proposed model illustrates a novel
DDL-based load forecastingmodel, and it also illustrates how
to reduce the current challenges from this model. However,
many current load forecasting proposals may suffer from data
centralization, training time, and computational time issues.
There is comparatively very little work on ameliorating these
issues through decentralization. Therefore, a DDL model for
load forecasting may be proposed that could solve some of
these issues. It is expected that the findings of this survey
and the proposed model will be of benefit to researchers,
policymakers, and practitioners in this field.

Moreover, this research’s contribution would significantly
impact developing DDL-based load forecasting and under-
standing the current challenges. This paper’s first significant
contribution is to acknowledge the current challenges of load
forecasting such as computational time, learning error, other
BP processes, big data, data requirement or limited data, Fea-
ture selection and extraction, and meteorological data (load,
temperature, humidity). This paper’s second significant con-
tribution is to demonstrate the DDL-based load forecasting,
where we have discussed how a Distributed Neural Network
can enable us to reduce the current challenges. It needs to
experiment on this model for obtaining real visibility and
mitigating the current issues and challenges. In this study’s
future work, we will try to develop the proposed model for a
real-life smart grid perspective. The future study could think
of the real-time implementation to improve the model and
measure the HSIC bottleneck, DDL, and Distributed Neural

Network from the load forecasting point of view. Besides,
Blockchain is an innovative technology that is used in the
decentralized and distributed system. Alongside AI, we will
also try to apply blockchain technology in future studies.
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