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ABSTRACT This research proposes to use ensemble learning methods to diagnose and predict Turner
syndrome using facial images. Turner syndrome, also known as congenital ovarian hypoplasia syndrome,
is a common clinical chromosomal disorder. Without the aid of cytogenetic diagnostic results, the accuracy
of diagnosis made by the paediatrician is unsatisfactory. Early diagnosis of the Turner syndrome requires the
expertise of well-trained medical professionals, which may hinder early intervention due to a high potential
cost. So far, most of the studies have reported the use of clinical chromosome detection to diagnose Turner
syndrome. In this research, we are the first to use facial recognition technology to diagnose Turner syndrome
using ensemble learning techniques. First, the features from each of the facial image are extracted by
principal component analysis, kernel-based principal component analysis, and others. Second, we randomly
selected samples and features to establish a basic learning model. Finally, we developed a combination of
multiple basic learning models using majority voting and stacking for the facial image classification task.
Experimental results show that the correct classification rate of the Turner syndrome detection was elevated
up to 88.1%. The proposed method can be implemented to automatically diagnosis Turner syndrome patients
that can facilitate clinicians during the prognosis process.

INDEX TERMS Turner syndrome, face recognition, ensemble learning, automatic diagnosis, machine
learning.

I. INTRODUCTION

Turner is a person’s name. In 1938, Dr H. H. Turner recorded
the clinical signs from a group of patients. This group of
patients has some common physical characteristics which
include, females, pediatric hypoplasia, alar neck (also called
neck groin), increased facial blepharospasm, elbow valgus,
and the primary menstruation-free female disease. Later,
the name of Turner was used to name this syndrome as the
Turner syndrome (TS). The so-called syndrome in medicine
refers to several phenomena that were not adequately under-
stood and recognized at that time. Most of the patients in that
group had a chromosomal abnormality. The Normal women’s
chromosomes should be 46XX, but most of the Turner’s syn-
drome patients chromosomes were 45X0, and few of them
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were also 45X0 and 46XX, which means that few of the
patient’s chromosomes were not critical at all. [1]. The Turner
syndrome (TS) afflicts approximately 50 per 100,000 females
and is characterized by retarded growth, gonadal dysgenesis,
and infertility [2]. Patients with symptoms of short stature
and lack of development are often diagnosed as TS patients.
A karyotypic examination is used to recognize the said dis-
ease. Moreover, due to the delay in the prognosis, most of
the TS patients use to miss the best developmental period of
the body during the diagnosis process. The clinical studies
have also discerned a decrease in the patient’s abilities of
spatial conformation, digital computing, and memory. There-
fore, it is necessary to identify and diagnose Turner syn-
drome (TS) as early as possible to prevent and mitigate its
adverse outcomes.

Even though the early diagnosis of Turner Syndrome (TS)
can help patients to normal physical conditions. People in
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underdeveloped regions cannot be treated promptly due to
the unavailability of professional expertise and poor eco-
nomic conditions. On the contrary, commonly used methods
for TS diagnosis require chromosome tests. For example,
cytogenetic detection is for diffuse oedema in clinical ultra-
sonography [3] or FISH is for Y chromosome detection [4]),
which are complicated and expensive for the utmost patients.
Therefore, to reduce prognosis cost and to simplify early
diagnosis of TS patients, and to improve the genetic diagnosis
services in underdeveloped areas, that can bring the gospel to
the Turner Syndrome patients, requires the development of
an efficient, cost-effective and reliable prognosis process on
urgent basis.

During the past several decades, machine learning and
deep learning schemes are envisioned to solve problems at
various application domains [5], [6] and similarly differ-
ent researchers have used facial images to recognize var-
ious diseases in numerous application domains as well.
It has been used in recognizing endocrine diseases such as
acromegaly [7], [8], Cushing Syndrome [9], hereditary syn-
dromes such as Down syndrome [10], Derange fever syn-
drome [11], and in several other diagnoses processes. Where
the recognition rate of the system is not lower than the empir-
ical diagnosis of the clinician in some of the reports [7], [11].
Moreover, it is valuable to use facial features for the recog-
nition of patients with endocrine diseases at an early stage.
This technique is expected to be used for the detection of
endocrine diseases and genetic syndromes to shorten the
disease diagnosis time and to assist in the staging of endocrine
diseases [12]. However, facial features to diagnose TS is
rarely been employed [13]. On the contrary, a single learning
model was just used to diagnose the said disease.

With the rapid development of science and technology,
the classification tasks that have to be solved in reality
(i.e., on real-world medical applications) have become more
challenging [14]. Therefore, to develop a classifier with a
strong generalization ability has become an arduous task.
Ensemble learning is practised to accomplish the said task.
The charm of ensemble learning is that it can integrate weak
classifiers, which are better than random guesses, to build a
robust classifier that can achieve a higher accuracy [15], [16].
The authors in [17], [18] used stacking ensemble model
with direct prediction strategy to predict the daily number
of cardiovascular diseases admissions and large for gesta-
tional age fetuses using data obtained from various sources.
Moreover, the application of ensemble learning using facial
features can facilitate researchers in solving various medical
related problems. A different set of classifiers are used for
facial features recognition during the classification step. The
experimental results of different colour face data sets show
that the facial image has the highest impact on results, and
a higher precision can be achieved [19]. Moreover, using
the motivation of ensemble learning, the algorithm for facial
recognition achieves better results than those of a single
classifier [20]. As per different clinical studies, TS patients
have several special facial features such as facial paralysis,
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wide eye distance, internal epidermis, cervical collar, low
hairline, and high arch height. Therefore, based on the advan-
tages of ensemble learning, we propose an ensemble learning
framework that uses facial features to recognize and diagnose
a TS patient.

It is generally accepted that ensemble learning, i.e., the
combination of multiple learning models has a higher pos-
sibility than any its constituent learning model to achieve
efficient and accurate classification results [15]. This research
describes the use of an ensemble learning framework to
improve the diagnosis of Turner syndrome through facial
features recognition. To achieve classifier diversity (the key
to high-quality classification results using ensemble learning
techniques [19]), we randomly selected samples and char-
acteristics of the data set. For the training set, a fundamen-
tal learning model is constructed using 30 basic learning
models, namely support vector machines (SVMs). Later,
we used a combination of ensemble methods, majority voting,
and stacking with multiple basic classifiers to implement
the final face image classification. The contribution of this
paper can be summarized as follows: (1) This research is
novel in a sense that it uses facial features besides collec-
tion of tuned ensemble learning schemes for the establish-
ment of an efficient TS Prognosis process, whereas, pre-
vious reproaches lacks in applying machine learning and
deep learning schemes. (2) An ensemble learning method
is proposed to classify images, which includes studying the
learning model for the construction of two basic classifiers.
Two widely used ensemble methods, stacking and majority
voting, are used to combine multiple basic classifiers with
improving the diagnostic of the Turner syndrome. (3) Stack-
ing and random forest methods were analyzed by the com-
bination of perturbation mechanisms using attribute and data
samples.

Following this introduction section, section II introduces
related work and techniques. We make a brief review of the
study of TS and its diagnosis. In section III, we present our
ensemble learning method to diagnose and predict the TS.
Image processing methods, feature selection, and ensemble
strategy are involved in our proposed methods. We evaluate
the proposed method in section IV. Section V discusses the
experimental results and section VI summarizes the applica-
tion of ensemble learning methods in the diagnosis of the TS.

Il. RELATED WORK AND TECHNIQUES

In recent years, facial image recognition technology has
extensively been used for the detection of various syndromes.
In medical diagnostic applications, facial recognition soft-
ware analyzes the patient’s facial features and compares
it with measurement data of the specific landmarks on
the patient’s face in the disease database to determine the
patient’s disease type.

In 2011, the authors Harald J et al. used the facial image
diagnosis aid (FIDA), which is a face classification soft-
ware to differentiate in-between patients and normal pop-
ulations. The software analyzed images using the Gabor
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FIGURE 1. Framework of our work includes: (1) Face images preprocessed; (2) Feature extraction by PCA and KPCA; (3) Basic
learning models construction; (4) Ensemble of multiple base learning models.

wavelet transformation and used the leave-one-pass verifi-
cation method to classify them. The recognition rates of
experimental and control groups were 71.9% and 91.5%,
slightly higher than medical experts (63.2% and 80.8%,
respectively) and significantly higher than those of general
practitioners (42.1% and 87%) [8]. Ralph er al. used the
support vector machine to classify the photos of the patients
with acromegaly and normal populations. The accuracy of
this method reached up to 86% [7]. In 2013, Kosilek et al.
applied Gabor wavelet filtering to analyze the facial features
by comparing differences of texture and geometry within a
grid of nodes between photos of the patients and normal pop-
ulations, which successfully detected 91.7% of the patients
with Cushings Syndrome [9]. In 2014, researchers used sev-
eral different classifiers (including support vector machines,
K-nearest neighbours, random forests, and linear discrimi-
nant analysis) to identify patients with Down Syndrome and
achieved the highest accuracy rate of 96.7% [21]. In 2015,
Chen et al. proposed a method to extract and identify multiple
facial features to diagnose chronic fatigue syndrome (CFES)
in patients. This method extracted several facial features by
Gabor wavelet filtering and classified them as CFS patients
and healthy volunteers. The accuracy achieved by this method
was 88.32% [10]. In 2016, Lina et al. analyzed facial images
of the patients with CdLS (Cornelia de Lange Syndrome)
using the FDNA (Facial Dysmorphology Novel Analysis)
technology. The correctly classified patients were 87% of the
total samples, which was slightly higher than the detection
rate by a human expert (77%) [11]. In 2017, Song et al.
found 68 facial feature points as a basis of Turner Syndrome
automatic diagnosis, he used SVM and AdaBoost algorithm
for the detection of TS patients and achieved an accuracy
score of 84.6% [13]. Schuring et al. discuss issues and pre-
vention measures associated with Turner Syndrome [22].
Hyun Yoo et al. discusses short stature issue of a 10 years old
girl due to lack of 45,X/47,XXX chromosome. Furthermore,
almost of presented work lacks in having sufficient dataset
and also lacks in the implementation of machine learning and
deep learning schemes [23]-[26]. Therefore, this research
is almost novel in the sense that it used machine learning
schemes to TS prognosis.
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Although face recognition technology has extensively been
used in the diagnoses process of various syndromes, with the
use of facial diagnostic software, the accuracy rate did not
achieve the desired score. Whereas, immense development
in the face recognition technology has led to continuous
improvement in the diagnosis process and proved best in the
identification of numerous diseases. Moreover, the research
to identify Turner syndrome using facial features is at its
infancy stage; and the reported accuracy is very low. There-
fore, to improve the automatic diagnosis results of the TS,
we need to help clinicians in improving the prognosis process.

The primary objective of an ensemble learning is to build
a multi-basic learning model that combines and to solve the
same problem with expedited accuracy score [15], [27] [28].
If each of the basic learning models is considered as an expert,
multiple experts may be better than any single expert, who
provided their judgment is appropriate. Since the integration
idea has a great potential for reducing the learning bias of
the underlying learning model, it shows better performance
in many classification tasks than a single basic model [27].
In this research, we propose an ensemble learning framework
to automate TS diagnosis. It combines multiple basic learning
models to enhance the prediction accuracy of the TS.

Ill. DIAGNOSIS AND PREDICTION OF TURNER
SYNDROME USING ENSEMBLE LEARNING

Ensemble learning combines multiple weak supervised mod-
els to obtain a more comprehensive strong supervised model,
it often yields significantly better generalization results than
a single learner [29]. In this work, we propose an auto-
matic diagnosis method for the diagnosis of TS using ensem-
ble learning techniques. The framework of this research
is shown in Figure 1. First, we preprocess the original
face image by Multi-task Cascaded Convolutional Networks
(MTCNN) [30] and turn it into a gray-scale image. In the
feature selection and extraction process, Principle Compo-
nent Analysis (PCA) and Kernel PCA (KPCA) are used to
extract the feature vector of each image. Second, we trained
different basic classifiers with SVM using different kernel
functions and parameter settings. SVM is elected because it is
proved to be the most popular classifier in recent years, which
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TABLE 1. Presents additional information related to possible viewpoints based on possible areas where forensic investigation could be performed.

Symbol Meaning
D Dwarf system database.
Diemp Temporary file to hold the dataset.
©(Diemp) Function to observe key points in human face using MTCNN.
Dienn Holds result of ¢(Depmp)-
&(Dmtenn, 2960 * 1920) Scales the obtained result to a 128*128 resolution image format.
Dcaled Hold results of ¢(D,ntenn, 2960 * 1920).
D(Dscqted, 128 * 128) Fucniton to scale image to 128*128 resolution.
D,g Hold results of ®(Dgcqred, 128 * 128).
U(Dygp, 02989+ R +0.5870+G+0.1140+B) Function to convert the image to Gray Scale format.
Dy, U(D,gp, 0.2989%R 4-0.5870+G+0.1140%B).

TABLE 2. Kernel functions used in this article.

Name Expression Parameter
Gaussian (RBF) kernel function k(z;,xj) = exp(— ”";;;‘g’ H2) o>0
Laplace kernel function k(z;,xj) = exp(— EE= o>0
Polynomial and PolyPlus Polynomial : k(z;,x;) = ( N4 deZtr=1

has a solid mathematical and fundamental theory. It uses the
maximum hyperplane margin concept to promote a reduction
in the error rate. It is generally analyzed for linearly separable
cases. Moreover, various kernels were also used as a mean
of diversity as presented in Table. 2 and kernel with best
performance results was elected. Finally, random forest and
stacking techniques are utilized to predict the labels of testing
samples. Algorithm. 1 presents the comprehensive detail of
the feature extraction process.

Algorithm 1 Identification of Facial Features From Turner
Syndrome Dataset

Input: DWARF System Database (D).

Output: Features for Classification

LOAD Dyemp < D

For every record in Depyp
Dyenn < (p(Dtemp)
Dycated < ¢(Dmicnn, 2560 %1920)
Dygp < ®(Dscated, 128 ¥128)
Dgg < W(D;gp, 0.2989%R +0.5870%G+0.1140B)

End For;

P CAfeatures_res <~ 1/fpca(Dgs);

KP CAfeatures_res <~ wkpca(Dgs);

10: MRMRfoqtures_res <— ermr(Dgs);

11: ANN, lfeatures_res <— Vann(Dygs);

12: END

ORI AU R W -

The symbols detail are presented in Table. 1

A. FACIAL IMAGE PREPROCESSING

1) DATA ACQUISITION

The dataset is collected from the Dwarf System Database
of the Endocrinology Department of Beijing Union Medical
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College Hospital [12]. During the data acquisition process,
Panasonic brand DMC-FZ5 camera is used to capture images
and one room is designated for the said task. The images
are stored in the JPEG format, and the resolution is set to
2560%1920 with a bit variation in a few of the images. The
background of the image is set to blue using a plastic paper
with a calliper for measuring height, which is used on the
left side of the blue plastic paper. The person stands upright
against the wall, looking at the camera with a neutral expres-
sion, whose forehead and ears are exposed. Moreover, due
to the indoor environment, the light conditions are complex,
and light authorization is uneven. The position of the camera
and the person is set consistent to ensure a similar distance.
The dataset used in the experimentations contains 767 facial
images of the children under the age of 14. It includes images
of 113 TS and 654 non-TS patients. Figure. 2 represents
positive and control images used in the experiment: (a) is the
sample TS, and (b) is that of Non-TS.

(@)

(®)
FIGURE 2. An example of facial images for Control and experimental

groups (a) TS (b) Non-TS.

2) IMAGE PROPROCESSING
Once the data is obtained from the Dwarf System Database
of the Endocrinology Department of Beijing Union Medical
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College Hospital. Endocrinologists manually label each
patient’s image as a TS or non-TS. As discussed earlier,
the resolution of the data collected by the hospital is almost
2560%1920, with minor variations in specific image resolu-
tions, which is unfavourable for the later experimentations.
As per the needs of the experimental process, we prepro-
cessed the original data and converted all of the images to a
128*128 grayscale image in experiments. The Illumination,
posture, or occlusion of the facial image may also influence
the collection process. Therefore, in the preprocessing step,
the facial images are normalized. The following steps are used
to preprocess the obtained facial images.

« Rename: First, we renamed all of the facial images and
removed patients with personal information to protect
their personal privacy. This is an extremely desired step
for later experimentations.

« Geometric normalization: Face detection and alignment
are indispensable parts of many face-based applica-
tions. We used Multi-task Cascaded Convolutional Net-
works (MTCNN) to detect and roughly locate key points
in a human face [31]. Since this study does not require
the information of the five feature points. Therefore,
the parts related to finding feature points are not taken
into consideration.

o Gray-scale normalization: In order to weaken the influ-
ence of light intensity and to improve the recognition
rate, we performed gray-scale normalization on the
facial image. We converted RGB values to gray-scale
values by using: Gray=0.2989 * R + 0.5870 * G +
0.1140 * B. Here, the coefficient for calculating the
gray-scale values are taken similar to the coefficient of
calculating luminance.

B. FEATURE EXTRACTION

To represent information of the original data, facial features
were extracted, we used principal component analysis (PCA)
and kernel-based principal component analysis (KPCA) for
feature extraction. Principal component analysis (PCA) [32]
is an algebraic feature analysis method. The primary objective
of PCA is to project a high-dimensional vector through a
special feature vector matrix into a low-dimensional vector
space to represent it as a low-dimensional vector [33], [34].
In this work, 95% (contribution rate) of the original data was
retained during the feature extraction process.

During the face recognition step, a one-dimensional vec-
tor is obtained by cascading the lines of a two-dimensional
human face gray-scale matrix. There are M (767) long vec-
tors of length N (128%128=16384) in the sample set, which
means the following (p; is the gray value of the pixel): x; =

[p1,p2, . ..,pN]T (i =1,2,...,M). Let m be the mean of
fli = 1,...,M}, which is m = L3 x; o is the
deviation of each vector from the mean, and w; = x; — m.

There, W = J[wi, wy,...,wy] calculates the covariance
matrix C = WWT. The orthogonal unit basis formed by
each feature vector of the matrix C corresponds to a set of
projection coordinates for w;. Since the size of the matrix, C is
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N x N (16384*%16384), solving eigenvalues and eigenvectors
will consume a considerable amount of resources, so we
used the singular value decomposition (SVD) method for
the calculation. For any of a matrix A € R™", which can
be written as A = UDVT, where U € R™" V ¢ R"z,
D € R”z, and D is a diagonal matrix. The column of U
is the feature vector of AAT, and the column of V is the
feature vector of ATA. The largest K columns in V are the
largest K eigenvectors of the C = WW7 that we require,
which reflects the maximum dissimilarity in the facial
images.

We also use the kernel principal component analy-
sis (KPCA) method as a feature extraction method in this
work. The primary objective of using kernel function is to
project the input space to a high-dimensional space through
a nonlinear function that performs data processing in the fea-
ture space [35], [36]. KPCA is a nonlinear extended algorithm
of linear PCA [37], which uses nonlinear methods to extract
principal components, i.e., the feature in our work. The
complexity of the kernel-based principal component analysis
method depends on samples. The time and memory required
for its calculations are not related to the dimensions of input
space, but it is closely related to the number of samples. The
contribution of each sample point to the dimension reduction
is not similar. Therefore, the number of samples is reduced by
the method of filtering the samples with feature vector V =
{vi,....vy} that correspond to the first principal element
(where m is the number of samples). The implementation is
described as follows:

1) The matrix corresponding to the face image is
expanded into column vectors X = {x1, x2, ...xX,};

2) Appropriate kernel functions with parameters are
selected to train the samples, kernel matrix K from (1)
is obtained using the kernel matrix K by Equation (2).

3) Finally, the eigenvalues and eigenvectors of the ker-
nel matrix K are obtained. The eigenvalues are sorted
in ascending order to find the eigenvectors corre-
sponding to the eigenvalues that contained 95% of the
information.

Kj=K@i,x)=o0x) o)  ij=12,...,N (1)

M
— St limkmj Y0 Kinly
Ki=Ki= = ="

1
+ m limkmn lnj

(@)

Furthermore, to signify the importance of the proposed
scheme, we introduced a widely used feature selection
scheme named as Minimum Redundancy - Maximum Rel-
evance (MRMR). mRMR selects features that are highly cor-
related with the class and having a low correlation between
themselves. Besides, Artificial neural network (ANN) with
multiple hidden layers and neurons is also exploited for the
comparative perspective.
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C. BASIC LEARNING MODEL CONSTRUCTION

After obtaining feature vectors from the facial image,
the extracted features are given to the classifier to classify
them as T'S or non-TS. It is a critical step to select an appropri-
ate classifier for obtaining fruitful classification results. SVM
is proved to be the most popular classifier in recent years,
which has a solid mathematical and fundamental theory.
It uses the maximum hyperplane margin concept to promote a
reduction in the error rate. It is generally analyzed for linearly
separable cases.

For the classification task, we used the Support vector
machine (SVM) as a single basic learning model. To construct
a nonlinear classifier, we used various kernel techniques that
help in the development of the largest hyperplane. To imple-
ment nonlinearity, SVM first completes the computation in
the low-dimensional space Second, it projects the input space
to the high-dimensional feature space using a kernel function.
Finally, an optimal separating hyperplane is constructed in
the high-dimensional feature space, to separate the nonlinear
data that are not well-divided in the hyperplane. The key to
solving the linear inseparability problem at this time is to
select an appropriate kernel function and its parameter. The
kernel functions in Table 1 are mainly used in this work.

D. ENSEMBLE STRATEGY OF MULTIPLE BASE LEARNING
MODELS

It has previously been discerned in various studies that a com-
bination of classifiers always performs better than a single
classifier [19]. As the assumption space for learning tasks is
often huge, there may be multiple hypotheses that achieve
the same performance on the training set. Using a single
learner may result in poor generalization performance, and a
combination of multiple learners may reduce this risk. More-
over, learning algorithms tend to fall into a local minimum,
where, the localization performance of a few of the local
minimum points can be inferior. The combination of multiple
runs can reduce the risk of getting into a local minimum.
The actual assumptions of some learning tasks may not be
in the hypothesis space considered by the current learning
algorithm. Therefore, this research proposes two standard
ensemble methods - majority voting and stacking methods
for facial image classification tasks with the integration of
multiple learning models.

1) MAJORITY VOTING

The ensemble method means that the meta-classifier has
better generalization performance than a single classifier
with a combination of different classifiers in a single meta-
classifier. Majority voting is one of the most commonly used
ensemble methods. The majority voting principle refers to the
results of most classifier predictions as the final prediction
class [15], [19]. The theoretical basis of Majority voting is
the well-known Condorcet’s theorem. The theorem states that
when the probability of each voter making a correct decision
is higher than 50%, adding more voters will increase the
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likelihood that the majority decision is right. Because of its
simplicity and excellent performance, majority voting has
become a trendy combination scheme. In this paper, we adopt
it as one of the integrated solutions for the facial image
classification.

2) STACKING

The stacking is the abbreviation of Stacked Generaliza-
tion [38]. Stacking is one of the most influential methods dur-
ing the integration process. The two-level structure is applied
to the stack: Meta- level classifier generates the final decision
by using the output of the base-level classifier as an input.
The basic idea of stacking is to combine different classifiers
from different classification algorithms, such as decision tree,
multi-layer propagation, and naive Bayes to generate a higher
level classification system. The diversity of base-level classi-
fiers is significant for generating an ensemble. The algorithm
of generating classifiers applies to different assumptions.
Therefore, their errors and bias differ from each other.

The stacking uses a meta-level classifier to map the output
of the base-level classifier to the final decision. The output of
each base-level classifier’s training instance will be treated
as a stand-alone attribute, and the actual class label of the
instance will be treated as a dependent attribute. For all
training instances, a new training set is generated to train
the meta-level classifier. When all the training processes
of the base-level classifier and the meta-level classifier are
completed, a stacking assembly is obtained. To classify new
instances, the meta-level classifier takes the prediction of the
base-level classifier as its input and uses its prediction as
to the decision. During the Stacking process, most of the
time it spends on selecting meta-level data or algorithms to
generate a meta-level classifier [39], [40]. Fig. 3 illustrates
the two-layer structure of a stack-based integration method
for the face based image classification. By constructing a new
data set with PCA and SVM. Firstly, 40 base classifiers are
used to output the classification results SVM is used to con-
struct a new model for the new data set. Finally, predictions
to generate the final classification results are made.

IV. EXPERIMENTAL SETUP
A. EVALUATION METRICS
Based on previously published researches, we selected Accu-
racy, Sensitivity, and Specificity as the performance evalua-
tion metrics. The details of their formations based on confu-
sion matrix are as follows.

(TP+1N)

Accuracy = 3)
(TP+FP+FN +1N)
Sensitivi TP @)
ensitivity = ——
y (TP+ FN)
and,
Specifici o )
ecificity = ——
pecictly = TN T FP)

where TP, TN, FP, and FN are true positives, true negative,
false positive, and false negative respectively.

VOLUME 8, 2020



Q. Zhao et al.: Automated Approach to Diagnose TS Using Ensemble Learning Methods

IEEE Access

\
base classifiers .

prediction labels °

Final
Predictions

FIGURE 3. Two-layer structure of stacking for face image classification.
(Cy ... Cyq) express fixed number of samples and features are randomly
selected to construct 40 base classifiers, and the prediction labels

(P1 - - - P4o) of 40 base classifiers are obtained. The tag vector is used as a
new sample to construct a new training data set, and the classifier is
trained to obtain the final classification model (pf).

B. EXPERIMENT DESIGN

The Intel i5-6500 3.2GHz quad-core CPU with 16 giga-
bytes of memory, a graphics card with NVIDIA GTX1070
8GB, and Windows 10 x64 Education Edition is used for
the experimentations. The preprocessing step of the facial
images is mainly normalized by the MTCNN network and
implemented using Python language. Feature extraction and
classification is implemented using the MATLAB tool. Later,
written our definitions for the functions of PCA, KPCA,
SVM, and a variety of kernels without the interface pro-
vided by the pattern recognition toolbox of MATLAB. In this
paper, ensemble forests and stacking are used to implement
ensemble learning methods for the diagnosis of TS. Random
Forests grows many classification trees. To classify a new
object from an input vector, put the input vector down each
of the trees in the forest. Each tree gives a classification,
which we call “votes™ of the tree for a particular class.
The forest chooses the classification result, considering the
majority votes obtained (over all the trees in the forest) [41].
Random forest is a subclass of ensemble learning. It depends
on the voting choice of the decision tree to determine the
final classification result. In this paper, the implementation
of a random forest is as follows: A total of 767 samples are
included in the experiment (experimental group: 113, control
group: 654), and then each pre-processed grayscale image
(128%128) was expanded into a 16384-dimensional vector.
Next, a total of 30 sub-training sets are constructed. The
construction process of each sub-training set is as follows:
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1) From the 767 training set, 100 positive samples and
100 negative samples (this sampling method is called
the bootstrap sample method) are randomly selected as
the sub-training samples, and the remaining data sets
are used as sub-test samples;

2) Principal component analysis (PCA) and Kernel Prin-
cipal Component Analysis (KPCA) are used to reduce
the sample dimension, and we used the Wy + ;+ method
to refactor it and selected only those that induced at
least 95% of the amount of information by reserving
485 and 200 dimensions. At this stage, KPCA'’s kernel
functions include Gaussian, Laplacian, and polynomial
kernels. From the feature dimension after dimensional-
ity reduction, 100-dimensional features are randomly
selected for training. The primary motivation behind
using PCA is to reduce high dimension data into low
dimension data. It is acommonly used technique in face
recognition and image compression tasks [42].

3) SVM models are trained for 30 times. selected the opti-
mal parameters of each model by adjusting the param-
eters of the kernel function. Final prediction results are
obtained using prediction results of the 30 classifiers

based on majority votes.
Stacking (sometimes called stacked generalization) refers

to train a model with the combination of other models [43].
We train several different models; used the output of each
previously trained model as input to train a new model to
obtain the final output. The main idea of stacking is as
follows: First, all trained base models are predicted for the
entire training set. The predicted value of the j — th base
model for the i — th training sample is taken as the j — th of
the new training set for the i — th sample. The eigenvalues
are finally trained based on the new training set. In the same
way, the forecasting process also needs to generate a new test
set through all the base model predictions, and finally predict
the test set. In this study, firstly, for the 767 samples in the
experiments (experimental group: 113, control group: 654),
each pre-processed grayscale image (128%128) was expanded
into a 16384-dimensional vector form. The model building
process is divided into the following steps.

1) We randomly selected 2/3 of the facial images from
the positive samples (113) and negative samples (654)
in the data set. A total of 511 images are used as the
training set, and the remaining samples (256 samples)
are used as the test set.

2) Principal component analysis (PCA) and kernel prin-
cipal component analysis (KPCA) were used to reduce
the dimension of the sample to 485 and 120 dimensions
respectively. At this time, KPCA’s kernel functions
include Gaussian kernel, Laplacian kernel, and poly-
nomial kernel.

3) We build 40 sub-training sets. The construction process
of each sub-training set are as follows: a) From the total
training set, we randomly selected P positive samples,
N negative samples (P=100, N=100; P=50, N=150)
as the sub-training samples, and the remaining data
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sets as the sub-test samples; b) From (485 and 120)
dimension, randomly selected F features (F=100, 200,
50; F=100, 200, 50);

4) We trained 40 SVM models (including 10 Gaussian,
10 Laplace, 10 Polynomial, and 10 Polyplus), and
selected the optimal parameters for each model.

5) Constructed a new data set: 40 SVM sub-models are
used to predict the corresponding sub-test samples.
Each sub-test sample obtained 40 prediction tags cor-
responding to the new data corresponding to the sam-
ple. To build a new total training set on 511 images,
the same reason, to build a new test set of 256 images;

6) New model training: SVM training is performed on the
new training set of 511 images to obtain the model and
make predictions. Finally, the optimal results for each
of the SVM are obtained.

TABLE 3. Shows the experimental results of the TS classification task.

Measures TS(%) Non-TS(%) accuracy(%)

Classifiers sensitivity  specificity accuracy
PCA 74.6 73.5 74.2
KPCA 73.2 69.7 70.5
SVM 80.4 83.5 81.9
KCPCA_SVM 79.8 83.2 82.3
PCA_SVM 83.1 82.4 83.2
ANN 52.9 72.4 65.2
mRMR_SVM 48.8 70.0 59.4

V. DISCUSSION AND ANALYSIS

A. THE PERFORMANCE OF BASE CLASSIFIERS

There are only 76 samples tag, the 3-fold cross-validation
method is used to evaluate the performance of the classifier.
All facial images are equally divided into 3 subsets, each
of them contains 255 images. In each experiment, 2 subsets
were selected as the training set, and the remaining subset
was used as the test set to evaluate the basic classifier. In this
study, seven independent classifiers are established through
the combination of feature extraction methods i.e., PCA,
KPCA features, and mRMR with base classifier SVM and
Artificial Neural Network (ANN). The best experimental
results of the seven classifiers for the classification task of
TS are listed in Table 3. Based on Table 3 results, PCA_SVM
performed best while detecting TS, and achieved an average
accuracy score of 83.2%. Besides, KPCA performed worst
in the detection of TS. Furthermore, mRMR with SVM and
mRMR with ANN did not perform well compared to the
proposed scheme. The reason for the low performance of
mRMR with SVM might be because of insufficient num-
bers of features selected for the classification task, or the
performance might increase if further ranked features are
added during the experimentation process. But, due to high
dimensional data of TS, it would be difficult to elect further
features using the mRMR feature selection scheme which
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already took more than 10 days to select 100 features from the
TS dataset. Whereas, the reason for ANN with mRMR being
worst might be because of inappropriate hidden layers and
neurons selections keeping in view lesser features selected
with mRMR feature selection scheme. ANN can perform
better but it might need an increased number of features
and one to infinite possibilities of hidden layers and neurons
selection which makes in complex and computationally infea-
sible. Comparing with the deep learning method (i.e., ANN),
our proposed diagnosis framework can solve the problem
with less computational complexity because the complexity
of kernel-based method depends on the number of samples.

B. THE PERFORMANCE OF ENSEMBLE CLASSIFIERS

The 3-fold cross-validation method is used for the per-
formance evaluation of the two integrated methods.
Table 3 shows the experimental results of the TS classification
task. By comparing the majority voting and stacking meth-
ods as the base classifiers; the performance of the stacking
method outperformed the majority voting and achieved an
accuracy score of 88.1%. The experimental results show that
the proposed method is superior to the traditional method
in classification accuracy, especially in sensitivity perfor-
mance metrics. Comparing the performance of the base
classifier (shown in Table 3) and its collection classifier
(shown in Table 4), the Random Forest and Stacking methods
outperform the classifier based on the best single learning
model in the TS detection tasks.

TABLE 4. Performance results of Stacking and Majority voting schemes.

Measures TS(%) Non-TS(%) accuracy(%)
Classifiers sensitivity  specificity accuracy
Majority voting 82.6 83.5 83.2
Stacking 89.7 87.5 88.1

We discuss the effects of PCA (KPCA) feature extraction
and the dimensionality of randomly selected features on the
final integrated model classification results during the imple-
mentation of random forest and Stacking, which can be seen
in the Fig: 4.

Because of the current diagnostic research of Turner syn-
drome compared with the limitations of traditional clinical
diagnosis. This paper proposes an ensemble learning method
based on facial features recognition to help Turner’s clinical
diagnosis using the random forest algorithm and Stacking
method. As per Fig V-B, when using the PCA (KPCA) feature
extraction to retain 95% of the information reduced to 500
(200) The Random Forest and Stacking Constructed training
set is randomly selected when the 200 (110) dimension fea-
ture, the classifier’s can obtain the best performance.

Since the experimental data of this research contains a large
difference between the number of training samples of positive
and negative samples. It will cause a low sensitivity rate.
Therefore, a random forest improvement algorithm based on
putting back random re-sampling and ensemble learning is
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FIGURE 4. Using PCA feature extraction to retain 95% of the information to reduce the dimension to 485, the random forest and Stacking
constructor training set are randomly selected 200-dimensional features, the classifier performance is the best. (b): Using KPCA feature
extraction to retain 95% of the information to reduce the dimension to 120, the random forest and Stacking constructor training set is randomly
selected 110-dimensional features, the classifier performance is the best. (c): Using Artificial neural network with various hidden layers and
neurons with 100 ranked features using the mRMR feature selection scheme. (d): Using Using SVM with various kernels with 100 ranked

features using the mRMR feature selection scheme.

applied. Random forest classification models trained on each
data set, by constructing multiple categories of balanced data
sets with random re-sampling. Multiple classification mod-
els determine the category of pending samples by majority
votes. In the process of training random forest-based clas-
sifiers, the decision tree introduces a random feature vari-
able selection technique when nodes are divided. Not all the
features participate in node splitting, but certain randomly
selected features. By this method, the correlation is reduced
between each decision tree in the forest, and the classifica-
tion accuracy of each decision tree is improved; ultimately,
it improved the performance of the entire forest. Performing
random re-sampling with reversal can enhance the diversity
of the base classifier in the “forest”. The ensemble of the
base classifier can compensate for the information loss and
“over-fitting” caused by random sampling.

C. COMPUTATIONAL COMPLEXITY

Regarding the computational complexity, since the ensem-
ble learning method is the integration of multiple basic
learners and is constructed during the execution period,
the computational cost of most voting methods should be the
sum of the basic learners involved. In the stacking method,
we should also add the time for class 1 classifier’s training.
During the execution time, the cost of calculation of most
of the voting methods (stacking methods) is the decision
time of the basic learning model involved plus the time of
the majority voting process (classification of first decision
time).
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VI. CONCLUSION AND FUTURE WORK

In this paper, we propose to use an ensemble learning clas-
sification method to diagnose and predict Turner syndrome.
It is also obvious from the results of Table 3 that the ensemble
learning method proposed in this research has a good effect
on the automatic diagnosis of the Turner syndrome, namely
random forest and stacking. Stacking is proved to be the best
choice. It is a typical combination of classifiers. The exper-
imental results show that the proposed method can obtain
better classification results compare to a base classifier. How-
ever, the final classification results are not ideal at all. More-
over, after observing the experimental samples, it is also
found that there is a close relationship in-between the positive
and negative characteristics of the sample. We hope that in our
future research, it will be a very meaningful research direction
to extract the most discriminative TS characteristics to assist
the clinician in the prognosis process.

Furthermore, this research proposes an ensemble learn-
ing method that combines multiple heterogeneous learning
models to accurately predict TS from facial images. We used
95% of the information retained by PCA (KPCA) to extract
features, SVM is used as the basic learning model. Whereas,
mRMR feature selection scheme and Artificial deep neural
network (ANN) is also exploited for the comparative perspec-
tive. Multiple voting (random forest) and Stacking integration
methods were also used; where multiple sets of classifiers
were combined to improve Turner syndrome identification.
In this study, the accuracy of our integration method is ele-
vated up to 88.1%. It is also seen that the automated Turner
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Syndrome diagnosis method based on facial images has a sig-
nificance in the early diagnosis of the special syndrome. It can
also be used for early prognosis of other chromosomes or
genetic diseases. We will hopefully investigate these subjects
in our future research.
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