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ABSTRACT X-ray fluorescence computed tomography (XFCT) as a molecular imaging modality can
simultaneously identify the localization and quantify the concentration of high-atomic-number contrast
agents such as gold nanoparticles (GNPs). Commonly used benchtop pencil-beam XFCT, consisting of
a polychromatic x-ray source and a single-pixel spectrometer, suffers from long scanning time and high
imaging dose. Sparse-view strategy benefits XFCT to reduce both scanning time and imaging dose.
Nevertheless, its reconstruction undergoes ill-posedness induced by the compressive sampling. To preserve
consistent imaging quality for sparse-view XFCT, we proposed an iterative Bayesian algorithm based
on L1-norm constraint, wherein the L1-norm regularization is included in the one-step-late expectation
maximization (OSL-EM) algorithm with regularization parameter determined based on L-curve criteria. The
proposed algorithm was verified by imaging a 3-cm-diameter water phantom with 4 inserts containing GNP
solutions with concentrations of 0.02, 0.04, 0.08, and 0.16 wt.%, on an in-house-developed dual-modality
transmission CT and XFCT system. Different numbers (i.e. 36, 18, 9, and 6) of projection views were used
for XFCT reconstruction, to evaluate the performance of various reconstruction algorithms. L1-regularized
EM algorithm demonstrated the consistent robustness to suppress background artifacts and localize low-
concentration GNPs (0.02 wt.%) with submillimeter accuracy, when the number of projection views reduces
from 36 to 9. Moreover, our method’s potential for small tumor spare-view XFCT imaging was validated on
a mouse surgically implanted with a 6-mm GNP target.

INDEX TERMS X-ray fluorescence computed tomography, image reconstruction, sparse projection view,

gold nanoparticles.

I. INTRODUCTION

X-ray fluorescence computed tomography (XFCT) as a
promising molecular imaging modality has attracted broad
interests, with the recent emergence of various biomedical
applications of high-Z metal (e.g. Gadolinium and Gold)
nanoparticles (NPs) [1], [2]. These NPs have been intensively
investigated in nanomedicine as imaging agents, biosensor,
drug carrier and therapeutic agents [3]. By detecting the
element-specific x-ray fluorescence (XRF) photons, XFCT
can sensitively identify and quantify the distribution of
high-Z NPs in vivo, which is indispensable in drug develop-
ment and oncology studies.
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Early-stage XFCT was typically performed using syn-
chrotron, to take advantage of the high brilliance and colli-
mation of monochromatic x-rays for high sensitivity analysis
in material and biomedical sciences [4]-[7]. More recently,
benchtop systems implemented with polychromatic diag-
nostic x-ray sources have been proposed to improve the
accessibility of in vivo XFCT imaging [8]-[14]. However,
the low photon flux of the polychromatic source leads to the
low efficiency of XRF photon emission with long detector
acquisition time. Meanwhile, for the vast majority of XFCT
systems equipped with one single-pixel detector, the long
scanning time is inevitable because the tomographic data are
acquired from sequential translation and rotation scanning
of objects. The cost of significantly long scanning time is
the decreased XFCT imaging throughput, which will be a
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major bottle neck when large scale preclinical studies are
needed.

There have been ongoing research efforts by many research
groups to develop various benchtop XFCT systems with
short imaging time. By simulating on a Monte Carlo (MC)
model with a polychromatic cone-beam source and colli-
mated detector arrays, Jones and Cho theoretically validated
the feasibility of reduction (ten-fold) in scanning time [15].
Jiang et al simulated the similar strategy on XFCT imple-
mented with polychromatic sheet beam and linear collimated
detector arrays [16]. Dunning and Bazalova-Carter proposed
a pencil-beam XFCT setup with 8 carefully arranged spec-
trometers for parallel XRF collection and validated its fea-
sibility through MC simulation [17]. Li et al developed a
full-field fan-beam XFCT system with a conventional x-ray
tube and a pinhole collimated linear detector array for fast
NP imaging [18]. This system was successfully used for
quantitative imaging of Gadolinium NPs in mice with 7.5 min
imaging time per slice [2]. By using polychromatic fan beam
and a pinhole collimated 2D cadmium zinc telluride (CZT)
camera, Jung et al realized dynamic in vivo XRF imaging of
Gold nanoparticles (GNPs) in living mice with 2 min imaging
time per slice [19]. However, the pinhole collimator used in
the aforementioned XFCT systems inevitably constrains the
XRF photons acquired by the detectors, which further limits
the XFCT imaging sensitivity. To enhance the XRF photon
acquisition, multi-pinhole strategy used in SPECT can be
adopted to improve the signal-to-noise ratio of XFCT imag-
ing [20]. Moreover, Vernekohl et al proposed using Compton
cameras to recover NP spatial information without the loss of
sensitivity associated with detector collimation [21]. Based
on their MC simulation on a human-size Medical Internal
Radiation Dose (MIRD) phantom, the XFCT imaging time
could be reduced by a factor of 45 with the use of a Compton
camera. Besides, to speed up benchtop XFCT imaging, spe-
cific x-ray sources (e.g. polycapillary x-ray source [22], and
liquid-metal-jet x-ray source [23]) with high photon fluence
rate was employed by different research groups.

The strategies mentioned above achieve XFTC imaging
acceleration by implementing hardware upgrades (includ-
ing x-ray source and XRF detector), which will inevitably
enhance the system cost. La Riviere er al proposed a
reduced-scan scheme for the conventional pencil-beam
XFCT with one single-pixel detector, by utilizing the data
redundancy in the 360° attenuated Radon Transform [24].
In this scheme, only the half of the object closest to the XRF
detector is scanned at each projection view, which can speed
up the XFCT scanning by twice. Moreover, analogous to the
sparse-view and limited-angle CT imaging [25], an intuitive
and effective strategy for fast XFCT imaging is reducing
the number of projections. In the sparse-view scenario, the
tomographic image is recovered from the sparse projection
views evenly sampled in the 360-degree (i.e. full rotation)
span. In the limited-angle scenario, tomographic imaging is
realized through the projections only distributing in a limited-
angle (<360 degree) span. In the both strategies, only a
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limited number of tomographic XRF projections are used
for internal high-Z NP imaging. Meanwhile, sparse-view or
limited-angle strategy can reduce the XFCT imaging dose,
hence enabling long-term in vivo functional imaging with
weak radiation interference from XFCT itself. However,
sparse-view or limited-angle XFCT reconstruction suffers
from the aggravated ill-posedness.

In this study, to maintain the robust imaging perfor-
mance for sparse-view XFCT, sparsity prior in the form of
L1-norm regularization was incorporated as a penalty func-
tion to enhance the robustness against artifacts. For XFCT
tumor imaging, the reconstructed image tends to be sparse
since the metal NPs are always designed to selectively
accumulate in tumors by means of active targeting tech-
niques [26]. The L1 regularization-based XFCT reconstruc-
tion problem was expressed as a Bayesian objective function
and solved using the Green’s one-step-late EM algorithm
because it is user-friendly and easy to implement. Also, an
L-curve method was implemented to automatically select the
optimal regularization parameter for the proposed L1-EM
algorithm. The performance of the proposed algorithm was
evaluated by imaging a water phantom with 4 inserts con-
taining Gold nanoparticles (GNPs) with different concentra-
tions. Then the proposed L1-EM algorithm was applied for
XFCT reconstruction using different numbers of projections.
Results show that compared with the traditional ML-EM
algorithm, the proposed algorithm outperforms in robustness
against background artifacts when the number of projection
views reduced from 36 to 9, which significantly reduces the
scanning time and imaging dose of the benchtop XFCT.

Il. MATERIALS AND METHODS
A. BENCHTOP XFCT EXPERIMENT SETUP
Figure 1A shows the benchtop dual-modality system, which
allows pencil-beam XFCT and cone beam computed tomog-
raphy (CBCT) imaging. The XFCT subsystem consists of
an x-ray tube (XRS-225, COMET, Flamatt, Switzerland), a
pencil-beam collimator, an Aluminum (Al) filter, a rotation
stage (CR1-Z7, ThorLabs, Newton, NJ, USA), a transla-
tion stage (MTS50-Z8, ThorLabs, Newton, NJ, USA), and
an XRF detector (Fast SDD, Amptek, Bedford, USA). The
pencil-beam collimator was 3D printed using stainless steel
and can generate a 2-mm beam at the imaging isocenter.
A 2-mm-thick Al filter was used to suppressed tungsten Lg
XRF (9.67keV) from the x-ray source, preventing the interfer-
ence on the gold L, XRF (9.71keV). The motorized rotation
and translations stages were used to move objects along the
pencil beam for tomographic scanning. The single-pixel XRF
detector was placed at 120 deg with respect to the excitation
beam to reduce the Compton background. CBCT shares the
x-ray tube and rotation stage with XFCT. A flat panel detector
(PerkinElmer, Waltham, MA, USA) with 20 x 20 cm? area
and 200 pm pitch was employed to collect transmission x-ray
projections for CBCT imaging.

A small-animal-sized water phantom of 4.5 cm height
and 3 cm diameter was customized for XFCT imaging
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FIGURE 1. (A) Dual-modality benchtop XFCT and CBCT imaging system.
SDD: Silicon Draft Detector. FPD: Flat Panel Detector. (B) The water
phantom with 4 inserts containing GNPs of different concentrations:
(Left) 3D rendering of phantom CT, (Middle) axial CT slice, and (Right) true
distribution of 4 GNP targets in the phantom.

in this study (Fig. 1B). The phantom was inserted with
4 tubes (6 mm diameter) containing GNP solutions with
different concentrations (0.16 wt.%, 0.08 wt.%, 0.04 wt.%,
and 0.02 wt.%). The commercially available 15-nm-diameter
GNPs (AuroVist, Nanoprobes, Yaphank, NY, USA) were
used and diluted with deionized water. Under the current
configuration, the XFCT collects projection data in the same
way as the first-generation CT. The collimated incident beam
was produced by the x-ray tube operated at 1-mm-focal-spot
setting with 64 kVp and 10 mA. The translation step size for
the phantom was 1.5 mm, and the acquisition time per XRF
projection was set to 30 sec. To fully cover the width of phan-
tom, 21 translation steps were performed. The rotation stage
was rotated by 10° for the full 360° coverage, to ensure that
enough projection data are collected for the normal XFCT
imaging. Thus, there were 36 x 21 measured projections in
total. Then the projections for sparse-view XFCT imaging
could be acquired by compressively sampling the 36-angle
data. For example, an 18-view dataset (size: 18 x 21) can be
acquired by sampling the measured 36-view dataset every two
angles, and so on.

In this study, we evaluated the XFCT imaging qual-
ity with 36, 18, 9, and 6 projection views, respectively.
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Transmission CBCT provides a benchmark to evaluate the
localization accuracy for the sparse-view XFCT. Regarding
CBCT imaging, the x-ray tube was operated at 1-mm-focal-
spot setting with 45 kVp and 2.5 mA. And a 0.5-mm-thick
Cu filter was used to adjust the incident beam spectrum. The
transmission x-ray projections were acquired by the FPD with
124 ms exposure time at every 1° step over a 360° rotation.
Given the current CBCT system with a circular x-ray source
trajectory, the 3D CBCT images were directly reconstructed
from 2D projections using the Feldkamp-Davis-Kress (FDK)
algorithm which is a 3D extension of the 2D fan-beam filtered
backprojection (FBP) method mainly consisting of filter con-
volution and backprojection [27].

B. L1-EM ALGORITHM
Based on a set of measured sinograms (or arranged projection
data), the XFCT reconstruction problem is formulated as:

P = ZWi,jX/ (1)
J

where W; ; is the system matrix representing the probability
that an XRF photon will be emitted from pixel X; and detected
in the projection element P;, under the ith pencil beam excita-
tion. Given the primary and fluorescence photon attenuation,
the system matrix element is calculated as [28]:

Wi,j — diyje_liexlex e_/l'flf (2)

where d; ; is the intersection length of the pencil beam i with
pixel j. pey and iy are the x-ray photon attenuation coeffi-
cients in water for the primary beam and XRF, respectively.
I,y denotes the distance that pencil beam i travels through the
objects before reaching pixel j, and [y is the distance through
the phantom XRF photons travel from pixel j to the detector.

XFCT reconstruction is an inverse problem to recover
the tomographic distribution of NPs (i.e. X) throughout the
object from the collected sinogram (i.e. P). This goal can be
equivalent to maximizing the posterior probability distribu-
tion according to the Bayesian paradigm [29]. The objective
function is summarized by:

Prob(P|X)Prob(X)

Prob(X|P) = Prob(P) 3)

Taking the logarithm yields:

In (Prob (X|P)) = In(Prob (P|X)) + In(Prob (X))
—In (Prob (P)) &)

where the first term on the right-hand side of equation is the
likelihood function, and the second term denotes the prior
constraints about the image X. As the third term in (4) has
nothing to do with the unknowns X, it can be eliminated.
For XFCT imaging, the number of XRF photons emitted
from each pixel obeys the Poisson probability distribution.
We define ¢;; as a Poisson random variable to represent
the count of XRF photons emitted from pixel j under the
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excitation of pencil beam i. Then the likelihood function is:

Y \Cij
e "o Wiy X )
C,',j!

Prob(P|X) =

ij

In order to improve the reconstruction robustness against

artifacts, we adopted L1 norm as the prior constraint for

the sparse-view XFCT inverse problem. Thus, the Bayesian
objective function is crystallized as:

mq-[ g Wi

=memw%mm%2mwwmwi

ij ij

tJ /)

LX) = — x|

(6)

The second summation term in (6) does not contain the X to
be estimated, therefore it can be removed without changing
the maximum-likelihood problem. Then the Bayesian objec-
tive function becomes:

D (eij In(Wi X)) — WiXp + AIXIT - (7)
ij

LX) =

To eliminate the random variable c;; in (7), ¢;; is replaced
by its expected value (E(c;;)) using projection data P; and
current image estimate X;:

f xcurrent

E(c;j|Pi, XMy = WPI
i kA
3

®)

Then the XFCT reconstruction inverse problem is to maxi-
mize the following objective function:

current

LX) Z (Z W Xcurrem P; ln(Wi‘f)(j) - Wi,ij) + A ”X”%

€))

By taking the derivative of (9) with respect to X; and setting
the derivatives to zero, the XFCT image can be reconstructed
using the iterative Green’s one-step-late algorithm:

XL‘M}’FE}'I[

Xnext _ Wi Pl
j - . 1 2 : LJ g t
J a(llxcurrentnl) - %: Wi’kX]:urren

Xi: Wl,] + )\‘ 3churrent
(10)

where A is the regularization parameter controlling the trade-
off between data fidelity ||WX-P||% and penalty constraint
IX||I!. When A = 0, the LI-EM algorithm (i.e. (10)) is
reduced to the translational ML-EM algorithm:

current

Xnext

W, Pk
J Z Wz] i L] ; Wi’kXIgurrem

Y

The L1 norm is calculated globally, hence it possesses
the advantage of global reduction of background artifacts.
Nevertheless, this merit depends on the choice of an appro-
priate regularization parameter. Different A values affect
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the XFCT reconstruction quality. This can be representa-
tively seen from Fig. 2 displaying the XFCT results for the
water phantom reconstructed from 36-view projections using
the L1-EM algorithm with various A values. If A is small
(Fig. 2(a) and 2(b)), there exists serious artifacts in the
center region of the phantom. As shown in the histograms
(Fig. 2 lower row), these artifacts were gradually eliminated
with the increasing of A value. However, the reconstructed
image is overly sparsified, thus losing useful information on
the reconstrued targets (Fig. 2(d)).

In this study, an L-curve criterion is adopted to automati-
cally select optimal A. For the L1-EM algorithm, L-curve is a
plot between the L1 norm of the regularized solution (|| X|| })
versus the Euclidean norm of the corresponding residual
(||WX-P||%) for a range of values of A. As an example,
Fig. 3(a) shows the L-curve for the reconstruction of the
water phantom from 36-angle projections using L1-EM algo-
rithm with various A values. The maximum curvature of the
L-curve is used to objectively characterize the corner of the
L-curve [30]. As shown in the curvature plot (Fig. 3B),
the L-curve curvature reaches its maximum when A = 0.25.
As displayed in Fig. 2(c), the reconstructed image
corresponding to A = 0.25 exhibits good balance between
reducing background artifacts and holding image fidelity,
indicating the reliability of the L-curve criterion. For com-
parison, both the conventional ML-EM (11) and the proposed
LI-EM (10) algorithms were used to reconstruct an axial
XFCT image consisting of 3600 pixels (0.5 mm x 0.5 mm
pixel size).

C. IMAGE ANALYSIS

The reconstructed XFCT images were normalized to the
mean XRF signal from a vial containing 0.16 wt.% GNPs.
Then background noise in the reconstructed image, defined as
the standard deviation of the pixel values in a 6-mm-diameter
circle in the center of phantom, was employed to assess the
reconstruction quality [31]. Additionally, CBCT was adopted
as a benchmark to evaluate the localization accuracy of
XFCT reconstruction, wherein the localization error was cal-
culated as the Euclidean distance between the centroids of
the XFCT target and the CBCT target. As shown in Fig. 1B,
the CBCT image demonstrates the clear contour of the small
tube with GNP solution. Therefore, the target centroids can be
directly identified from the CBCT image as the benchmark.
To calculate the XFC target centroids, the XFCT image was
equally divided into four quarters, and then the four targets
were segmented based on a 30threshold of the maximum in
each quarter.

Ill. RESULTS

Different numbers of projection views were used for XFCT
reconstruction to evaluate the accuracy and robustness of the
proposed algorithm. The sinograms corresponding to 36, 18,
9, and 6 projection views are presented in Fig. 4 top row,
respectively. Accordingly, the size of dataset used for XFCT
reconstruction reduced from 36 x 21 to 18 x 21,9 x 21, and
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FIGURE 2. (Upper row) Reconstruction results for 4-target water phantom from 36-view projections using L1-EM with different regularization
parameter 1. (Lower row) Histogram of background artifacts in the region defined as a 6-mm-diameter circle in the center of phantom.
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FIGURE 3. (A) L-curve for the reconstruction of the water phantom from
36-view projections using L1-EM algorithm with various regularization
parameters. From top left to down right, the circles correspond to
difference 1 values from 0 to 1 with 0.025 interval. The red arrow indicates
the optimal point on the L-curve, corresponding to » = 0.25. (B) Plot of
L-curve curvature versus X values, where the peak appears at » = 0.25.

6 x 21, which gradually increases the ill-posedness of the
XFCT reconstruction inverse problem. Based on the L-curve
criterion, the L1-EM regularization parameters in (10) were
determined as A = 0.25, 0.15, 0.10, and 0.05, respectively,
for the XFCT reconstruction using 36, 18, 9, and 6 projec-
tion views. The reconstructed XFCT images from different
numbers of projection views are presented in Fig. 4 middle
and bottom rows. Although ML-EM can recover the four
GNP targets, there exists obvious artifacts in the center region
of the phantom, which will inevitably induce false positive
detection. These artifacts are induced by the measure noise
in sinograms, as well as by the ill-posedness of the XFCT
reconstruction inverse problem. By contrast, the L1-EM algo-
rithm reconstructed images with consistently reduced arti-
facts, even using only 6 projection angles.

The background noise values corresponding to the
images reconstructed by ML-EM and L1-EM are presented
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in Fig. 5A. According to the results, the background noise
in the images reconstructed by L1-EM is up to two order
of magnitude smaller than that corresponding to ML-EM.
As shown in Fig. 4, the background artifacts in the 9-view
ML-EM reconstruction exhibits higher pixel intensity and
more concentrated distribution, compared to other spare-view
ML-EM reconstruction. That results in the highest ML-EM
background noise (in Fig. 5A), which was quantified as the
standard deviation in a region of interest herein, for the
9-projection-view XFCT.

Figure 5B shows the localization errors of the four GNP
targets reconstructed from different number of projections
using both ML-EM and L1-EM algorithms. As shown,
LI1-EM algorithm accurately localized the four GNP targets
with <0.6 mm deviation when the number of projection views
decreased from 36 to 9. For the 6-view L1-EM reconstruction,
GNP targets with concentration of 0.04~0.16 wt.% were
localized with submillimeter precision, while the 0.02 wt.%
target was recovered with >1mm localization error. Com-
pared to L1-EM, ML-EM demonstrated much larger local-
ization error especially for the low-concentration targets (i.e.
0.04 wt.% and 0.02 wt.%). Moreover, as shown in Fig. 4, the
background artifacts in 9-view ML-EM reconstruction con-
centrate to a small region, reducing its influence on the low-
concentration target localization. That also helps explain why
the 0.02 wt.% target demonstrates the smallest localization
error in 9-view XFCT, among all the ML-EM sparse-view
XFCT reconstructions (Fig. 5B).

To investigate our method’s potential for small tumor
observability, a small sphere was surgically implanted
into a euthanized mouse (Fig 6). A small hollow sphere
(diameter: 6 mm) was 3D printed on the Ultimaker
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printer using polylactic acid printing material with polyvinyl
alcohol, and filled with Agarose gel (2 wt.%) mixed with

VOLUME 8, 2020

0.15 wt% GNP and 0.6 wt.% iodinated contrast agent
Iopamidol (Fig. 6C). The GNP concentration was chosen to
mimic the low concentration in tumor [23]. Iodinated contrast
was employed to identify the small target via transmission
CT (Figs. 6A and 6B), to evaluate the reconstruction accu-
racy of the sparse-view XFCT. Given the potentially large
localization error in the 6-projection-view XFCT (as shown
in Fig. 5B), projections from 9 views were collected in this
experiment. Figures 6D-6E show the XFCT images recon-
structed using ML-EM and L1-EM with different regulariza-
tion parameters. Although ML-EM recovered the small GNP
target, the adjacent artifact (marked by arrowhead in Fig. 6D)
induces severe interference on the target detection. This inter-
ference was mitigated by L1-EM with sparsity regulariza-
tion (Figs. 6E and 6F). However, too small regularization
parameter (i.e. A = 0.05 in Fig. 6E) just alleviated the
artifact. In contrast, the artifact was eradicated by L1-EM
with A = 0.1 which matches the optimal regularization
parameter adopted in the aforementioned phantom XFCT
reconstruction with 9 projection views.

IV. DISCUSSION

As the number of projections decreases, the XFCT recon-
struction inverse problem becomes increasingly ill-posed
and sensitive to measured noise. In this investigation, we
proposed an LI1-EM algorithm for the spare-view
XFCT reconstruction. The implementation of this algo-
rithm takes into account the simplicity of the emission-
EM-look-like algorithms and the robustness of L1-norm
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FIGURE 6. (A) A sagittal CT slice of a mouse surgically implanted with a small tumor-mimicking sphere. (B) An axial CT slice corresponding to the
red dotted line in (A). (C) The 3D printed small hollow sphere (diameter: 6 mm) filled with gel mixed with GNPs and lodine. Right corner insert
shows the enlarged photograph of the implanted small sphere. (D-F) XFCT images reconstructed from 9 projection views by ML-EM and L1-EM with
different regularization parameters. The arrowhead denotes the artifacts in the reconstruction. (G-1) Fused XFCT and CT images.

regularization against artifacts. The performance of the
algorithms was evaluated via phantom and small animal
experiments. The phantom results show that the proposed
L1-EM algorithm can robustly suppress background artifacts
and localize low-concentration GNPs (0.02 wt.%) with sub-
millimeter accuracy, when the number of projection views
reduces from 36 to 9. Under the current experimental setup,
data collection costs 21 x 30 s per projection view, for a
3-cm-diameter phantom XFCT scanning. As the number of
projection angles reduced from 36 to 9, the total scanning
time per XFCT slice drops from 6.3 hrs to 1.6 hrs, and the
corresponding imaging dose declines by 4 times. Moreover,
if we implement the reduced-scan scheme [24], in which
only the half of the object closest to the XRF detector is
translationally scanned, the total XFCT scanning time and
imaging dose will be reduced twice further.

As a kind of Green’s one-step-late algorithm, the proposed
L1-EM algorithm relies on an appropriate regularization
parameter to achieve the expected results. The regularization
parameter A plays a critical role by trading off the recon-
struction accuracy and the sparse regularization. Too small
A value induces weak noise suppression in the XFCT recon-
struction. In this study, the optimal A value was automatically
selected by calculating the maximum of the L-curve. As the
number of projection angles reduced from 36 to 18, 9, and 6,
the A values were correspondingly determined as 0.25, 0.15,
0.10, and 0.05. A smaller L1-EM A value corresponds to
the reconstruction with a lower number of projection views,
which is explainable based on the tradeoff role the parameter
A plays. Moreover, sparsity in form of total variation (TV) can
be incorporated into XFCT reconstruction. As demonstrated
in our previously published study [32], combining with L1
regularization, TV could complementarily maintain the local
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smoothness and preserve the shape of targets. Nevertheless,
it is challenging to select the optimal regularization param-
eters for both L1 and TV, in the scenarios of XFCT with
different number of projection views. Although L-curve cri-
terion has been widely used to determine the regularization
parameter [33], a more robust hyperparameter selection strat-
egy would substantially benefit sparse-view XFCT.

In the present study, a small-animal-size water phantom
was employed to optimize the L1-EM regularization parame-
ter. The size similarity leads to the similar system matrix and
regularization parameter for the phantom and small animal
XFCT reconstruction. One factor that limits XFCT recon-
struction is the self-absorption effect which refers to the fact
that the emitted x-ray fluorescence photons can be reabsorbed
as they travel through the imaging object. The attenuation
coefficients used in the current XFCT imaging model was
assumed to be homogeneous, which is reasonable for the
water phantom and mouse abdomen with sparse GNP tar-
gets. Nevertheless, constructing a more accurate mathematic
model with heterogeneous attenuation characteristic is essen-
tial, especially for the sparse-view XFCT imaging of a large
organ. In the scenario with the accurate attenuation correc-
tion [34], the phantom-calculated regularization parameter
could be extended to small animal XFCT reconstruction with
better robustness.

Sparse-view strategy with benefits of reducing imaging
dose and reducing scan time has been widely studied and
applied in transmission X-ray CT and X-ray luminescence
CT [35]-[37]. In this study, we explored the potential
of sparse-view strategy in pencil-beam XFCT imaging.
As shown in the phantom experiments, when the num-
ber of projection views is too small (e.g. 6), there will
exist deterioration of localization accuracy, especially for
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the low-concentration (e.g. 0.02 wt.%) GNP target. Further
in vivo small animal XFCT imaging is essential to study
how the sparse views and the initial view position affect the
reconstruction accuracy of actual GNP distribution. In the
current experiments, the L-shell XRF photons emitted from
GNPs were collected for XFCT imaging. The relatively high
attenuation of the L-shell XRF photons is another source
inducing the deteriorated localization accuracy of the low-
concentration GNP targets. To alleviate the reconstruction
error in sparse-view L-shell XFCT imaging, the benchtop
pseudo-monoenergetic x-ray sources (e.g. polycapillary x-ray
optic [22]) could be implemented to enhance the amount of
the detectible XFR photons. Although the presented exper-
iments were conducted on the L-shell XFCT system, it is
expected that the proposed algorithm will be applied in
sparse-view K-shell XFCT imaging.

V. CONCLUSION

This study presented an L1-EM reconstruction algorithm
for sparse-view XFCT imaging to reduce the total scanning
time and imaging dose. The performance of the proposed
algorithm was validated through phantom and small ani-
mal XFCT imaging with sparse-view projections. The pro-
posed algorithm can robustly suppress artifacts and achieve
submillimeter-level localization accuracy for the targets with
GNP concentration as low as 0.02 wt.%, even for the
XFCT imaging with only 9 projection views. Combination
of the proposed reconstruction algorithm with further system
upgrade could enable further fast in vivo XFCT imaging.
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