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ABSTRACT One of the challenges in emotion recognition is finding an effective way to represent
spatial-temporal features from EEG. To fully utilize the features on multiple dimensions of EEG sig-
nals, we propose a parallel sequence-channel projection convolutional neural network, including temporal
stream sub-network, spatial stream sub-network, and fusion classification block. Temporal stream extracts
temporal continuity via sequence-projection layer while spatial stream captures spatial correlation via
channel-projection layer. Both sequence-projection and channel-projection adopt length-synchronized con-
volutional kernel to decode whole time and space information. The size of length-synchronized convolutional
kernel is equal to the length of transmitted EEG sequence. The fusion classification block combines the
extracted temporal and spatial features into a joint spatial-temporal feature vector for emotion prediction.
In addition, we present a baseline noise filtering module to amplify input signals and a random channels
exchange strategy to enrich the baseline-removed emotional signals. Experimental evaluation on DEAP
dataset reveals that the proposed method achieves state-of-the-art classification performance for the binary
classification task. The recognition accuracies reach to 96.16% and 95.89% for valence and arousal. The
proposed method can improve 3% to 6% than other latest advanced works.

INDEX TERMS Emotion recognition, multi-channel EEG, data augmentation, length-synchronized convo-

lutional kernel, spatial-temporal feature.

I. INTRODUCTION

Human emotion is a complex psychological state involving
both subjective experience and physiological reaction [1]-[3].
Emotion can be detected through facial expressions, music
listening, eye gaze and physiological signals [4]-[7]. In the
past few decades, researchers have proposed a variety of emo-
tion description methods. For example, Ekman et al. divided
emotion into six discrete basic categorizations: joy, sadness,
surprise, fear, anger, and disgust [8]. On this basis, Parrott
proposed the tree structure of emotion [9]. Russell presented
a continuous valence-arousal scale [10], which took arousal
and valence as horizontal and vertical axes to explain most
emotional variations. The valence scale ranges from unhappy
or sad to happy or joyful. The arousal scale ranges from calm
or bored to stimulated or excited [11].
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Electroencephalography (EEG) is time-varying signal
recorded by multiple electrodes in a standard 10-20 sys-
tem [12]. The multi-channel EEG information reflects the
contextual relevance on time dimension and the electrode
correlation on space dimension. Therefore, how to extract
effective spatial-temporal features from EEG is the key
for emotion recognition. Previous studies mainly focused
on hand-crafted feature extraction methods, such as double
tree complex wavelet transform (DTCWT) [13], differential
entropy (DE) [14] and power spectral density (PSD) [15].
However, hand-crafted features are designed based on a cer-
tain database, and only perform well for this database. What’s
more, hand-crafted feature extraction methods usually fail to
capture more abstract EEG features.

In recent years, convolutional neural network (CNN) [16]
has become prevalent in EEG emotion recognition.
Song et al. applied a dynamical graph convolutional
neural network (DGCNN) to analyze EEG data [17].
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Li et al. proposed a hierarchical convolutional neural net-
work [18]. These 2D-CNNs can capture spatial features,
but it is difficult to extract temporal information. Therefore,
Wang et al. utilized a 3D-CNN to decode spatial-temporal
information [19]. However, the 3D-CNN cannot effectively
extract both temporal and spatial features. To solve this
problem, Lin et al. combined CNN with recurrent neural
network (RNN) [20] to extract spatial-temporal features,
and the method achieved satisfied results [21]. Nevertheless,
RNN adopts sequential processing over time. Long-term
information needs to traverse all units sequentially before
entering the current unit. This structure easily lead to the
gradient disappearance problem. Although the derivative long
short-term memory (LSTM) [22] overcomes the problem,
more complex linear layer requires a large amount of memory
bandwidth to calculate weights.

Besides the design of feature extraction method,
Yang et al. found that the emotional signals and the classi-
fication level have some correlation with the baseline sig-
nals [23]. The 3s baseline signals and the 60s emotional
signals were divided into multiple slices, each slice is 1s dura-
tion. The average value of three baseline slices is subtracted
from each emotional slice. Performance comparison showed
baseline removal can significantly improve the classification
task. Moreover, one of the problems that researchers must
face is alleviating the overfitting problem caused by small
dataset. Hence, Kang et al presented an independent com-
ponent analysis (ICA) - evolution based data augmentation
method [24]. Zhang et al. applied the empirical mode decom-
position (EMD) on the EEG signals and mixed their intrinsic
mode functions to create new artificial EEG signals [25].

To address these challenges, a parallel sequence-channel
projection convolutional neural network (PSCP-Net) is pro-
posed in this article. The network fully utilizes temporal con-
tinuity and spatial correlation of multi-channel EEG signals.
In addition, a filter is designed to remove baseline noise,
and the differences between emotional signals and filtered
baseline signals are adopted as input of the network. In order
to increase the training set scale, a data augmentation strategy
by randomly exchange corresponding EEG channels between
two homogeneous samples is presented. To sum up, the main
contributions of this article are as follows:

1) Anend-to-end PSCP-Net is proposed to synchronously
decode temporal and spatial information, which are
concatenated to a joint spatial-temporal feature vector.
The network extracts temporal continuity by projecting
whole time sequence on each channel, and captures
spatial correlation by projecting all channels at same
time point.

2) A baseline noise filtering (BNF) module is designed,
which can amplify the differences between emotional
signals and baseline ones. Moreover, a random chan-
nels exchange (RCE) data augmentation strategy is
presented to enrich the differences.

3) The proposed method exhibits superior classifica-
tion performance on DEAP dataset and outperforms
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other advanced methods for EEG-based emotion
recognition.

The rest of this article is organized as follows: Section II
summarizes the theoretical background and previous studies
related to EEG emotion recognition. Section III describes the
proposed method in detail. Section IV evaluates the method
on DEAP database systematically. Section V is devoted to
conclusion and discussion.

Il. RELATED WORK

A. HAND-CRAFTED APPROACHES FOR EMOTION
RECOGNITION

Research in EEG emotion recognition mainly involves two
aspects [26]: feature extraction and emotion classification.
Time-frequency (TF) analysis is a frequently-used feature
extraction method in signal processing. In previous years,
a variety of feature extraction methods had been proposed for
emotion recognition in TF domain [27], such as DE [28] and
PSD [29]. Zheng et al. demonstrated that DE is the most infor-
mative feature [30]. Zhang et al. indicated that EEG power
and power asymmetry are related to emotional valence [31].
Zheng and Lu introduced deep belief network (DBN) to
investigate critical frequency bands and channels [32]. How-
ever, single TF analysis method has limited feature repre-
sentation ability. Mert ef al. combined ICA with multivariate
synchro squeezing transform (MSST) time-frequency anal-
ysis method to capture multiple features [33]. Furthermore,
Chen et al. compared two feature extraction methods and
four machine learning classifiers, then found that nonlin-
ear dynamic features could improve the recognition accu-
racy [34]. Gao et al. introduced the complex network theory
into time series analysis and achieved good results [35].
Features extracted from EEG signals need to be fed into clas-
sifier to realize classification tasks in these methods. Numer-
ous researches demonstrated that support vector machine
(SVM) [36], k-nearest neighbors (K-NN) [37], naive Bayes
(NB) [38] and other evolutionary algorithms [39]-[41] have
reliable ability to accomplish EEG classification task.

B. DEEP LEARNING APPROACHES FOR EMOTION
RECOGNITION

Deep learning [42] revealed excellent performance in many
applications, such as image classification, video coding and
visual saliency detection [43]-[48]. In EEG emotion classifi-
cation task, some CNN-based methods show great advantages
in feature extraction. Wang et al. proposed a 3D covari-
ance shift adaptation-based CNN with a dense prediction
layer [19]. Zhang et al. designed a graph convolutional broad
network (GCB-Net) for exploring the deeper-level informa-
tion of graph-structured data, and adopted broad learning sys-
tem (BLS) to enhance feature representation [49]. Gao et al.
proposed a channel-fused dense convolutional network [50].
The network adopted 1D convolutional layer to extract the
contextual continuity along the time dimension, and uti-
lized 1D dense structure to capture the electrode correlation
along the space dimension. Wang et al. presented a concept
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FIGURE 1. Flowchart of the proposed method.

of electrode-frequency distribution maps (EFDMs) with
short-time Fourier transform (STFT) [51], and designed a
residual block based on deep CNN for emotion classification.

Considering that RNN has great advantages in process-
ing time information. Zhang et al. applied spatial-temporal
RNN (STRNN) to integrate the learned spatial and tem-
poral features [52]. Tao et al. proposed an attention-based
convolutional recurrent neural network (ACRNN) to extract
discriminative features from EEG signals [53]. Chen et al.
transformed 1D chain-like EEG vector into a 2D mesh-like
matrix sequence [54]. The 2D matrix sequence was divided
into segments containing equal time points by using sliding
window, and sent to both cascaded and parallel hybrid con-
volutional recurrent neural network for training. Based on a
ConvLSTM network and a temporal margin-based loss func-
tion, Kim et al. formulated the emotion recognition task as
a spectral-temporal sequence classification problem of bipo-
lar EEG signals underlying brain lateralization and photo-
plethysmogram signals [55]. Wilaiprasitporn et al. proposed
a cascaded model of CNN and RNN, and evaluated two types
of RNNs both LSTM and gated recurrent unit (GRU) [56].

Although deep learning methods have obtained great
progresses in EEG emotion recognition, there are still
many problems to be solved. For instance, the existing
feature-based deep learning methods pay less attention to
contextual relevance and electrode correlation information.
Therefore, we propose a PSCP-Net to extract time conti-
nuity via length-synchronized temporal convolutional kernel
and capture space correlation via length-synchronized spatial
convolutional filter.

Ill. PROPOSED METHOD
In this section, we will illustrate the proposed emotion recog-
nition method in detail, shown in Fig. 1.

A. PARALLEL SEQUENCE-CHANNEL PROJECTION
CONVOLUTIONAL NEURAL NETWORK

In this section, the proposed PSCP-Net will be introduced.
The network is composed of temporal stream (TS) sub-
network, spatial stream (SS) sub-network and fusion clas-
sification block. Specifically, the TS and SS sub-networks
constitute a parallel spatial-temporal network, which extracts
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temporal and spatial representation from EEG signals
via sequence-projection layer and channel-projection layer,
respectively. The fusion classification block is used to vec-
torize feature maps produced from the parallel network into a
spatial-temporal vector, and then the vector is sent to the fully
connected layers for classification. Fig. 2 is the structure of
proposed PSCP-Net.

1) TS SUB-NETWORK BASED ON SEQUENCE-PROJECTION
The EEG sample S; = [C1, Ca, ..., C3]? € R3>12 g
fed into the sequence-projection layer to learn the tempo-
ral continuity on each channel, where j € [, batchsize].
Sequence-projection layer adopts temporal convolutional
kernel whose size is equal to the length of transmitted EEG
sequence. It is named length-synchronized convolutional ker-
nel. Therefore, complete contextual relevance can be obtained
via the length-synchronized convolutional kernel. In the first
layer, the quantity of 256 temporal convolutional kernels with
the size of (1, 128) is adopted to project each sequence, and
move along one stride on space dimension. The shape of
output maps is permutated from (32, 1, 256) to (32, 256)
by transformation layer. Then, the number of 512 temporal
convolutional kernels with the size of (1, 256) and the num-
ber of 1024 temporal convolutional kernels with the size of
(1, 512) are used to learn higher-level temporal representa-
tion, respectively. Finally, we apply 64 temporal convolu-
tional kernels with shape of (1, 1024) to reduce the length
of outputs on time dimension. After four sequence-projection
layers, the input segment S; is resolved to a temporal feature
vector TFV;:

TFV; = ConvlD(S)), TFV; € R*** (D)
2) SS SUB-NETWORK BASED ON CHANNEL-PROJECTION
The sample §; is transposed to ij = [D1,Do, ..., D]zg]T €
R'28%32 a5 the input of SS network, where channel-projection
layer is applied to capture spatial correlation among all
channels. The length-synchronized convolutional kernel can
handle EEG signals in each channel simultaneously, and the
electrode distribution does not need to be transformed to
2D mesh-like matrix. In the first layer, we utilize 64 spatial
convolutional filters with the size of (1, 32) to project all chan-
nels at same time point, and move along one stride on time
dimension. Then, the number of 128 spatial convolutional
filters with the size of (1, 64) and the number of 256 spatial
convolutional filters with the size of (1, 128) are adopted to
integrate the spatial representation. In the last layer, the quan-
tity of 16 spatial convolutional filters with shape of (1, 256) is
employed to reduce the length of outputs on space dimension.
After four channel-projection layers, the input segment S]f is
flatten to a spatial feature vector SFV;:

SFV; = Conv1D(S)), SFV; € R*™* )

3) FUSION CLASSIFICATION BLOCK
The fusion classification block is designed to tune the
parameters by cross-validation and achieve the final emotion
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FIGURE 2. Schematic illustration of the PSCP-Net architecture.

classification. The flattened spatial and temporal feature vec-
tors are concatenated to a joint spatial-temporal feature vector
S —TFV;:

S — TF‘/] = Concat[SF‘/j’ TF‘/]] c R4096 (3)

Then, the fully connected layers receive S — TFV; as an input
to predict human emotional state:

yj = Soft max[FC(S — TFV})], yj € R* 4)

Particularly, the cross-entropy objective function [57] is
employed as the loss function of model optimization, which
can be expressed as:

n K
6 = argmin(y |y | —log(p)dyj = h) +all6l) - (5)

j=1 k=1

where 6 and 6 denote the parameters of well-trained model
and current one, n represents the number of training samples
which contain K class labels, py is the k-th prediction proba-
bility of model outputs, § symbolizes the indicator function,
yj and /i respectively mean predicted label and true one, « is
the trade-off regularization weight.
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B. BASELINE NOISE FILTERING MODULE

The DEAP dataset is composed of 3s baseline signals
and 60s emotional signals, and the sampling frequency is
down-sampled to 128 Hz. The differential signals between
emotional signals and baseline ones are adopted to replace
emotional signals as the input of model. In order to amplify
the differences, a filter is designed to remove the baseline
signals with violent fluctuation.

The 3s baseline signals on the 1%’ channel are transformed
into the form of dictionary (i, p;). The key i is used to record
initial order of sampling point p;. Then, the dictionaries are
sorted in ascending order according to the p;, as in Fig.3 (b).
The middle 2s baseline are intercepted from the sorted base-
line sequence, as shown in Fig.3 (c). Finally, the intercepted
baseline dictionaries are sorted in ascending order based
on the key i to restoring intercepted p; to the initial order,
as illustrated in Fig. 3 (d). The restored baseline sequence is
the final filtered baseline sequence F of the 1*' channel. The
violent signals of baseline signals are removed. For 32 EEG
channels, a filtered baseline vector (FBV) is formulated as:

FBV = [F, Fa, ..., F3]" e R3?x2% ©)
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FIGURE 3. Flowchart of baseline removal.

Next, we segment the emotional signals into N small
matrixes (32 x 256) and then minus the FBV for each matrix.
All small differential matrixes are concatenated into a big
matrix, which is the differential representation with the same
size as the emotional signals. As shown in Fig. 3 (e) and Fig. 3
(), the differential signals have stronger fluctuation than the
emotional ones. The characteristics of emotional signals are
amplified by BNF module, which can help the network to
decode information.

Let the matrix X € R ©*! denotes the differential represen-
tation, where C = 32 and L = 7680 (60s x 128Hz) represent
EEG channels and differential signals. We can obtain 60 sam-
ples (32 x 128) by slicing the matrix X with non-overlapping.
There are 40 emotional videos, so a total of 2400 (40 videos x
60 samples) samples can be gotten for each subject. Then,
each sample is normalized across the non-zero elements using
Z-score normalization by the following equation:

——F ™)
o
where x is the non-zero element, i denotes the average
value of all non-zero elements and o represents the standard
deviation of sample elements.

=

C. DATA AUGMENTATION STRATEGY BASED ON RANDOM
CHANNELS EXCHANGE

Similar EEG signals are produced when subjects face to
the similar emotional stimulus. Hence a random channels
exchange strategy is proposed to augment training set. With-
out changing the EEG data on channel, the training set can
be expanded by randomly exchanging the corresponding
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(e) Emotional signals

(f) Differential signals

EEG channels between the same kind of emotional sam-
ples. In order to ensure that there are enough differences
between exchanged sample and original one, the number of
exchanged channels should have a lower limit (LL) and an
upper limit (UL).

The training data are augmented with training epochs
online. As shown in Fig. 4, each training batch contains
two kinds of samples. These samples are divided into two
classes, named H class and L class. The number of each
class is recorded as HighNum and LowNum. A random
seed T generated from [LL, UL] represents the number of
exchanged channels. To guarantee that a batch has at least
half of original samples, HighNum and LowNum are divided
by four to obtain exchanged iterations, named HighTimes
and LowTimes. Two samples are randomly selected from a
certain class, and then T channels are randomly picked from
32 channels for exchange.

HighTimes

Select 2 samples

Augmented Exchange T channels from H class
H class data randomly
randomly
Batch ngisﬂg a}]ﬁd lfNﬁm Generate Calculate HighTimes
& random seed T and LowTimes

and LowNum

Select 2 samples
from L class
randomly

Exchange T channels
randomly

Augmented
L class data

LowTimes

FIGURE 4. Flowchart of random channels exchange.
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It is worth noting that the EEG signals produced by differ-
ent subjects are diverse due to personal reasons. Therefore,
the proposed data augmentation strategy cannot be cross-used
among subjects.

D. MODEL IMPLEMENTATION

The batch normalization (BN) [58] layer is implemented to
follow each convolutional layer, and projects the input to a
normal distribution and tunes the optimal parameters of the
network. In the PSCP-Net, behind each convolutional layer
and fully connected layer, rectified linear unit (ReLU) is
inserted as activation function. The L2 regularization strategy
with a weight 10™* is adopted to combat the overfitting
problem. The Adam optimizer [59] is utilized with a learning
rate 10~* to minimize the cross-entropy loss function. The
exponential decay algorithm is applied with a decay rate
0.997 to accelerate the convergence rate. The batch size is
always maintained at 32. The mixed data of 32 subjects are
divided into training set and testing set according to the ratio
of 7: 3. The average accuracies of 10-fold cross-validation
after 1000 training epochs are used as the final comparative
values.

IV. EXPERIMENT RESULTS

In this section, the public DEAP dataset is first introduced.
Then, our method is compared with other competitive studies.
Finally, the performance of proposed method is analyzed on
this dataset.

A. DATASET

The experiments are performed on public DEAP dataset [11],
which is a benchmark for emotion classification research. The
multi-channel dataset is often adopted to analyze various
emotions from EEG signals and peripheral physiological sig-
nals. In this article, only EEG signals are applied for emotion
recognition.

The DEAP dataset is composed of the responses
of 32 healthy participants (50 percent females), whose mean
age is 26.9 years. There are 40 music videos of 60s dura-
tion for each participant. At the end of each video, a self-
assessment was performed for the levels of valence, arousal,
dominance and liking on a continuous scale between 1 and 9.
The sampling frequency was down-sampled from 512 Hz to
128 Hz, and EOG artifacts were removed with ICA. A band-
pass frequency filter from 4.0-45.0 Hz was applied. The
preprocessed EEG data for each subject consists of 40 trials
and corresponding labels. Each trial contains 60s emotional
signals and 3s pre-trial baseline signals. The data format is
illustrated in Table 1. The value 5 is set as the threshold to

TABLE 1. Data format for each subject.

Array Array shape
data 40 x 32 x 8064
labels 40 x 2

Array content
video/trial X channel x data
video/trial X label (valence, arousal)
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divide the videos into 2 classes according to the rated levels.
Then the task is transformed into two binary classification
problem of high or low valence and arousal.

B. SELECTION FOR THE RANDOM SEED T OF RCE

The proposed data augmentation strategy is described in
section III, where the random seed T is generated from
[LL, UL]. DEAP dataset has 32 EEG channels. In order
to determine the best LL and UL values, the PSCP-Net is
used to test T value from O to 31, where 0 means no data
augmentation.

As shown in Table 2, the recognition accuracy rises first
and then declines with the increase of T value. This is because
the differences between new sample and original one become
subtler when T value is small or large. The recognition
accuracy on valence is the highest when T is in [14, 23].
For arousal, the best is [12, 21]. Therefore, the two closed
intervals are chosen as the range of T value.

C. CLASSIFICATION PERFORMANCE COMPARISON

A number of emotion classification methods are introduced
in the related work. In this subsection, some of them are
compared with the proposed method on DEAP dataset. The
average accuracy of 10-fold cross-validation is adopted as
comparison value.

According to Table 3, average accuracies of the proposed
method on valence and arousal are 96.16% and 95.89%. The
performance of other seven methods fluctuate between 72.1%
and 93.72%. The results indicate that the proposed method
is superior to other seven methods. Specifically, our method
is 12% points higher than Mohammadi, 24% points higher
than Wang, 6% points higher than Yang, 11% points higher
than Kang and 3% points higher than Gao, and also surpasses
the methods proposed by Chen and Tao. The main reason
is that Mohammadi adopts hand-crafted feature extraction
method which fail to capture more deep information. Wang
utilizes 3D-CNN to extract the spatial-temporal information
from EEG signals. However, 3D-CNN cannot integrate effec-
tive spatical-temporal representation. Yang, Kang, Chen and
Tao adopt hybrid neural network combined with CNN and
RNN to capture spatial-temporal features. Nevertheless, these
complex network structures are prone to overfitting due to the
limited dataset scale. Gao employs CNN based on small size
1D convolutional kernels, which lack the ability of extract-
ing time continuity. Compared with the others, the PSCP-
Net applies sequence-projection and channel-projection to
jointly decode spatial-temporal information from EEG sig-
nals. Moreover, the input signal is amplified via BNF and
enriched via RCE. Hence, the proposed method achieves
excellent performance.

D. PSCP-NET ARCHITECTURE EVALUATION
1) EMOTION CLASSIFICATION EXPERIMENT

TS network, SS network and proposed PSCP-Net are eval-
uated on DEAP database. Fig. 5 and Fig. 6 demonstrate the
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TABLE 2. Performance comparison of PSCP-Net using different T value on valence and arousal.

Recognition Accuracy (%) Comparison for Different T Value on “Valence” (mean =+ std. dev.)

T Acc T Acc T Acc T Acc

0 89.40 + 0.72 8 92.57 £ 0.80 16 94.29 + 0.40 24 93.06 + 0.29
1 89.37 + 1.37 9 92.92 +£0.44 17 93.92 £ 0.30 25 92.81 £0.35
2 90.05 £ 0.78 10 93.05 £ 0.62 18 94.15 + 0.32 26 92.58 £0.33
3 91.87 £0.44 11 93.51 £0.58 19 94.29 + 0.22 27 92.03 £ 0.63
4 91.03 £+ 0.68 12 93.46 £ 0.94 20 94.01 + 0.31 28 91.95+043
5 91.04 £ 0.66 13 93.79 £ 0.38 21 93.51 £0.18 29 90.11 £ 0.81
6 91.64 £ 0.54 14 94.04 + 0.19 22 93.75 £ 0.49 30 89.48 + 0.44
7 91.33 + 0.68 15 94.11 + 0.51 23 94.24 + 0.16 31 89.23 + 1.73

Recognition Accuracy (%) Comparison for Different T Value on ‘“Arousal” (mean =+ std. dev.)

T Acc T Acc T Acc T Acc

0 89.54 + 1.28 8 92.95 £ 0.68 16 94.71 + 0.43 24 93.44 + 0.52
1 89.07 + 0.52 9 93.16 £ 0.27 17 94.20 + 0.44 25 93.00 £ 0.73
2 90.23 + 0.77 10 93.26 £ 0.33 18 94.36 + 0.25 26 92.80 £+ 0.94
3 90.07 £ 0.48 11 93.65 £+ 0.57 19 94.19 + 0.48 27 92.69 £+ 0.33
4 90.91 £ 0.50 12 94.41 + 0.32 20 94.34 + 0.28 28 91.12 + 1.04
5 90.96 + 0.43 13 93.78 £ 0.60 21 94.18 + 0.34 29 91.22 +£0.42
6 90.60 + 1.14 14 94.25 + 0.40 22 93.85 £ 0.54 30 90.46 £+ 0.76
7 92.53 +0.49 15 94.23 + 0.65 23 93.92 +0.38 31 90.29 + 0.81

T denotes the number of channels to be exchanged between the two homogeneous samples.

TABLE 3. Performance comparison of different methods on valence and arousal.

Accuracy (%)

Study Year Method Description Experimental Details
Valence Arousal
Set 4.5 as the threshold, binary classification
Mohammadi [28] 2017 Wavelet featu.r es of tl.leta,. alph'a . beta, of high/low valence and arousal. Subject 84.05 86.75
gamma and noises, classification with KNN
dependent
Covariance shift and the unreliability of  Set 5 as the threshold, binary classification
Wang [19] 2018 emotional ground truth, 3D convolutional  of high/low valence and arousal. Subject 72.1 73.3
kernel, EmotioNet dependent
Baseline signals pre-processing, 2D-like  Set 5 as the threshold, binary classification
Yang [23] 2018 frame, parallel convolutional recurrent neu-  of high/low valence and arousal. Subject 90.08 91.03
ral network dependent
. . Set 5 as the threshold, binary classification
ICA - evolution based data augmentation .. . X .
Kang [24] 2019 method, CNN-LSTM gznlzosmve/negatlve status. Subject depen- 84.92 84.92
. - Set 4.8 and 5.2 as the low and high thresh-
Gao [50] 2020 Weight combinations ofconte?<tual features, old, binary classification of high/low va- 92.24 92.92
channel-fused dense convolutional network .
lence and arousal. Subject dependent
iDbrrir(ljesc}:)_rlll\E(()elurt?gH;T rii%‘ﬁ:;fséei?:‘fas:g Set 5 as the threshold, binary classification
Chen [54] 2020 y . . of high/low valence and arousal. Subject 93.64 93.26
work, parallel hybrid convolutional recur-
dependent
rent neural network
Attention-based convolutional recurrent Set 5 as the threshold, binary classification
Tao [53] 2020 : of high/low valence and arousal. Subject 93.72 93.38
neural network (ACRNN)
dependent
Pre-processing of baseline noise filtering  Set 5 as the threshold, binary classification
Proposed -- (BNF), data augmentation of random chan-  of high/low valence and arousal. Subject 96.16 95.89

nels exchange (RCE), PSCP-Net

dependent

results through 10-fold cross-validation. TS network and SS
network denote single stream as the input of classification
block.

Comparing TS network, SS network and PSCP-Net with
each other, it can be found that the same network performs
individually for different subjects. For example, the PSCP-
Net is the best-performing network for subject 1, but it is
the worst-performing network for subject 4. This indicates

222972

that the personal reasons have a great impact on the network.
In order to compare the performance of three networks on
different subjects fairly, same hyperparameters are used in the
experiment. In fact, adjusting network hyperparameters for
different subjects can improve network performance. Com-
paring TS network with SS network, it can be found that
the performance of SS network is always better than TS
network, and the average recognition accuracy difference is
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FIGURE 5. Performance comparison of each subject using three networks
for valence.
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FIGURE 6. Performance comparison of each subject using three networks
for arousal.

about 3%. Spatial features are easier to extract than temporal
features, and the convolutional network has more advantages
in capturing spatial information.

The average recognition accuracies of TS and SS net-
works are 88.16% and 91.34%. The experimental results also
show that the performance of single TS or SS network is
good, which may benefit from the proposed BNF and RCE
modules. On the whole, the PSCP-Net can always signifi-
cantly outperform TS and SS networks on all subjects and
average accuracies reach to 95.96% and 96.24% for valence
and arousal. The PSCP-Net is more robust than other two
networks because it can extract abundant spatial-temporal
features.

2) LEARNING PROGRESS VISUALIZATION

In order to get an inside view in the learning process, three
networks (PSCP-Net, TS network and SS network) losses
(the Negative log-likelihood cost) of the training set and
testing set are monitored for 100 training epochs. The results
are shown in Fig. 7 and Fig. 8.

As can be seen, the training losses of the three networks
are similar. However, the testing loss of the PSCP-Net is the
smallest. The testing loss of SS network is slightly lower
than that of TS network. There is a big gap between the
training loss and the testing loss of TS and SS networks,
so it is deduced that overfitting occurs in training. In addition,
the testing loss of PSCP-Net declines slightly faster than that
of TS and SS networks, which demonstrate powerful ability
of PSCP-Net.
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FIGURE 7. Testing and training losses of three networks on valence.
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FIGURE 8. Testing and training losses of three networks on arousal.
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FIGURE 9. Performance comparison of PSCP-Net w/o BNF for valence.

E. INFLUENCE OF PROPOSED BNF AND RCE MODULES
1) EFFECT OF BASELINE NOISE FILTERING
The differences between emotional signals and filtered base-
line signals are used as input of the network. In order to
verify the effectiveness of proposed BNF module, two base-
line preprocessing experiments are conducted on the PSCP-
Net. In the first one, the 3s baseline signals are divided
into three segments to calculate mean value [23], and then
the averaged baseline signals are subtracted from emotional
signals. The second one adopts the proposed BNF module.
RCE is performed in both two experiments. The experimental
results are shown in Fig. 9 and Fig. 10 through 10-fold cross-
validation.

The average recognition accuracies with BNF and without
BNF are 96% and 89%, respectively. The average accuracy
with BNF improves by nearly 7%, which demonstrates that
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TABLE 4. Average accuracy and F; score under different validation method.

Experimental validation

Module combination

Accuracy (%)

F1 Score (%)

Valence Arousal Valence Arousal
BNF + RCE (100 epochs) + TS 88.96 £ 0.48 89.734+0.29 73.09 £2.54 73.61 +3.58
BNF + RCE (100 epochs) + SS 91.78 £0.32 91.574+0.23 7592+235 7547 +3.40
BNF + RCE (100 epochs) + PSCP-Net 94.49 +£0.62 94704+ 0.24 78.65+t2.14 78.63 + 3.06
Subject dependent RCE (100 epochs) + PSCP-Net 89.16 £ 032  89.78 £0.36 7329 £2.53  73.66 £ 3.58
BNF + 1000 epochs + PSCP-Net 9148 £0.12 91.194+0.14 7562 +237 75.08 +3.44
BNF + RCE (1000 epochs) + PSCP-Net  96.16 4+ 0.20  95.89 +£0.18 80.33 + 2.01 79.84 +2.93
Subject independent BNF + RCE (1000 epochs) + PSCP-Net  62.98 + 1.09  63.72 £ 1.71 50.12 £3.53 51.61 +5.06
Arousal
100 100 : : : Yalence : :
95 o5t e AR T T TR AT e
;\3 00 " MWWWMWr i et ™ T
=~ -~ i oo BRSNS gy Ao
(3‘ § 90 ‘l” | 'v‘.l"w'ﬁyrv"‘x‘\"‘”l‘\"‘n-r.'\'-\”\"“.‘“\"“‘l\w‘} ‘ J \ \' LU M ! ‘ ! f i
g ® T A
3 80 g sspffl ! | ]
< -#-PSCP-Net without BNF PSCP-Net with BNF < ‘ ‘ PSCP-Net with RCE
75 | PSCP-Net without RCE
80+ 1
70
1 3 5 7 9 111315171921 2325272931 75

Subject

FIGURE 10. Performance comparison of PSCP-Net w/o BNF for arousal.

the EEG signals with BNF can better reveal the emotional
states of subject. It is difficult for subject to achieve ideal
calm state due to personal reasons, so some useless noises
will inevitably be mixed in the process of recording baseline
signals. The proposed BNF module can effectively remove
these noises.

2) EFFECT OF RANDOM CHANNELS EXCHANGE

The proposed data augmentation strategy is validated in this
experiment. In Fig. 11 and Fig. 12, the prediction accuracy
with RCE is slowly rising even at around the 1000th epoch,
and the accuracy is always higher than that without. However,
the recognition accuracy without RCE reaches peak near the
700th epoch. As iterations increase, the accuracy begins to
decline slightly due to overtraining. The main reason is that
the proposed RCE strategy can enrich the diversity of training
set.

F. COMBINATION EXPERIMENT

In the proposed emotion recognition method, PSCP-
Net, BNF and RCE play an important role in perfor-
mance improvement. In this subsection, subject dependent
experiment is conducted to measure their contribution while
independent experiment is executed to test generalization
performance. Table 4 shows the average accuracy and Fj
score.

In the subject dependent experiment, the training set and
testing set are mixed data of 32 subjects. As can be seen
in Table 4, the PSCP-Net has the best performance in terms
of accuracy and F score, followed by SS network and TS
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FIGURE 11. Performance comparison of PSCP-Net w/o RCE for valence.
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FIGURE 12. Performance comparison of PSCP-Net w/o RCE for arousal.

network. The BNF module can improve the accuracy by about
5%. The RCE strategy needs to train numerous epochs to fully
show its advantage.

In the subject independent experiment, the data corre-
sponds to 30 subjects are selected for training and 2 subjects
are selected for testing. From this experiment, it can be found
that our model captures effective features in spite of the
individual differences.

V. CONCLUSION AND DISCUSSION

In this article, the PSCP-Net is designed to learn the tem-
poral continuity and spatial correlation from EEG signals.
In addition, a baseline signals filtering module and a data aug-
mentation strategy based on RCE are proposed. The experi-
mental results on DEAP dataset indicate that the proposed
method achieves excellent performance in emotion classifica-
tion tasks. The average recognition accuracies of valence and
arousal are 96.16% and 95.89%, which is significantly higher
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than other advanced methods. The advantages of proposed
method can be summarized in following three points:
1) The proposed PSCP-Net includes TS sub-network,

SS sub-network and fusion classification block.
Specifically, the network utilizes length-synchronized
convolutional kernel to extract temporal-spatial repre-
sentation from EEG signals via sequence-projection
layer and channel-projection layer.

2) This article fully take advantage of the baseline signals,

and design a filter to remove baseline noise. The base-
line noise filtering module can effectively reduce the
interference caused by baseline noise.

3) Considering the characteristics of multi-channel EEG

signals, corresponding EEG channels are randomly
exchanged to expand training set. Large dataset pro-
vides more learning space for the network and
improves the robustness.

Both peripheral physiological signals and EEG signals
belong to time series, so there are similarities in regard to
feature extraction. In future work, we will consider adding
peripheral physiological signals to emotion recognition task.
Another worth studying issue is the combination of facial
expressions and physiological signals. Compared with phys-
iological signals, facial expressions are easier to collect.
Hence, facial expressions can be used to supplement the defi-
ciencies of physiological signals. At the same time, we also
find that there is a lack of a database which integrates facial
expressions and physiological signals in emotion recognition.
Therefore, we hope to establish such a database in the future.
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