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ABSTRACT Stroke is widely considered as the second most common cause of mortality. The adverse
consequences of stroke have led to global interest and work for improving the management and diagnosis
of stroke. Various techniques for data mining have been used globally for accurate prediction of occurrence
of stroke based on the risk factors that are associated with the electronic health care records (EHRs) of the
patients. In particular, EHRs routinely contain several thousands of features and most of them are redundant
and irrelevant that need to be discarded to enhance the prediction accuracy. The choice of feature-selection
methods can help in improving the prediction accuracy of the model and efficient data management of the
archived input features. In this paper, we systematically analyze the various features in EHR records for the
detection of stroke. We propose a novel rough-set based technique for ranking the importance of the various
EHR records in detecting stroke. Unlike the conventional rough-set techniques, our proposed technique can
be applied on any dataset that comprises binary feature sets. stroke. We evaluated our proposed method
in a publicly available dataset of EHR, and concluded that age, average glucose level, heart disease, and
hypertensionwere themost essential attributes for detecting stroke in patients. Furthermore, we benchmarked
the proposed technique with other popular feature-selection techniques. We obtained the best performance
in ranking the importance of individual features in detecting stroke.

INDEX TERMS Stroke, risk prediction, data mining, feature selection, rough set theory.

I. INTRODUCTION
Stroke is known as the second leading cause of death [1].
According to World Health Organization (WHO), the esti-
mated figure of deaths leading from cardiovascular diseases
rose to 17.7 million people in 2017, and around 6.7 million of
them died due to stroke [2]. The prevalence and mortality of
stroke are still on the rise [3]. World Stroke Day is observed
every year where people are being educated about stroke and
its prevention [4]. A timely detection and prevention of stroke
has become very essential to avoid its adverse consequences.

The field of medical sciences has observed tremendous
improvements due to the rise in technological advancements
over time.Most importantly, the Internet of Things (IoT) have
made it easier to gather the data related to healthcare because
of the availability of low-cost wearable devices [5]–[7]. Tons
of raw medical data is extracted from these devices to
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obtain knowledgeable patterns using various data-mining
techniques. In addition, insights that are acquired are then
used for decisionmaking in healthcare sector and have proved
as cost cutting element [8]. Machine learning (ML) has estab-
lished a potential space in the field of medical sciences in
recent years. ML models can be applied on EHRs to predict
the risk of having stroke on each patient efficiently [9].

The predictive abilities of the models depend on the fea-
tures/attributes selected from the data. The EHRs of the
patients contain, collect, and archive several aspects of the
patient’s conditions. However, all the collected features in
EHR may be useful for the detection of stroke. To improve
the prediction performance of the machine learning models
and reduce the machine training time, only important features
associated with outcome should be selected for the prediction
model [10]. Several techniques for datamining have also been
proposed to extract the important and relevant features for
predicting stroke occurrence [11]–[13]. The major constraint
of existing researches on risk assessment of stroke lies in the
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lack of proper systematic guidance for selection of features
while building the prediction models, which is crucial for the
model performance [14]. Consequently, the most important
research question of this study is how to select only the
most discriminatory features from a very large dataset and
understand the relative importance of each feature in pre-
dicting the stroke. We will only be able to detect the stroke
efficiently, after the extraction of core risk factors that are
highly associated with the onset of stroke.

The contribution of this work can be summarized as
follows:
• Identifying the important features in electronic health
records for detecting stroke;

• Proposal of a novel rough set methodology that can be
used in binary feature data, in addition to the traditional
feature data; and

• Release of open-source code on the proposed
methodology and benchmarkingmethods to the research
community.

The rest of the article is organized as follows. The related
work are explained in Section II. In Section III, the proposed
methodology is described in detail. Section IV discusses the
results and benchmarks with previous approaches. Finally,
Section V concludes the paper.

II. RELATED WORK
Due to the increasing number of patients of heart disease and
high costs attached to it, researchers are working on solutions
to prevent this disease, with an efficient treatment. Many
proposals are published regarding the automatic detection
of heart stroke using EHRs. However, the most important
thing for accuracy in detecting stroke risk is to select and
identify those features that influence the stroke outcome [15].
An identification of the most important features from a very
high dimensional EHR is a pivotal issue from the medical
point of view which can result in reducing the number of
medical injuries.

A. FEATURE SELECTION USING TRADITIONAL
APPROACHES
In [16], Zhang et al. provides a study of an efficient fea-
ture selection method namely weighting-and ranking-based
hybrid feature selection (WRHFS) to understand the prob-
ability of stroke. WRHFS employed a variety of filter-based
feature selection models including information gain, standard
deviation, and fisher score for weighing and ranking of the
provided features. The research method selected 9 key fea-
tures out of 28 features, on the basis of enough knowledge,
for prediction of stroke. In another research carried by [17],
authors worked on a heart-disease-feature-selection method
to extract important risk factors for heart disease prediction
from a very large number of attributes. In this research,
attributes are used based on their ranks. The ranks are given
by Infinite Latent Feature Selection (ILFS) method which
is is a feature selection algorithm based on probabilistic
latent graph method. ILFS performs the ranking process by
considering all the possible subsets of features exploiting

the convergence properties of power series of matrices. The
research used merely half of the total of 50 heart disease
attributes and the result of the model was competitive.

It is obvious that the choice of an efficient feature selec-
tion method along with a robust classifier is extremely
important for the heart disease classification problem. Mod-
els like support vector machine [18], decision trees [19],
deep neural network [20], and ensemble methods [21] have
achieved notable results to classify stroke outcomes when
provided with relevant data. Authors of [22] used impor-
tant risk factors to present the evaluation of Bayesian net-
works for providing post-stroke results. Information gain
method is used in this study for eliminating irrelevant fea-
tures. The identified suitable feature set was provided as
input to the Bayesian network. As per the results of the
experiment, the features that were common for the prediction
of post-stroke results included High-sensitivity C-reactive
Protein (hsCPR), D-dimer, Initial NIH Stroke Scale (NIHSS),
and Age. In another research [23], the authors presented a
different algorithm for feature selection based on the con-
servative mean measure. The feature-selection algorithm was
combined with the Support Vector Machine (SVM) classi-
fier to classify the stroke outcome based on reduced fea-
ture set. A feature-selection model was presented in [24]
which combined SVMwith the glow-worm swarm optimiza-
tion algorithm on the basis of the standard deviation of the
features. According to the outcomes, 6 out of 28 features
were found to be most important for the risk associated
with stroke that includes age, high blood pressure, Serum
Creatinine (SCr), Lactate Dehydrogenase (LDH), and Alka-
line Phosphatase (ALP) leaving behind the traditional factors
including family history of stroke. A novel heart disease
prediction system using ensemble deep learning and feature
fusion method is presented in [25]. Firstly, a feature fusion
approach is employed to generate rich heart disease dataset
from raw data collected from different electronic sources.
Next, information gain measure is used to eliminate irrelevant
features. In addition, a conditional probability approach is
utilized that computes a specific feature weight for each
class in order to increase the prediction accuracy. Finally,
an ensemble deep learning classifier is trained to predict heart
disease in patients. From these works, it can be observed
that feature selection methods can effectively increase the
performance of prediction models in diagnosing the heart
disease [26].

B. FEATURE SELECTION USING ROUGH SET THEORY
Several factors including the choice of the input feature is
an important factor in any machine learning task. An opti-
mal subset of features that possess most of the information
about the dataset can simplify the data description. There-
fore, the method for selecting discriminant features from
the medical dataset is the key issue for stroke diagnosis
[27]. Rough sets theory introduced by Pawlak [28], is a
new statistical approach to data mining and analysis that
has been widely extended to many real-life applications in
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health care, manufacturing, finance, engineering, and others.
Rough sets can obtain a subset of attributes that retains the
discernible value of all the original attributes, by using the
data without any additional information. Therefore it played
a significant role in the selection of important features also
called as feature selection or attribute reduction. One of the
main advantages of rough sets is that it does not need any
preliminary or additional information about data [29]. Many
techniques are developed in which the authors have used
rough sets or has modified it to extract meaningful informa-
tion from highly dimensional data sets i.e., influential features
in order to provide better classification results [30]. In the
study conducted by [31] authors tried to improve the feature
selection using rough sets theory by proposing a genetic algo-
rithm and rough-sets-based multi-granulation method which
provided adequate results. The authors of [32] have worked
on feature reduction and classification system which is based
on the ReliefF and Rough Set (RFRS) method. ReliefF is a
feature estimation algorithms which can accurately estimate
the quality of features with strong dependencies. ReliefF
assigns a weight to each feature based on filter approach. The
feature estimation obtained from ReliefF is then used as
the input for the rough set to reduce the feature set and
select most important features for the classifier. To avoid
the weakness of the classical rough sets when handling the
large categorical datasets, the authors of [33] proposed a
novel fuzzy rough set model to perform rough computa-
tions for categorical attributes. The experimental results show
that proposed technique is effective in selecting meaning
full attributes from large categorical datasets as compared
to existing algorithms. In [34] the authors have proposed
an improved the feature evaluation and selection strategy
based on neighborhood rough sets. They proposed a new
neighborhood self-information (NSI) technique which uses
both the lower and upper approximations space of the target
dataset for feature selectionwhich is not the case in traditional
rough set theory. Using the feature classification informa-
tion by both upper and lower approximations, the proposed
technique extracts most optimal feature subset from a large
feature space. Similarly, in [35] a new rough set model named
max-decision neighborhood rough set is developed for redun-
dant feature reduction. In this work the dependence value
criteria of rough set model is modified by enlarging the lower
approximation set size. The proposed method was positively
correlated with the classification accuracy of features during
the experiments. In order to improve the fuzzy decisions
for attribute reduction when applied to high-dimensional
datasets, a new distance measure is introduced in fuzzy rough
sets in [36]. An iterative strategy for computing fuzzy rough
dependency was adopted for feature evaluation where the
parameter of distance measure is changed to obtained bet-
ter results on very high-dimensional datasets. The proposed
technique works well when applied to large datasets.

These related works conclude that rough sets can provide
better results in terms of extracting meaningful features from
a very high-dimensional dataset. However, rough sets are

mostly suitable for datasets that possess numerical features.
They cannot be directly applied to a dataset that comprises
binary features. This is not an ideal case in the real world.1

Therefore, in this paper, we proposed a modified rough set
technique that can be applied to datasets comprising both
numerical and binary features. We have restricted the valida-
tion of our proposed rough-set methodology for the applica-
tion of detecting stroke in electronic health records. However,
our proposed novel rough set methodology can be easily
translated to other applications.

III. PROPOSED ROUGH SET METHODOLOGY
The traditional rough set theory provides some mathemat-
ical methods to approximate the conventional sets in a set
theory. By using rough sets, we can set the boundaries of
the conventional sets in an approximate way. Rough set
theory deals with imprecise, inconsistent, and incomplete
information. Here we will first describe the rough sets and
its related terminologies, and later define the important
stroke-feature-selection method using rough sets.

A. ROUGH SETS
In rough sets, information is contained in a table that is often
called as decision table.
Definition 1: The decision table is defined as an approx-

imation space (U ,L), where U = r1, r2, . . . .rn is the finite
non-empty set of observations also called as universe and L
is a family of attributes such that L = C ∪D where C and D
are condition and decision attributes.

For each observation in the decision table, we define a
function f : U × L → V , where f maps attribute L to value
domain of V . The function f is also called as information
function.

Tables can contain several objects which have the similar
characteristics. A way to reduce the dimensionality of the
table is to replace every set of object of having same prop-
erties with only one representative object. Such indiscernible
objects are classified as reducts. With any reduct P ∈ L there
is an associated equivalence relation IND(P).
Definition 2: The relation IND(P) is called a P-

indiscernibility relation which is defined as:

IND(P) = {(x, y) ∈ U2
|∀m ∈ P, f (x,m) = f (y,m)},

Here x and y are two observations from the universe U
which are indiscernible from each other by attributeP, as both
x and y are assigned similar value by function f . This partition
of U generated by IND(P) is the family of all equivalence
classes of IND(P) and is denoted as:

U/IND(P) = f {[x]|x ∈ U} :

The equivalence classes of the P-indiscernibility relation
are denoted by [x].

Let us consider the following information table to explain
in further details. Table 1 consists of two attributes: age and

1The relevance value of the conditional attribute on the decision attribute
becomes null, indicating no feature importance.
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TABLE 1. Illustrative example of a information table comprising 7
observations, and two conditional attributes (age and LEMS).

Lower Extremity Motor Score (LEMS) and seven observa-
tions.

If we consider the complete set of the attributes P =
{Age,LEMS}, we will obtain the following equivalence
classes {r1}, {r2}, {r3, r4}, {r5, r7}, {r6} after applying indis-
cernibility function. As we can see that the rows in the third
and fourth equivalence class i.e., {r3, r4} and {r5, r7} are
not distinguishable from each other based on the available
attributes. All the remaining rows are discernible from each
other. It is obvious that different attributes lead to different
results. If we consider only one attribute P = {age}, we will
obtain the three different equivalence classes i.e. {r1, r2, r6},
{r3, r4} and {r5, r7}.
Suppose there is a conventional set S, which contains the

set of observations from U. Now the question is how to
express the set S using the information in attribute set P? For
this purpose, approximations (upper and lower) are generated
by the roughset theory. The equivalence classes provide a
solid foundation in order to construct the upper and lower
approximations.
Definition 3: The upper approximation and lower

approximation are defined as:

P(S) = ∪ {[x]|[x] ⊆ S} ;

P(S) = ∪ {[x]|[x] ∩ S 6= φ} ;

The lower approximation set P(S) contains the observa-
tions that positively belong to S i.e., the confirmed members,
also referred as the positive region of the set S denoted by
POS(S). Whereas the upper approximation set P(S) contains
the observations which possibly belong to the conventional
set S.
In order to access the quality of conditional attributes

in determining the decision attributes, conventional rough-
set-based techniques use an efficient criterion called
relevance.
Definition 4: The relevance value is defined as the depen-

dence of the conditional attribute C on the decisional
attribute D and it is expressed as:

γC (D) =
|POSc(D)|
|U |

where |.| denotes the cardinality of the set. We can recognize
the most discriminatory attributes from the set L by calcu-
lating this dependence value. The value of γc varies from 0
to 1, where 0 indicates independence and 1 indicates that D
depends entirely on C .

B. PROPOSED APPROACH FOR BINARY FEATURES
Rough set theory helps to represent ambiguous data at
approximation levels and selects the most important features
from a very large dataset. But there are some aspects that
were not taken into consideration during the model develop-
ment of conventional set-theory techniques. Pawlak’s model
works well with nominal, non-binary data domains. However,
real-world datasets also contain binary features. These binary
features do not contain continuous data values but are binary
in nature. As an illustration, the age attribute from the EHR
records has continuous values across all the observations.
On the other hand, attributes like gender are binary in nature
as such attributes can possess select values. In such cases
of binary attributes, the relevance values of the conditional
attributes on the decision attributes become null in most cases
i.e., it is highly unlikely all the observations belonging to a
single class of gender will either belong to either positive
or negative samples of stroke. We attempt to solve this
problem by generalizing the rough-set formulation into the
universal case, wherein the conditional attributes can also
possess binary data types. In this section we have presented
the modified rough set model with an example to prove
our claim.

Suppose that U is a non-empty finite universe of obser-
vations for patients dataset Hi. We define Ci as the set
of conditional attributes from Ai = {m}, where m is the
number of conditional attributes along with the vectorized
decision attribute D for Hi. We define a decision table Ti
as the set of rows and column where each row represents a
medical observation and each column represents an attribute
of patient.

Thus, for a dataset Hi, each value-attribute pair
(
qk , aj

)
is

assigned by a value vkji where qk is the k-th observation value
of the patient and aj is the j-th attribute from the set Ai.

Our objective is to characterize the decision attribute D
from the knowledge of the reduct P (cf. Section III), a subset
of conditional attribute set Ci. The objective is to identify
the most discriminatory attributes which strongly depends
on D. We define this dependence on a particular attribute
by the proposed relevance-criterion-metric impact factor (R)
of the conditional attribute. Conditional attributes with a
high impact factor value are better candidates for stroke
detection.
Definition 5: We define our proposed relevance-criterion-

metric impact factor (R) for each conditional attribute C as:

R =
(

I
|U |

)
× 100

where I is the retention index. The retention index I is defined
as the ratio of the number of elements of C that are definite
members of D. The retention index value can be obtained
using following formula:

I =
(

n∑
i=1

|POSc(D)| ×
|POSc(D)|∣∣Uj∣∣

)
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TABLE 2. Illustrative example of a decision table comprising 7
observations, and two conditional attributes (age and heart disease), and
the decision attribute (stroke).

Here POSc(D) is the number of elements of C that posi-
tively belongs to D (cf. Section III). The Uj is the total number
of elements of C.

In the following section, we have provided an illustrative
example where the proposed methodology has been applied
to obtain the dependence value for binary attributes available
in a data set.

C. ILLUSTRATIVE EXAMPLE
Suppose we have a decision table having 7 observations and
3 conditional attributes as shown in Table 2. The attributes
age and heart disease are conditional whereas stroke is deci-
sion attribute. In order to find the relevance-criterion-metric
Impact Factor (R) value of anyC forD, first we have to apply
indiscernibility function for both the C and D attributes as
described in Section III.

Suppose we want to find the Impact Factor (R) value of
age for stroke, the IND(age) would be {x1, x2, x6}, {x3, x4},
and {x5, x7}. In the case of decision attribute, we are only
interested in the row observations having the value ‘1’.
We consider only the row observations that directly impact
the positive occurrence of stroke. This is intuitive that the
remaining elements have a negative label of stroke. This can
be extended to multi-class classification problems, where we
model our framework as multiple binary-classification tasks.
Accordingly, IND(stroke) is {x1, x4, x6}, the set containing
the observations having value 1. We compute the reducts for
both the columns/attributes, and obtain three sets for age and
one set for stroke. The elements inside the sets are unique
without any repetition.

The next step in finding theR value is to compute the total
retention-index value I. As discussed before, I is the ratio of
the elements from a conditional attribute which are definite
member of decision attribute. For this purpose, we have to
find the total number of the elements from attribute age which
are included in attribute stroke. Comparing the first set of age
with stroke, we found that only two elements i.e., x1 and x6 are
present for the positive occurrence of stroke. So the POSc(D)
value for the first set of age is 2. The value of Uj is 3, i.e.,
the number of elements in the identified set. The value of I
for the first set would be 1.33. Accordingly, the total I value
for the attribute age for stroke would be 1.66. In this way the
R value of attribute age would be 23.7 where the U is the
total number of observations in the dataset i.e. 7. Applying
similar steps for the heart disease column which is a binary
attribute, the Impact Factor R value with respect to stroke

FIGURE 1. Flowchart of the proposed methodology describing each step
for obtaining the R values.

is 18.28. A detailed flowchart of the proposed methodology
is shown in Figure 1.

IV. RESULTS & DISCUSSIONS
A. DATASET
The Electronic Health Record (EHR) controlled by McKin-
sey & Company was used as the dataset in our research which
was a part of their healthcare hackathon.2The dataset is easily
accessible as a free dataset repository.3 The gathered data
contained information of 29, 072 patients having 12 common
attributes. Out of the 12 attributes, 11 of them are input
features including age, gender, marital status, patient identi-
fier, work type, residence type (urban/rural), binary attribute
heart disease condition, body mass index, smoking status
of patient, glucose level and binary attribute hypertension
indicating a patient is suffering from hypertension or not. The
12th attribute is the binary output attribute indicating a patient
is suffered stroke or not.

2https://datahack.analyticsvidhya.com/contest/mckinsey-analytics-
online-hackathon/

3https://inclass.kaggle.com/asaumya/healthcare-dataset-stroke-data
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Continuous features are better understood when dis-
cretized into meaningful groups. Discretization is the method
of converting continuous features into discrete features by
creating a set of contiguous intervals spanning the range
of feature values. In order to make the dataset more clear
to understand, we have performed discretization on the 3
attributes i.e., average glucose level, BMI, and age. Although
data discretization is useful, we need to effectively pick
the range of intervals/levels according to medical knowl-
edge to obtain meaningful results. From the medical per-
spective, the glucose level is divided into four different
levels i.e. hypoglycemia, normoglycaemia, prediabetes, and
diabetes.4 Accordingly, we discretized the average glucose
level attribute into 4 levels. Similarly, the attribute BMI is
discretized into 4 levels, because the standard weight sta-
tus categories associated with it are divided into 4 levels
i.e. underweight, normal, overweight, and obese.5 Evidences
are accumulating that age have great impact on the distribu-
tion of stroke risk factors [37]. The risk of stroke increases
with the age, but it does not mean only elderly people have
high risk of stroke. According to themedical research, strokes
can happen at any age from infancy to adulthood.6 The dataset
contains patients of age ranging from 10 to 80 years old.
The age attribute was discretized into 7 different levels with
the purpose of getting appropriate results for different age
levels. In the following section, 10 patient attributes were
individually evaluated to identify its efficacy in the detection
of stroke from electronic health records.

B. STROKE DETECTION PERFORMANCE
In this section, we have evaluated the distinctive aspects of
every input attribute for the classification task of the stroke.
On the basis of previous analysis, we have used all of the
10 attributes for classification task. The provided dataset
is strongly unbalanced in nature. Only 548 out of 29, 072
patients had positive occurrences of stroke, while the rest of
28, 524 records of patients showed no stroke condition. This
unbalanced nature of the dataset lead to an issue in training
any machine learning model. Thus, to control the adverse
effects of the unbalanced data, we have employed a random
down-sampling technique. We have made two classes where
548 observations are referred as minority class and remaining
28, 524 observations are referred as majority class. A bal-
anced dataset is created that consists of 548 majority and 548
minority observations. We choose all the 548 observations
from minority cases and 548 random observations from total
28, 524 majority cases. Now the balanced dataset contains a
total of 1096 observations. 70% of the balanced dataset was
used for training and the remaining 30% of the dataset was
used for testing the model’s performance.

4http://pharmwarthegame.blogspot.com/2018/11/blood-glucose-levels-
chart.html

5https://www.news-medical.net/health/What-is-Body-Mass-Index-
(BMI).aspx

6https://www.heartandstroke.ca/stroke/what-is-stroke/stroke-in-children

FIGURE 2. We show the stroke detection accuracy using different
features of electronic health records. These results are obtained from
random 100 experiments.

We have followed supervised approach of learning and
trained SVM classifiers. We have used all the 10 attributes
separately as candidate feature vectors and trained 10 differ-
ent SVMs. Followed by this, the trained SVMs are used for
stroke detection with the aim of checking the productiveness
of the respective attributes in the classification task. For the
elimination of the sampling bias, we performed 100 random
down-sampling experiments. The classification results for
all the 10 attributes are shown in Figure 2. We observed
that feature age have comparatively higher accurate results
as reported in Figure 2. However, every feature does have
specific discriminative power to identify the stroke.

In order to perform an objective evaluation of the various
attributes in the dataset, we have computed the precision,
recall, F-score, and accuracy. In the binary classification task,
TP, FP, TN , and FN are denoted as the true positives, false
positives, true negatives, and false negatives respectively.
Accordingly, the precision is defined as the ratio of correctly
predicted observations to the total predicted observations.
The recall is the ratio of correctly predicted observations
to the all observations in the identified class. The F-Score
is defined as the harmonic mean of Precision and Recall.
Finally, the accuracy is defined as the ratio of correctly pre-
dicted observations to the total number of observations. They
are computed as:

Precision =
TP

(TP+ FP)

Recall =
TP

(TP+ FN )

F-score =
2× Precision× Recall
(Precision+ Recall)

Accuracy =
(TP+ TN )

(TP+ TN + FP+ FN )
.

We compute the precision, recall, F-score, and accuracy
values of all the different features in the detecting stroke.
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FIGURE 3. Scatter plot between average accuracy (ground-truth) values and (a) bimodality, (b) loading factor, (c) wilcoxon, and
(d) proposed relevance value.

TABLE 3. Performance evaluation of the different attributes for the
detection of stroke from the electronic health records. Each values are
computed from the average value obtained from 100 random sampling
experiments on the balanced dataset.

Table 3 summarizes the results. Each value is the average
value computed across 100 random sampling experiments.
We observe that most of the features have similar perfor-
mance across all the different metrics. However, the age fea-
ture performs slightly better as compared to the other features,
as can also be seen from Fig. 2.

C. IMPACT FACTOR SCORES
In this section, we measure the dependence of all the
attributes and report their corresponding proposed Impact

TABLE 4. Average impact factor value across all the features of electronic
health records. The most relevant factors that contributes to stroke are
highlighted in bold.

TABLE 5. Correlation of stroke classification accuracy with ranking scores
obtained using different methods. The best performance is indicated in
bold.

Factor (R) values using our proposed rough-set-based
method.We observe that certain attributes such as age, hyper-
tension, average glucose level, and heart disease have higher
R values. As shown in Table 4, the R scores for age, hyper-
tension, average glucose level, and heart disease are 0.0921,
0.0469, 0.0476, and 0.0559 making these attributes favor-
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able candidates for stroke prediction as compared to other
attributes. On the other hand, attributes like gender, residence
type, smoking status, and BMI have low R scores, depicting
its low relevance to the decision attribute. Therefore, the latter
attributes are not conducive for stroke prediction.

D. BENCHMARKING
In this section, we benchmark our proposed rough-set-
based method with other models. Those features are favor-
able that exhibit higher bimodal behavior. Thus, we have
extracted Pearson’s Bimodality Index (PBI) [38] for all the
10 attributes. Those PBI values that are closer to unity depict
highest bimodality, whereas the values that are greater than 1
depict lowest bimodality. We have also measured the load-
ing factors values. Factor loadings can vary from −1 to 1
having a similar characteristic to that of correlation coef-
ficients. A loading factor of 0 indicates no effect. At the
end, the Wilcoxon test, which is a non-parametric statistical
test that compares two paired groups, was done. This test
calculates the actual difference between the set of pairs and
provides analysis of the differences.

We have checked the correlation between the average
accuracy scores of each attributes and the normalized scores
attained from different models. Table 5 displays the cor-
relation results of stroke classification accuracy with rank-
ing scores obtained using different models. Our proposed
rough set based method has the highest correlation value as
compared with others.

Figure 3 shows the respective scatter plots. Our proposed
method achieves the highest correlation coefficient i.e. r =
0.675. From Fig. 3(d), we can clearly see that attributes age,
heart disease, average glucose level, and hypertension are
better candidates for stroke prediction. Similarly, attributes
like gender, residence type, and BMI have lower relevance
scores and are poor candidates. The impact factor scores
obtained from the various attributes are highly correlated
with the accuracy percentage obtained from the individual
attributes. We obtain the highest correlation value of 0.675,
as compared to the other benchmarking methods. Hence from
the Fig. 3 we came to the conclusion that our proposed
feature-selection technique based on rough sets theory is
useful for ranking important attributes and identifying those
that are most suitable ones for the prediction of stroke as
compared to the other techniques.

E. PERFORMANCE ANALYSIS DUE TO SIZE OF DATASET
It is obvious that the amount of data in a database can increase
or decrease the prediction performance. A dataset having
enough information in it can help a prediction model to
generate accurate results. In this section we have accessed
the performance of our proposed method by varying the size
of data set. We have divided the data set into 10 fractions
ranging from 10% to 100%. We took the random samples of
data from the original database. As we can see from the Fig. 4,
there is not significant variance in the correlation values.
We can see that when the data is 10% and 40% the correlation
values are low as compared to other fraction and the relevance

FIGURE 4. We plot the relationship of the correlation between accuracy
and impact factor scores with respect to the percentage of used dataset.
The box plots show the results obtained from 100 experiments. The blue
solid line indicates the mean correlation values across the different
percentage.

value is high when the database fraction is at 70% and 100%.
According to the relevance value scores, we can observe that
the amount of data and the knowledge inside the database can
heavily affect the result outcomes.

V. CONCLUSION
Efficient stroke-detection methods have been increasingly
studied in recent years. The selection of important features
from the high dimensional medical dataset is critical to the
prediction model’s performance. Existing research on auto-
matic detection of stroke risk through data mining techniques
faces a significant challenge in the selection of effective
features as predictive cues. RST is an optimized feature
selection method which helps in identifying and ranking the
most important features in a large dataset. Its main idea is
to approximately describe inaccurate or indefinite knowledge
with known knowledge. In this research, we have proposed
an efficient feature selection technique based on rough set
theory. The proposed technique can identify the critical stroke
indicators from a very large dataset for building effective
predictionmodels for stroke detection. Furthermore, wemod-
ified the rough sets technique so that it can be applied onmed-
ical datasets having binary feature sets referring to real-world
applications which were not feasible using traditional rough
sets technique. We applied the proposed technique on a
dataset containing 29, 072 patient records and having 10
common attributes. We found 4 most important attributes
i.e., age, heart disease, hypertension, and average glucose
level which contributes the maximum in the detection of
stroke as compared to other attributes. We also benchmarked
the proposed technique with other popular feature-selection
techniques. The obtained correlation values highlighted that
our proposed technique was positively correlational with the
classification accuracy and is better in identifying and ranking
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the most important attributes in the dataset for the prediction
of stroke. Finally, we observed the proposed technique on
different fractions of the dataset. According to the results
we found that the size of the database can influence the
result outcome. Our future works include the proposal of a
machine-learning framework using the identified features in
electronic health records for an improved stroke detection.
We also plan to investigate the use of our proposed rough-set
technique in other related applications.
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