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ABSTRACT The success of data mining learned rules highly depends on its actionability: how useful it is to
perform suitable actions in any real business environment. To improve rule actionability, different researchers
have initially presented various Data Mining (DM) frameworks by focusing on different factors only from
the business domain dataset. Afterward, different Domain-Driven Data Mining (D3M) frameworks were
introduced by focusing on domain knowledge factors from the context of the overall business environment.
Despite considering these several dataset factors and domain knowledge factors in different phases of their
frameworks, the learned rules still lacked actionability. The objective of our research is to improve the learned
rules’ actionability. For this purpose, we have analyzed: (1) what overall actions or tasks are being performed
in the overall business process, (2) in which sequence different tasks are being performed, (3) under what
certain conditions these tasks are being performed, (4) by whom the tasks are being performed (5) what
data is provided and produced in performing these tasks. We observed that the inclusion of rule learning
factors only from dataset or from domain knowledge is not sufficient. Our Process-based Domain-Driven
Data Mining-Actionable Knowledge Discovery (PD3M-AKD) framework explains its different phases to
consider and include additional factors from five perspectives of the business process. This PD3M-AKD
framework is also in line with the existing phases of current DM and D3M frameworks for considering and
including dataset and domain knowledge accordingly. Finally, we evaluated and validated our case study
results from different real-life scenarios from education, engineering, and business process domains at the
end.

INDEX TERMS Actionable knowledge, business process, data mining, data mining framework,
domain-driven data mining framework, data privacy.

I. INTRODUCTION
In today’s competitive and dynamic business environment,
the discovery of actionable knowledge has become an
exhaustive task as data mining frameworks were and are
still concentrating on considering dataset factors, i.e., data
types, dimensions, quality of data, etc. from dataset alone
to take organizational business decisions [1]. The discovery
of actionable knowledge highly depends upon the learned
rules that can directly or explicitly determine the specific
context that leads to actions [3]. Context refers to as ‘‘any
information that can be used to characterize the situation of an
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object’’ [4]. Context determines, ‘‘A system is context-aware
if it uses contextual information or services to provide a rele-
vant outcome to the users, where relevancy depends on user’s
tasks or actions’’ [5]. So, actionability determines how much
these contextual learned rules are useful for making action-
able decisions in a real business environment [6]. To make
organizational decisions by concentrating and considering
only the datasets through data mining (academia proposed)
frameworks may silo mislead the actual representation owing
to the absence of contextual part about the business domain
according to which data was created actually.

As in traditional DM frameworks [7]–[10], data miner
extracts the organizational data that are stored in differ-
ent Information System (IS) to generate hidden interesting
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FIGURE 1. The traditional data mining process.

FIGURE 2. Domain-driven data mining for actionable knowledge
discovery.

patterns and rules for the discovery of knowledge to take
organizational decisions as exhibited in FIGURE 1. There-
fore, the creation of edifice learned rules based on the auto-
matic assortment from the dataset that may be ‘innovative’
and ‘novel’ but not actually being accurately fitted in the
real-world business setting [11], as it lacks the involvement
of concerned contextual factors and domain experts while
generating the learned patterns. However, these factors alone
are not adequate for taking decisions to attain knowledge,
as did not provide the actual context that may cause the
interestingness gap between generated rules and the business
needs.

To overcome the issues, while generating actionable pat-
terns for actionable knowledge discovery, D3M frameworks
have been presented [3], [6], [10], [12]. The introduction of
D3M frameworks [6] revolutionized the field of discover-
ing actionable knowledge by transforming the ‘‘data-centric
knowledge discovery process’’ to ‘‘domain-driven data-
centric actionable knowledge discovery process,’’ according
to the real-world business needs.

D3M tries to reduce this academia-industry gap by adding
domain knowledge factors with experts experiences in the
DM process, as shown in FIGURE 2 while generating pat-
terns to make knowledge actionable [13]. Domain knowl-
edge is a specialized ‘background knowledge’ related to user
experiences, value, and insight required to attain mastery
and accuracy for a concise and clear understanding of the

domain-specific sphere. Domain experts [7] are the persons
who have the expertise to solve the specific problems in their
respective fields. They gain expertise by doing similar tasks
and solving problems according to the circumstances; after
that, the method is stored, and a rule of thumb has been
made to solve this type of situation [9]. The involvement of
domain experts (i.e., data miner, domain experts) and domain
knowledge factors such as background knowledge [9], envi-
ronment [10], constraints [11], users, etc., helped to analyze
the learned rules according to business context to discover
actionable knowledge.

These learned patterns generated by D3M frameworks
are although more closely associated with real-world busi-
ness needs for discovering actionable knowledge than those
formed out using traditional data mining, i.e., Knowledge
Discovery Database (KDD) frameworks. Still, there is a gap
between D3M generated learned rules and achieving actual
business goals due to missing the process-centric context
while making erudite learned rules for taking actionable
decisions [14].

The objective of our research is to improve the learned
rules’ actionability. Actionability is based on the interesting-
ness of erudite patterns, must be the consequence of a good
balance between the technical and business context. For this
purpose, we have analyzed: (1) What overall actions or tasks
are being performed in the business process. In a business
environment, processes are the fundamental building blocks
of organizational success. It played a crucial role compared
to any other factor by determining the contextual information
about the process which is executing its tasks in the real-
world. Whether it is a government or semi-government, each
organization has to manage numerous processes, i.e., order-
to-cash, sales-to-purchase, etc. Process and its execution
environment tell the underlying story to adapt to the new
circumstances and complying with the fast-growing business
requirements [15].

(2) In which sequence, different tasks are being performed.
Typically, the business process has a detailed description
prescribing about the context regarding how the underlying
taskmust or should be executed, i.e., described the real world-
way dependencies among tasks, as the output of one task
becomes the input for another task.

Data that has been generated by these underlying tasks
are recorded in the event log. An event log chronicles the
underlaying record ofwhat is actually happening in the under-
lying information system. So, the conceptual accumulation
of process generated data has emerged as a new way to gain
a clear picture of the underlying task behavior. Deprived
of adding an appropriate process-oriented execution context
can’t work effectively because the outcome of one process
task becomes the input of the next task [16].

(3) Under what certain conditions these tasks are being
performed. Moreover, it helps to distinct the typical tasks
into well-defined activities by identifying the roles and task
dependencies in the business processes. Each task is assigned
a set of triggering conditions and generates an effect of
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FIGURE 3. Process-based domain-driven data mining-actionable
knowledge discovery process.

its execution. Because the output of one task becomes the
input for another task, these input and output information
have been represented as data entities, defined the primitive
or complicated data variables in the information system [17].

(4) By whom the tasks are being performed determines
the role, i.e., agents who are suitable to execute a particular
process to achieve a specified business goal. To accomplish
specified tasks, the ‘role of actor’ played a crucial part.

(5)What data is provided and produced in performing these
tasks? Data generated by these tasks cavorted a crucial role.
As a process is nothing without data, and data is meaningless
without the context and ignoring the process in which it
accomplishes its tasks.

Data mining, domain-driven data mining, and process min-
ing technologies are being used separately in their respec-
tive world. To eliminate these limitations and issues, there
needs to be shifting the paradigm from ‘‘Domain-Driven Data
Mining’’ towards ‘‘Process-based Domain-Driven Data Min-
ing for Actionable Knowledge Discovery’’. By consolidating
data, domain, and process relevant factors, that leverage to
bridge these technologies together as shown in FIGURE 3.
Consequently, the decisions taken by entailing these process
generated data according to domain knowledge, make erudite
learned rules more actionable [18].

Therefore, our PD3M-AKD framework revolutionized the
field of the mining process. It helps to incorporate these
business process perspectives with domain and data factors
in various phases of mining frameworks, to make learned pat-
terns more actionable and interesting for enchanting smarter
decisions that are extra closer to real-world business needs.

This paper gives a detailed overview of our PD3M-AKD
framework that demonstrates real-life scenarios from educa-
tional, engineering, and business process domains to eval-
uate the results. Moreover, it empowers decision-makers to
orchestrate domain experts, process executer, and database
organizers regarding domain knowledge to make efficient
and more effective actionable business decisions to achieve
organizational goals.

The rest of the paper is structured as follows.
Section 2 presents a review of existing DM and D3M
frameworks and factors affecting actionable knowledge

discovery. Section 3 presents our PD3M-AKD framework
inclusion of additional factors from five business process
perspectives to find erudite learned rules and its usefulness in
the real business environment to discover actionable knowl-
edge. In Section 4, we evaluated and validated our case study
results from different real-life scenarios from education,
engineering, and business process domains at the end. Finally,
In Section 5, concluding remarks and future directions have
been demonstrated.

II. RELATED WORK: EXISTING DM AND D3M
FRAMEWORKS
This section aims to present the literature review related to
different DM and D3M frameworks closely related to our
proposed PD3M-AKD framework. We have reviewed many
leading frameworks that are recurrently being used and play
a leading role in the mining process from both domains.
DM frameworks, i.e., KDD [11], [13], Cross-Industry Stan-
dard Process for Data Mining (CRISP-DM) [14], Data Min-
ing Methodology for Engineering (DMME) [12] and D3M
frameworks, i.e., Domain-Driven In-Depth Pattern Discov-
ery (DDIP-PD) [3], Data Mining Integrated with Domain
Knowledge (DMIWDK) [9], Loop-Closed Iterative Refine-
ment Model [6], Domain-Driven Data Mining-Actionable
Knowledge Discovery (D3M-AKD) [19], Domain-Driven
Data Mining Knowledge-AKD (D3MK-AKD) [10].

In this paper, we have analyzed that the learned rules
actionability and interestingness are based on how much
conferring to these different DM factors (i.e., data context,
mining goals, technical context), D3M factors (i.e., domain
knowledge, domain experts, business context), and Process-
based factors (i.e., process description, process sequence,
process conditions, process performer and process data),
for enchanting smarter decisions, that are extra closer to
real-world business needs. Finally, we will present the sum-
mary table of our review to foster a better understanding of
the PD3M-AKD framework.

KDD [11], [13] is an iterative and interactive process that
comprises six phases (i.e., selecting the data, pre-processing,
transformation, data mining, interpretation, and evaluation of
patterns) consolidating the technical factors for the discovery
of knowledge. In these phases, KDD had excellent support
to focus on just DM factors: data context, goal mining, and
technical context for generating more interesting and inno-
vative patterns. Nevertheless, it doesn’t support the D3M
factors, i.e., domain knowledge, domain experts, and business
context, and Process-based factors, i.e., process description,
process sequence, process conditions, process performer, and
process data that are affecting in the real business environ-
ment, while performing the mining task. Therefore, deprived
of entailing these D3M and process-based factors lacks
integrity and adeptness to depict the actual business needs
while achieving actionable knowledge.

DMME [12] specifically designed for the fourth industrial
revolution and engineering applications that provide a holistic
view for analyzing analytical business decisions in the pro-
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duction domain that support the satisfaction of necessary
preconditions for successful implementation of data-driven
processes analysis. It has very good support to transforms
the business goals into measurable technical goals by accu-
mulating technical understanding, technical realization, and
technical implementation regarding domain by extending the
existing CRISP-DM framework. Nevertheless, still without
the involvement of domain experts regarding business context
and process-based factors, i.e., process description, process
sequence, process conditions, process performer, and process
data in the mining process that is affecting in a real business
environment.

CRISP-DM [14] is well-organized, structured, and pre-
cisely defined as an industrial framework to extract knowl-
edge for business success according to business needs.
It entails a cycle that encompasses six phases (i.e., busi-
ness understanding, data understanding, data pre-preparation,
modeling, evaluation, and deployment). Although, these
phases have adequate support to different DM factors,
i.e., data context, mining goals, and technical context with
the business context have been considered during the mining
process. However, deprived of concentrating D3M factors,
i.e., domain knowledge, domain experts, and Process-based
factors, i.e., process description, process sequence, pro-
cess conditions, process performer, and process data, the
mining process do not depict the actual business situation.
So, the generated learned rules may be more innovative
and efficient, but difficult to adapt in the real business
environment.

DDIP-PD [6] has been developed as an iteratively interac-
tive in-depth pattern mining process in a constrained-based
manner that embeds significant support in domain-specific
context with domain experts involvement that eradicates
the complexities of the knowledge discovery process. The
DDIP-PD comprises numerous phases: 1. problem under-
standing, 2. constraint analysis, 3. data understanding, 4. data
pre-processing, 5. modeling, 6. result evaluation, 7. results
post-processing, 8. deployment, 9. knowledge delivery, and
report synthesis for smart decision making. To enhance the
actionability of learned rules, DDIP-PD phases consider the
good support to the DM factors, i.e., data context, min-
ing goals, technical context, and D3M factors, i.e., domain
knowledge, domain experts (technical and business analysis),
business context, to a degree it satisfied both the technical
and business needs to achieve the maximum mining goals
according to business context. Although, DDIP-PD incor-
porate numerous factors based on data and domain knowl-
edge but still ignore the presence of process-based factors
(i.e., process description, process sequence, process condi-
tions, process performer, and process data) that are represent-
ing the real business context while generating learned rule for
the discovery of actionable knowledge.

D3MK-AKD [9] considered the business’s technical,
economic, social aspects for developing and deploying
actionable knowledge. In these phases (i.e., business
understanding, ii. constraints analysis, iii. pe-processing

iv. modeling, v. Post-processing, in-depth mining patterns,
vi) deployment, vii) feedback) good consideration of the DM
factors, i.e., data context, mining goals, technical context, and
D3M factors, i.e., domain knowledge, business context from
the real world, and make assure that the data being restruc-
tured and correct according to business demand. However,
to some extent, it supports the domain experts involvement
during the mining process. However, while analyzing the
D3MK-AKD framework, we have observed that although
considered the DM and D3M factors, enhancing the technical
and business interestingness helps to improve learned pat-
terns’ actionability. It still ignored the process-based factors,
i.e., process description, process sequence, process condi-
tions, process performer, and process data, that depict the
actual execution of tasks to generate erudite learned rules for
making actionable business decisions.

In [10] examined DMIWDK to solve the real-world
problems and attain actionable knowledge by integrating
DM factors: i.e., data context, mining goals, technical con-
text, and D3M factors, i.e., domain knowledge, domain
experts, the business context that played a crucial role in a
constraints-based manner. To find the learned rules action-
ability, domain knowledge has been imparting excellent sup-
port in different phases, i.e., understanding the mining tasks,
pre-processing the data according to the domain experts expe-
rience, selecting the algorithms, and tuned the parameter val-
ues to find interesting and actionable knowledge. Although
DMIWDK improved the knowledge discovery process by
adding DM and D3M factors, it still did not consider process-
based factors, i.e., process description, process sequence,
process conditions, process performer, and process data that
depict the actual situation of the business process. Without
considering these processes, associated factors didn’t depict
the underlying execution of tasks impacting their part while
generating erudite actionable patterns.

In Loop-closed Iterative Refinement Model [11] presented
the extended version of DDID-PD for actionability enhance-
ment in the real-world environments rather than demon-
strating algorithms. The outcome of this retrospection and
rethinking is a paradigm-shifting from traditional data-driven
data mining towards domain-driven target-oriented research
and development by considering the different DM factors
(i.e., data context, mining goals, technical context), D3M
factors (i.e., domain knowledge, domain experts, business
context) the constraints-based manner in the knowledge dis-
covery process for satisfying real business user’s needs.
Despite considering these several datasets and domain knowl-
edge factors in different phases of their frameworks, the
learned rules still showed a lack of actionability due to miss-
ing support of process-based factors, i.e., process descrip-
tion, process sequence, process conditions, process per-
former, and process data. There is needed to add the contex-
tual process-based factors to take more actionable business
decisions while generating erudite learned rules.

D3M-KDD [19] has specifically developed by consider-
ing the DM factors, i.e., data context, mining goals, and
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TABLE 1. Review summary of DM, D3M, and Process-based factors.

technical context, with the maximum consideration of D3M
factors, i.e., domain knowledge, domain knowledge experts
according to business context for taking interesting and
actionable business decisions. The actionability of learned
rules has a more significant influence on making decisions
than just exploring the technically innovative and efficient
rules. D3M-KDD has been entailed an effective and practical
approach by involving technical and business context with
domain experts in the AKD process. However, the absence
of process-based factors, i.e., process description, process
sequence, process conditions, process performer, and pro-
cess data hindered the discovery of erudite learned rules for
applicable, actionable knowledge discovery fulfilling busi-
ness adeptness.

Table 1 presented the review summary of DM, D3M, and
Process-based factors discussed in the literature.

III. METHODOLOGY
The evaluation of the PD3M system caters to the significance
of factors for generating erudite actionable patterns (P) from
technical and business contexts in different phases of the
PD3M-AKD framework. Different types of data, domain, and
event log repositories have been used to extract data from
numerous resources, as shown in FIGURE 4.

Data Repository (DR): It stored the operational data gen-
erated by the Information System maintained by the database
administrator. DR contained Data Mining factors (DMf )
(fi,..fn) that represent DMf (i.e., data context, mining goals,
technical context, etc.) selected by the data miner to perform
the mining operation [21].
Event-log

Repository (ER):It holds the real-world process generated
data with their attributes such as the case-id, the timestamps,
the resources, etc. relevant information in the event log [14].
The process engineer maintained the event log by attaining
information from the process participants. The event log

FIGURE 4. PD3M-AKD repositories.

repository holds the Pf , Pf (fk..fn) as (i.e., process descrip-
tion, process sequence, process conditions, process performer
and process data, etc.) selected by the process miner to be
used in the decision-making process.

Domain Knowledge Repository (DKR): It contains the
business regarding guidelines and knowledge to perform cer-
tain organization activities. Domain knowledge [22] is a spe-
cialized ‘background knowledge’ related to user experiences,
value, and insight required to attain mastery and accuracy for
a concise and clear understanding of the specific sphere’s
domain. Domain experts [7] are the persons who have the
expertise to solve the specific problems in their respective
domain, maintained the DKR having Domain Knowledge
factors (DKf ), DKf (fj. . .fn) as (i.e., domain knowledge,
domain experts, business context, etc.).

As the origin of different data causes at a different level of
granularity, and the providence shows the detailed description
and casual relationship among tasks and its contexts in the
process [23]. The selection of relevant factors eliminates the
extraneous and irrelevant factors from the dataset to improve
the performance in terms of accuracy and time to build the
model. The selection of appropriate factors for performing
the evaluation, these repositories have been used to make
smarter decisions that are extra closer to real-world busi-
ness needs. Where (fi,..fn) represent DMf (i.e., data context,
mining goals, technical context, etc.), (fj. . .fn) represents
D3Mf (i.e., domain knowledge, domain experts, business
context, etc.), and (fk..fn) represent Pf (i.e., process descrip-
tion, process sequence, process conditions, process performer
and process data, etc.) at a different phase of PD3M-AKD
framework.

Data miners, domain experts, process miners, and pro-
cess executers work collaboratively to analyze which factors
impart their part for generating erudite patterns to condense
the academia-industry gap [20]. To analyze which factors
impart a crucial role, calculate the support and confidence of
these erudite patterns.

Confidence =
DMF + D3MF

D3MF

Support =
DMF
|D|
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FIGURE 5. PD3M-AKD framework.

AKD(P) =

i,j,k∑
DMfi ∈ DMfN
DKfj ∈ DfN
Pf ∈ PfN

DMf i,DKf j,Pf K

Where Pf = (Pf k1 + Pf k2 + . . .Pf kn),

DKf = (DKf j1 + DKf j2 + . . .DKf jn),

DMf = (DMf i1 + DMf i2 + . . .DMf in)

IV. PROPOSED PD3M-AKD FRAMEWORK
This section describes our proposed framework, PD3M-AKD,
shown in FIGURE 5. The aim of the PD3M-AKD framework
is the inclusion of process-based factors from the perspectives
of a business process to find more erudite applicable learned
patterns. So, in this framework considerate the inclusion
of data, domain, and process-based factors in the mining
process that aids to overcome the inadequacy in existing
phases. The availability of process log-data in the mining
process opens a new era for generating erudite actionable
patterns to accomplish the maximum organizational ben-
efits. Knowledge actionability entails an essential part of
the process-based factors that have not been considering
in the existing D3M frameworks. Moreover, our proposed

framework facilitates eliminating the deficiencies, reviewed
in section II, that causes the generation of erudite learned
rules for actionable knowledge discovery.

A. UNDERSTANDING MINING TASK
Understanding the mining task is not straight-forward, but
relatively an evolutionary, recursive, and participative pro-
cess. As in the business process, various tasks have been exe-
cuted in a specific order of sequence across time and place,
with evidently recognized input and output to accomplish
these tasks. It consists of five subprocesses:

Determining the business objective:Domain background
knowledge, business objectives and success criteria, business
scope, business interestingness.

Assessment of resources: Organizational resources,
requirements, risks and contingencies, cost, and benefit.

Determine datamining goals:Datamining goals and data
mining success criteria.

Produce project plan:Assessment of tools and techniques
Process-based

factors: Understand the objectives by considering
process-based factors, i.e., process description, process
sequence, process conditions, process performer, and process
data.
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Accumulating these relevant factors concerning process
context postulate, 4WH (What, When, Who, Where, How)
while understanding the mining task for setting organiza-
tional goals. Because data, domain with the underlying pro-
cess definition tell the actual story, aid in bridging the gap
while understanding themining tasks and the actual execution
of the mining process to achieve the organizational goals.

B. CONSTRAINTS ANALYSIS
For the discovery of actionable knowledge, constraints are
imparting a crucial part. Our PD3M-AKD framework con-
sidered the data constraints, domain constraints, interesting-
ness constraints, deployment constraints, and process-based
constraints. Different types of constraints repositories such
as the Data Constraints Repository (DCR), (i.e., data con-
straints, task data, block data, etc.), Domain Knowledge
Constraints Repository (DKCR), (i.e., domain knowledge,
domain restrictions, business rules, etc.), and the Process
Constraints Repository (PCR), (i.e., process sequence, pro-
cess conditions, process performer and process data, etc.)
considered. Data miners, domain experts, and process miners
select these constraints to achieve the business objectives.

The process-based constraints determined the actual exe-
cution order and dependencies among the tasks. For example,
in [25] sequencing, i.e., Task-B can only be started when
its predecessor Task-A has finished its execution. In parallel
split, i.e., Task-B and Task-C can be executed concurrently
after Task-A has finished its execution (i.e., after enrollment
of fee, the student can create a student profile and course reg-
istration activities simultaneously), etc. The process is every-
thing in the business process while executing the tasks. So,
these process-based constraints help to analyze the technical,
economic, and social aspects in the process while develop-
ing and deploying actionable patterns to discover actionable
knowledge.

C. DATA UNDERSTANDING
Understand the provenance of data items, according to
domain knowledge and experts experience (i.e., data miner,
process executer, process controller, domain experts, etc.)
that include information about the process-based domain-
specific data stored in the event log for analysis. Because
the provenance of the data keeps track of all the internal
information about the process, data-in, data-out, the execu-
tion order of tasks, and the task being performed, as these
heavily influenced the data elements. These data elements
have been integrated with the process tasks, describing which
data objects have been used as input during the execution
of the task (i.e., patient age, loan amount) and what the
output data have been generating while task execution (i.e.,
outcome).

The provenance model defines the contextual informa-
tion of the data stored in the event log. So, consider the
process-based data patterns: i.e., data visibility, data inter-
action, data transfer, data-based routingpatterns, etc. while
understanding the data provenance. It helps to postulate

efficiency and effectiveness while mining the results because
the number of process factors influences the outcomes.While
performing the ETL process, DR, DKR, and PR provide the
contextual provenance while understanding the data.

D. PRE-PROCESSING ANALYSIS
At the pre-processing phase, consider the data provenance
during the data extraction, transformation, and loading
process as numerous process-based factors, i.e., process
description, process sequence, process conditions, process
performer, and process data with domain knowledge effect
during the preparation of the event log. The provenance of
the data stored in the process models considers the appro-
priate process model for the pre-processing data. The pro-
cess executor engine mainly focuses on the process-parsing
engine (i.e., process-definition, parsing process, and com-
pliance checking), process-scheduler (i.e., time scheduling,
tasks-dependencies), process definition that determines the
metadata for maintaining the relevant factors in the event log
repository.

According to the mining process’s objective, data miner,
domain expert, and process miner work collaboratively to
select DM, D3M, and ER to analyze the most relevant factors.
Where f represents the total no. of factors, and the proportion
of instances that belong to class i. (fi,...fn) represent DMF,
(fj..fn) representD3MF, (fk..fn) represent different data prove-
nance factors effect at a different phase of the PD3M-AKD
framework. It helps identify the factors that impact the most
significant part to determine the erudite patterns and need to
be analyzed regarding domain-specific (i.e., education envi-
ronment/ level), context-aware (i.e., semester system, annual
system) manner for pre-processing the data.

E. MODELING AND PATTERN IDENTIFICATION
Usually, this phase gives an analytical representation of
’as-is’ processes in an organization and compares it with
’to-be’ processes for making them more efficient and useful
patterns. In PD3M-AKD, discover the interesting and action-
able pattern using the DM algorithm and learning pattern
results using manual, semi-automatic, or automating pat-
tern recognition techniques. The rule-based pattern identi-
fication method used to provide uniform modeling patterns
that emerged regarding the provenance of process, data, and
domain context to examine how tasks have been executing to
streamline and optimize their objectives [27].

F. RESULT EVALUATION
PD3M-AKD results evaluation is based on considering the
data, domain, and process-based factors. It determines the
context that transforms ‘actionable patterns’ to ‘erudite
actionable learned rules. This phase aims to evaluate either
process-based factors impacting to achieve maximum desired
outcomes or not delivering expected results while attaining
actionable knowledge.

Moreover, different stakeholders, i.e., process controller,
data miner, and domain experts, engaged in evaluating the
results. They assist in analyzing those factors’ that imparting
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their role while generating the result and analyzing them
regarding the business objectives [28]. Therefore, by converg-
ing these factors mentioned above, conferring with domain
experts in the mining process leverages for producing more
concise and actionable knowledge [29].

So, the improved accuracy of process-based patterns com-
pared to data and domain patterns reveals that process-based
factors have a dependency and played a more significant part
while generating erudite actionable results.

V. CASE STUDY
Education Process Mining (EPM) combines process min-
ing techniques with educational data to provide students,
instructors, and researchers with the knowledge to benefit
from the educational process. Its objective is to construct a
complete and compact educational process that helps analyze
students’ performance from a different context, showing dif-
ferent aspects of the educational environment. Three primary
types of process mining techniques are discovery (deriving
information from the original process), conformance (detect-
ing, locating, and explaining deviation from the modeled
process to the actual one), and extension (extended with new
aspects by eradicating existing bottlenecks) [15].

In this paper, we focused on educational process moni-
toring and evaluation techniques using performance analysis
and conformance checking by analyzing which factors impart
their part to generate erudite actionable patterns to enhance
business performance.

Conventional, DM techniques such as association [30],
clustering [27], classification [4], regression applied to the
data generated by information systems to predict the behavior
and performance of the students deprived of concentrating on
the underlying process being executed in the system. EDM
techniques [32] are not process-centric and don’t concentrate
on the event log generated data. On the other hand, EPM [33]
is a process-centric approach, thereby considering the event
log generated data to make the hidden patterns more eru-
dite and actionable while taking decisions. These techniques
help to analyze the students’ performance and facilitate the
directors, faculty instructors, advisors, and policymakers to
improve the education process [34].

However, a limited number of studies have been done in
EDM and EPM to analyze which factors impact their part
to improve the entire student learning process and evaluate
student performance [35].

The data under the study presented, taken from the edu-
cation domain of the university, Course Management Sys-
tem (CMS), Student Learning Management System (LMS),
and Faculty Management System (FMS) of session 2014 to
2018 as shown in FIGURE 6. The CMS system represents
the course selection, allocation of the instructor, enrollment
of the students, class formulation and section development
process, etc., and LMS includes students’ profiles data, exam-
ination results, and detailed descriptions of their learned
courses. FMS includes information about faculty profile,
education, specialization in a domain, courses taught and

FIGURE 6. Event log of a course management system.

expertise, etc. [36]. Each student, course, and instructor have
a unique identifier (i.e., Std-id, Course-id, Instructor-Id).
It generates the event log that corresponds to a set of process
instances in the educational process. Each event refers to an
activity that is related to a specific process instance. An event
can have a timestamp (i.e., session of the semester) and a
performer (i.e., an actor who performed a task).

To evaluate the usefulness of the PD3M framework,
we performed an analysis of the university data set of 3
different sessions. We call them Session 1, Session 2, and
Session 3. The university data must be kept anonymous.
In collaboration with domain experts and process executor
admin, 10 tasks regarding the courses, instructor, and students
from each section, i.e., Section A, Section B, Section C, have
been selected. The data set was prepared at the pre-processing
stage. In section, A perform DM analysis having factors,
i.e., CGPA, attendance of the student, marks. Section B
for D3M analysis by integrating domain knowledge factors,
i.e., subjects, their class performance, internal assessment
grade, CGPA, attendance of the student, marks, etc., and
in section C considered the process-based factors: process
sequence, i.e., course learning order (dependency among
courses), process performer, i.e., the role of instructor, who
is performing the particular role, process conditions: set of
courses and their relationship, how well under certain con-
ditions by integrating domain knowledge with process-based
contextual data. A typical process-flow of course allocation
process, as shown in FIGURE 7.

VI. RESULTS EVALUATION
The objective is to analyze the insight knowledge of the
learning process. To examine the event log data and gener-
ate erudite actionable patterns, data miner, domain experts
(HOD, Advisor), and process executor (Advisor, Instructor)
work collaboratively. The domain knowledge is required to
determine the performance measure of a business process,
assist in analyzing the event log [37].

According to our criteria, question 1, what overall
actions or tasks are being performed in the overall busi-
ness process. Results showed that process-based factors,
i.e., what overall actions being performed in the educational
process, impact a lot while evaluating students’ performance
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FIGURE 7. Process-flow of the course allocation process.

FIGURE 8. Course formulation process.

conferring to the contexts. As, in the business environment,
each task is the fundamental building block of the executed
process to organizational success, it played a crucial role
compared to any other factor by determining the process’s
contextual information [15]. According to our criteria ques-
tion 2, in which sequence different tasks are being performed.
The resulting patterns showed that the sequence of tasks
and their relationship, i.e., course dependencies on other
courses, have excessive influence while evaluating the stu-
dents’ performance. The retain-familiar approach [32] has
been used to examine the sequence in which the task has been
performed, as one course depends on forthcoming courses.
For example, the student’s outcome in the Programming
Language (PL) course has influences on their subsequent
Object-Oriented Programming (OOP) course performance.
Moreover, the instructor’s role having expertise and domain
knowledge in the PL course gave a better understanding to a
student in clearing the concepts that impact on the student’s
grades.

On the other hand, according to our criteria question 3,
by whom the tasks are being performed, the instructor’s role
played a significant role while performing a specified task.
For example, having expertise in networking cannot give a
good outcome in the OOP course. These results depend on
the PL course’s performance taught in the previous semester
and the role of the instructor who taught this course. Retain
familiar approach helps to analyze the students’ performance
in the OOP course depending on their prior task, as shown
in FIGURE 8. The instructor’s expertise and their domain
knowledge in the course allocation process are impacted.
Because background knowledge in the previous subject
and the instructor teaching method impacts the course out-
come. Moreover, performing conformance checking helps to

FIGURE 9. Course allocation dependency graph in Petri-net.

analyze the performance of the instructor in related courses,
and the instructor preferred to take the courses according to
his / her expertise in their respective field.

Under certain conditions, these tasks are being performed
[38]. The students’ performance is measured under the par-
ticular conditions, i.e., the execution order of the tasks, con-
straints followed while executing the tasks, and by whom the
tasks are being performed the dependency graph of tasks and
the conditions followed.

For example, in the case of class formulation, differ-
ent roles (i.e., instructor) have been allocated to a case
(i.e., courses) having different capabilities regarding their
domain expertise [39]. There exists a dependency among
courses that students have been learning in different
semesters. In the next semester, when they learned advanced
courses based-on these prerequisite courses [40]. Their per-
formance depends on previous knowledge and concepts
regarding the subjects they learned, directly correlated with
an instructor’s expertise taught in the previous semester.
Based on theseDMf, DKf, and Pf, the following patterns have
been generated as shown in (1-3) equations. Performance is
evaluated by calculating the support and confidence of these
selected factors.

[OOP = ‘‘Good′′
∧ Session

= ‘‘M ′′] → Grade = ‘‘Good′′[accuracy = 64%] (1)

[OOP = ‘‘Good′′
∧ Session

= ‘‘M ′′
∧ Instructor = Ali] → Grade = ‘‘Good′′ (2)

[accuracy = 73%]

[PL = ‘‘Good′′
∧ Instructor = ‘‘Ali′′ ∧ OOP

= ‘‘Excellent′′ ∧ Session = ‘‘M′′and Instructor

= Ali] → Grade = ‘‘Excellent′′[accuracy = 92%] (3)

The resulting erudite patterns set can be processed in a
semi-automated way and the process model Petri net graphs
[41] to analyze the patterns of students’ ability by considering
the DMf, DKf, and Pf as a predictor parameter as shown in
FIGURE 9. To analyze the student’s behavior from the event
log, the process mining ProM tool [42] is used for actual
process model discovery.

The student’s performance and corresponding results help
to identify the constraints that should apply during the
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FIGURE 10. Data-in and data-out.

Wcourse allocation process. It also helps the advisors and
instructors to manage their classes, analyze their teaching
process, and the students’ learning process while evaluating
students’ grades and performances.

According to our objective 5, what data is provided and
produced in performing these tasks, considered the domain-
specific, process generated business benefit data involve-
ment for analysis [43]. Data elements heavily influence the
execution order of tasks, that are integrated with the control-
flow tasks that consider from where the input and output of
the data have been generated [37].

For example, in the student evaluation process, as dis-
cussed in FIGURE 10, courses are evaluated based on the
grades in the respective courses. Moreover, it defines the
allocation of courses (C1 and C2) to instructors accord-
ing to their expertise. FIGURE 11 discusses the allocation
graph of instructors to respective courses.What dependencies
of resources (i.e. instructors) are impacting the courses for
generating patterns? We used a retain- familiarity approach
for generating the patterns as discussed aforementioned pat-
terns. For example, in the class formulation process, students’
results cannot be considered until they pass out in the internal
evaluation, i.e., attendance, midterm, quizzes, etc. while eval-
uating course results. Therefore, the evaluation is based on the
internal assessment as input for overall course evaluation.

To evaluate the performance, we draw a graph representing
students’ performance and the instructors in the courses by
patterns generated by DM algorithms. Patterns are gener-
ated in association with domain knowledge and the patterns
generated by integrating domain knowledge with process-
based generated data. FIGURE 12 shows the comparison
results based on traditional DMf (GPA, semester, etc.), DKf
(background knowledge in the domain, instructor expertise,
etc.), and Pf is the PL course. It showed that students’
performance improved while considering process-based fac-
tors, i.e., course learning order (dependency among courses),
resource allocation factors i.e. role of instructor, who is per-
forming a certain role. during the evaluation of grades in the
PL course.

FIGURE 13 shows the comparison results based on tra-
ditional DMf (GPA, semester, etc.), D3M factors (back-
ground knowledge in the domain, instructor expertise, etc.),

FIGURE 11. Course allocation graph.

FIGURE 12. Students performance evaluation in PL.

FIGURE 13. Students performance evaluation in OOP.

and Pf in the course of the OOP course. It showed that
students’ grades performance impacted while considering
Pf, i.e., course learning order (dependency among courses),
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FIGURE 14. Students performance evaluation in OOP base on PL.

resource allocation, i.e., the role of instructor, who is per-
forming a certain role (instructor) during the evaluation of
grades in OOP course. FIGURE 14 compared the results
of student performance in the OOP course based on retain-
familiar approach on the PL course. After evaluating student
performance, the instructor’s role and previous knowledge of
the domain have an impact than just considering DMf and
DKf. The instructor having expertise and domain knowledge
in programming subjects gave a better understanding to the
student in clearing the concepts, impact the performance of
the student’s grades. On the other hand, the instructor having
expertise in networking cannot give a good outcome in the
OOP course. So, the grades depend on the PL course taught
in the previous semester as well as the instructor who taught
this course. Retain familiar approach help to analyze the
performance of course regarding dependencies of a prior task.

VII. CONCLUSION
In today’s technological era, organizations rely on the infor-
mation system to manage their business process. Our pro-
posed PD3M framework has done a significant contribution
in the data mining field by takingmore appropriate actionable
decisions, as it specifically deals with process relevant infor-
mation according to business objectives. The contribution of
this paper is multi-fold. Firstly, the decisions taken by entail-
ing these process-based factors according to data and domain
knowledge, make erudite patterns more actionable. As the
process is nothing without data, and data is meaningless with-
out the process and its context. So, ignoring these process-
based factors, the generated patterns may be innovative and
efficient but not actionable to be applicable in the real-world.
Secondly, there is a clear recognition for the domain experts
and business experts in the phases of the PD3M framework
for erudite actionable patterns generation. as they faced the
consequences of decisions taken during the mining process.

Therefore, incorporating these process-based domain
knowledges concerning factors with the consideration of
domain experts in mining process phases, makes learned pat-
terns more actionable and interesting for enchanting smarter
decisions compatible with real-world business needs. A case
study from the educational domain has been presented to

evaluate our results, showing how process-based factors are
used along with data and domain knowledge factors to model,
analyze, and improve the mining process. After evalua-
tion, results show that learned rules actionability improved
when process relevant factors were considered from the
above five perspectives of a business process compared
to the rules learned merely considering factors only from
dataset or domain knowledge. Our proposed framework helps
to eliminate the deficiencies, causing the generation of eru-
dite patterns for actionable knowledge discovery. Future
research could evaluate how process-based patterns yield a
better understanding of the implications of taking actionable
decisions.
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