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ABSTRACT Reliable and accurate real-time traffic flow state identification is crucial for an intelligent
transportation system (ITS). This identification is a prerequisite for alleviating traffic congestion and improv-
ing highway operation efficiency. In this paper, we propose an improved traffic flow state identification
model that is based on selective ensemble learning (SEL). First, we adopted the fuzzy C-means (FCM)
clustering method to divide the traffic flow data into three main kinds of traffic flow states and obtained the
parameters that correspond to each kind of traffic flow state. Second, we applied the random subspace (RS)
algorithm as the ensemble method and support vector machine (SVM) model as base learners to construct
the RS-SVM ensemble model for traffic flow identification. Significantly, the discrete binary particle
swarm optimization (BPSO) algorithm with global optimization search ability was employed to select the
classifiers obtained by the random subspace training in the ensemble system. We experimentally validated
the effectiveness of the proposed BPSO–RS-SVM-SEL approach. The research results reveal that compared
with other classical traffic flow state identification methods, the proposed model has a higher maximum
accuracy of 98.68%. It can be seen that our model improves the classification accuracy of traffic flow state
identification and the difference in the ensemble system to a certain extent.

INDEX TERMS Traffic flow state identification, fuzzy C-means clustering, random subspace algorithm,
selective ensemble learning, machine learning.

I. INTRODUCTION
With the continuous expansion of highway networks and the
increase in the number of vehicles in cities and on highways,
the traffic environment is deteriorating and traffic congestion
is worsening. Evidence from developed countries indicates
that an intelligent transportation system (ITS) is the most
effective way to solve traffic congestion and improve the level
of traffic management [1], [2]. Highway traffic state identi-
fication is a vital component of an ITS and can significantly
realize traffic management and traffic flow guidance [3]–[5].
Obtaining accurate and timely traffic state information is
necessary for individual travelers and related managers. With
the current explosion of traffic flow data, identifying traffic
flow states with big data technology is crucial to ensure
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safe travel and develop a superefficient navigation design,
which may help travelers make informed travel decisions and
maximize the efficiency of the limited network space and
time resources.

Traffic state identification refers to the use of qualita-
tive or quantitative indicators to judge the running state of
the road under certain time and space conditions to pro-
vide different references for managers and travelers. With
the development of intelligent transportation systems, traffic
state identification has become a hot topic in the transporta-
tion field. In recent years, a variety of effective traffic flow
state identification methods have been developed.Wang et al.
built a model of general stochastic macroscopic traffic flow
and proposed an approach to the real-time estimation of
the complete traffic flow state on freeway segments based
on the extended Kalman filter [6]. Nagai et al. investigated
the traffic states and jamming transitions induced by a bus
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(slow car) in two-lane car traffic [7]. Kong et al. presented an
information-fusion-based approach to the estimation of urban
traffic states, which integrates the federated Kalman filter and
evidence theory; the test results illustrated that the proposed
approach can be used in urban traffic applications on a large
scale [8]. Billot et al. combined online traffic state estima-
tion within a Bayesian framework, particle-filtering tech-
niques and a parameterized first-order macroscopic mode.
The experimental results showed the benefits of integrating
the impact of rain in traffic state estimation [9]. Minh et al.
proposed a real-time traffic data collection policy that is
based on the ‘‘3R’’ philosophy, which is a unique vehicle
classification method, and a reasonable traffic state quantifi-
cation model for traffic state estimation. The experimental
results reveal the effectiveness and robustness of the proposed
solutions [10]. Antoniou et al. presented an approach for
local traffic state estimation and prediction, which exploits
available (traffic and other) information and uses data-driven
computational approaches [11]. Li et al. proposed an ensem-
ble learning framework to appropriately combine estimation
results from multiple macroscopic traffic flow models; the
framework can automatically ensemble the information from
each individual estimation model based on their performance
during the selected regression horizon [12]. Seo et al. applied
conservation law for reasonable aggregation of the spacing
data to acquire the traffic state and proposed a method for
estimating a traffic state that is based on probe vehicle data
and contains the spacing and position of probe vehicles [13].
Khan et al. integrated connected vehicle technology with an
artificial intelligence (AI) paradigm to form a continuously
variable transmission (CVT)-AI method to increase the real-
time roadway traffic condition assessment accuracy [14].
Seo et al. conducted a survey of highway traffic state meth-
ods, which is a topic that has attracted a substantial amount
of attention in recent decades, presented the current state
of traffic safety evaluations (TSE) research and proposed
future research directions [15]. Ryu et al. adapted aK-Nearest
Neighbor model for the application of the proposed state vec-
tor and proposed a method for constructing traffic state vec-
tors by using mutual information. The experimental results
for real-world traffic data show that the proposed method of
constructing a traffic state vector provides reasonable predic-
tion accuracy in short-term traffic prediction [16]. Su et al.
presented a traffic state forecasting method using adaptive
neighborhood selection that is based on an expansion strategy
to search manifold neighbors and obtain higher precision
withmanifold neighbors. The results of extensive comparison
experiments indicate that the proposed model can produce
more accurate forecasting results than other classic algo-
rithms [17]. Bao et al. proposed a multi-index fusion clus-
tering strategy that is based on the fuzzy C-means (FCM)
clustering method to improve the identification accuracy of
traffic flow states [18]. Tang et al. proposed a hybrid method
that combines clustering methods and adopted type-2 fuzzy
C-means and spatiotemporal correlation to predict future
traffic trends based on an artificial neural network [19].

With the development of big data technology [20], [21],
machine learning [22], [23] and deep learning [24]–[26]
methods have been applied for the identification of traffic
conditions and have achieved excellent results [27]–[29].
Rao et al. proposed an interval data-based k-means clustering
method for traffic state identification at urban intersections
and demonstrated the effectiveness of the proposed method in
traffic state identification at urban intersections [30]. Xu et al.
proposed a novel deep learning framework and used informa-
tion from adjacent links to estimate the road traffic states [31].

Accurate real-time traffic state identification of highways
is an important foundation of scientific traffic management.
It is very meaningful to fully utilize the information provided
by detectors on a real-world highway and to carry out a study
of traffic flow state identification. By the reviews and analysis
of existing traffic state identifications researchmethods, it can
be determined that research on traffic state identification are
mostly based on the single machine learning method and
degrade the accuracy for traffic state identification models to
a certain extent. In addition, due to the ambiguity of the traffic
state, there is no clear boundary between different traffic
states. Quantifying and describing the traffic states with exact
values are difficult. In this study, to propose a simple but
efficient traffic state identification model, we innovatively
combined unsupervised learning with supervised learning
and use ensemble learning to improve the performance of a
single machine learning model, which enhances the accuracy
and robustness of traffic state identification. More specifi-
cally, we introduce the analysis method of fuzzy clustering.
The FCM clustering method, which is based on unsuper-
vised learning, is employed to adaptively classify the traffic
state, and the parameters that correspond to each category
of traffic state are obtained. Ensemble learning can improve
the performance of a single machine learning algorithm,
which enhances the accuracy and robustness of traffic state
identification. The support vector machine (SVM) model
is used as the base classifier. The random subspace (RS)
ensemble algorithms are utilized to divide feature subsets
and train the base learner SVM. The discrete binary particle
swarm optimization (BPSO) algorithm is applied to select
the classifiers in the ensemble system. A hybrid highway
traffic state identification model that is based on FCM, BPSO
and the RF-SVM selective ensemble is constructed. This
paper presents the approach of using the selective ensemble
learning (SEL) method, which is devoted to traffic flow state
identification on a highway, with application to an experiment
to verify the performance. The research findings can deliver
the real-time and accurate highway traffic state, which can
provide a solid and scientific decision-making basis for traffic
managers. In addition, the proposed approach for traffic flow
state identification can reduce the storage overhead of the
model.

The remainder of this study is arranged as follows:
Section II introduces the methods and relevant theories to
the research; Section III introduces the proposed model for
traffic state identification; Section IV verifies whether the
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proposed model is effective and discusses the results; and
Section V concludes the study and presents future research
opportunities.

II. METHODOLOGY METHOD
A. FCM CLUSTERING MODEL
Before identifying the traffic flow state, it is necessary to
cluster the original traffic parameter data to obtain the corre-
sponding traffic state metrics. The classification of the traffic
state determines the effectiveness of the traffic state iden-
tification. The traffic flow state holds fuzzy characteristics.
For example, people often use fuzzy descriptions, such as
congested and uncongested, to distinguish traffic conditions.
There is no clear boundary between different traffic states,
which hinders the quantitative description of these states.
Therefore, we introduce the fuzzy cluster analysis method
and use the membership function to explain the fuzzy phe-
nomenon. The purpose of clustering is to recognize traffic
state groupings of a large data set to provide a more sophis-
ticated representation of a traffic system, specifically, when
the range of available data is too large. The FCM cluster-
ing model is a representative method of fuzzy clustering
analysis. This model is an unsupervised clustering method
that is based on objective function minimization [32]. The
method attributes clustering analysis to a constrained nonlin-
ear programming problem and obtains fuzzy partitioning and
clustering of clustered data sets via optimization [33], [34].
Therefore, we use the FCM clustering model to distinguish
traffic states.

The basic idea of the FCM clustering model is based
on determining where the similarity among objects that are
classified in the same category is the largest and determining
where the similarity among different categories is the small-
est. The membership degree is the degree to which the object
x belongs to the set A, which is denoted by µA (x). Assume
X = {x1, x2, . . . , xn} is the traffic flow data set. The objective
function of the FCM clustering can be expressed as

JmFCM (U ,A,X) =
c∑
i=1

n∑
j=1

umij
∥∥xj − αi∥∥ (1)

subject to

s.t.



c∑
i=1

uij = 1; 1 ≤ j ≤ n

uij ∈ [0, 1] ; 1 ≤ j ≤ n, 1 ≤ i ≤ c

0 <
n∑
j=1

uij < n; 1 ≤ i ≤ c

(2)

where U is the membership matrix of each data point and
the corresponding cluster center. A = {α1, α2, . . . , αn} is the
cluster center. µij is the membership degree of xj to Si.
Fuzzy clustering is an iterative process that minimizes the

objective function. In the process of iteratively solving the
minimum value of JmFCM , the optimal membership matrix U

and cluster center V are obtained by the Lagrange multiplier
method and are calculated as follows:

uij = 1
/
(
c∑

k=1

dij/dk j)
2/(m−1)

(3)

vi =
n∑
j=1

umij xj
/ n∑

j=1

umij (4)

where dij =
∥∥xj − αi∥∥ and dij is the Euclidean distance

between the sample xj and the i-th cluster center αi.
In the iterative solution, the cluster center matrix and

the membership matrix are continuously updated until∥∥V (k+1)
− V (k)

∥∥ ≤ ε. At this time, the objective function
reaches a minimum value and the iteration ends.

B. ENSEMBLE LEARNING BASED ON THE RS METHOD
1) RS ENSEMBLE LEARNING METHOD
In machine learning, our goal is to learn a stable model that
performs well in all aspects, but the actual situation is often
not ideal. Sometimes we can only obtain multiple models
with preferences. With ensemble learning, a better and more
comprehensive model can be obtained by combining mul-
tiple models, which are also referred to as a multiclassifier
system. The premise of ensemble learning is that even if a
certain weak classifier obtains incorrect results, other weak
classifiers can also correct the error. By combining multiple
learners, ensemble learning can often obtain significantly
better generalization performance than a single learner.

Ensemble learning simultaneously trains multiple classi-
fiers and uses a certain fusion rule to integrate the output
results of each classifier to obtain a method that has better
output results than a single classifier. In ensemble learn-
ing, we can acquire the best classification accuracy if the
classifiers are independent of each other. For the sample
set, the division in the feature space creates more individual
differences than the division in the sample space, which can
increase the differences in individual classifier training [35].
The RS method, which is also known as attribute bagging
or feature bagging, is an integration model that is based on
sample feature space sampling [36], [37]. The basic principle
of the RSM is elaborated as follows: first, all the features
of the training sample are regarded as a large set and are
randomly sampled to form multiple different feature sub-
spaces. Second, a new training set is built, and a machine
learning classification algorithm is employed to trainmultiple
different subspaces and obtain multiple base learners. Last,
the results of the final classification are obtained by fusing the
diversified base classifier results using some rules (usually
majority voting rules).

The specific steps for the RS method are described as
follows:
(1) For the d-dimensional data set D=

{(
xj, tj

)
|1≤ j≤m

}
,

xj ∈ X ∈ Rd , tj is the classification label.
Moreover, K new k-dimensional data sets Di ={(
Pi
(
xj
)
, tj
)
|1 ≤ j ≤ m

}
are generated by projection,
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where Pi is a random projection, and Pi (x1, · · · , xd ) =
(xα1, · · · , xαk). By the uniform probability distribu-
tion, k-dimensional subsets are randomly selected from
subset A = {α1, · · · , αk}.

(2) The base classifier algorithm Lis used to train the base
classifier on the training set and obtain the trained base
classifier hi, i = 1, · · · ,K .

(3) The base classifier h1, · · · , hK is synthesized by the
given decision rules, and the final traffic flow state
classifier C is obtained.

2) BASE LEARNER OF SVM MODEL
While many studies address ensembles of weak classifiers
in the RS ensemble, studies of strong classifiers are lack-
ing. Research shows that the combination of strong classi-
fiers with the RS algorithm, especially integration with an
SVM [38], can improve the accuracy and reduce bias and the
variance of classifiers [39]–[41]. In this paper, we select the
SVM model as the base learner and use the RS algorithm to
combine SVM classifiers. The SVM model is a kernel learn-
ing method that applies the training set to construct a hyper-
plane for classifying test samples [42]–[44]. In this paper,
we study the freeway traffic state identification problem as
the multiclassifier, and therefore, must construct appropri-
ate multiple classifiers. Presently, multiclassifiers are mainly
constructed by combining multiple classifiers. Commonly
employed methods are one-versus-one (OVO) SVMs and
one-versus-rest (OVR) SVMs [45]. OVOSVMs have a higher
classification accuracy than OVR SVMs and have a low
computational complexity. Therefore, we choose OVOSVMs
to train samples.

C. SEL BASED ON THE DISCRETE BPSO MODEL
The RS ensemble model is an approach to increase the
identification accuracy by combining the results from mul-
tiple classifiers and assigns each base classifier the same
weight. However, in the RS ensemble learning system, some
base classifiers contribute to the ensemble system, while
other classifiers provide minimal or no contribution. If all
the base classifiers are ensembled, the result may not be
ideal, and its computation complexitymay even increase [46].
Therefore, how to select the base learner to make a greater
contribution to ensemble learning has become an important
research topic. A better selection strategy and improvement
in the speed of the algorithm needs more research.

1) DISCRETE BPSO MODEL
This paper proposed a selective RS ensemble learning model
that is optimized by the discrete BPSO algorithm to reduce
time and memory overhead. The BPSO optimization model
is a discretization method on a continuous space that is based
on the PSO algorithm. Compared with other optimization
algorithms, the BPSO algorithm has a global optimization
ability [47]. In addition, the parameters of the BPSO algo-
rithm are simple, and its convergence speed is faster than
other algorithms.

In the BPSO model, each particle has its own position and
velocity. In the d-dimensional search space, the value of all
position component particles xij is 0 or 1, and the velocity
component vij is the probability of xij = 1.

The velocity update is calculated as follows:

vij (t + 1) = ω · vij (t)+ c1 · r1 ·
(
pbestij (t)− xij (t)

)
+ c2 · r2 ·

(
gbestij (t)− xij (t)

)
(5)

The position update for the particle swarm is described as
follows:

The sigmoid function is used to map the velocity to the
interval (0,1] as the probability, which is the probability that
the particle assumes a value of 1 in the next iteration:

s
(
vij
)
=

1

1+ exp
(
−vij

) (6)

xij =

{
1 if rand () ≤ s

(
vij
)

0 otherwise
(7)

where s
(
vij
)
is the probability of the position xij = 1 and

rand () is a random number that is generated randomly from
the interval [0,1]. vmax is the value of the maximum speed to
limit the vij range, that is, vij ∈ [−vmax, vmax], to avoid a value
of s

(
vij
)
that is too close to 0 or 1. The range of velocities

limits the probability that the position is 0 or 1.

2) SEL METHOD OPTIMIZED BY THE BPSO MODEL
In this research, we apply the BPSOmodel to improve the RS
ensemble learning method, and the RS-SEL model, which is
optimized by the BPSO algorithm, is proposed. Determining
the particle dimension and actual fitness value (objective
function) is the key to the BPSO-RS-SEL method. For the
BPSO-RS-SEL model, a particle represents an alternative to
the base learner. A particle is an n-dimensional vector with
n base classifiers and a value of 0 or 1, which corresponds
to the base learner. For example, there are K base learners,
and accordingly, the particle is a K -dimensional vector. If the
k-th component of a particle is 1, then the k-th base classifier
is selected. Conversely, if k is 0, then the k-th base classifier
is not selected. The BPSO algorithm performs a global search
according to a fitness function.

The RS-SEL model, which is optimized by the BPSO
algorithm model, is constructed. The implementation steps
are described as follows:
(1) Randomly generate T feature subsets D1,D2, · · · ,DT

from the data set D via the self-help method;
(2) Use the SVM to train the data set in the corresponding

eigenvector space and obtain the trained base classifier
h1, h2, · · · , hT ;

(3) Use BPSO to optimize and select the base classifiers
h1, h2, · · · , hT and obtain the new set of classifiers
h1, h2, · · · , hK . In the new set of classifiers, the number
of base classifiers is reduced from T to K ;

(4) The base classifier h1, h2, · · · , hK is synthesized by
the given decision rules, and the final traffic flow state
classifier C is obtained.
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FIGURE 1. FCM-BPSO-RS-SVM model.

III. HIGHWAY TRAFFIC STATE IDENTIFICATION MODEL
A. PROPOSED HIGHWAY TRAFFIC STATE
IDENTIFICATION MODEL
Ensemble learning is a research hotspot in machine learning
that can improve the generalization performance of a clas-
sification algorithm. In this study, we established a BPSO-
RS-SEL model that is based on FCM and SVM methods
to identify the highway traffic states. The core of the pro-
posedmodel is clustering and classification. First, the original
traffic data are clustered by the FCM clustering model to
three traffic states, and their cluster centers can be obtained.
Second, the SVM model is considered a base learner, and
the RS ensemble learning model is applied to obtain the
classification results by constructing many learners to vote on
the classification results. Note that we use the BPSO model
to improve the RS ensemble learning model and obtain the
BPSO-RS selective ensemble method. Figure 1 shows the
structure of the proposedmodel. The specific implementation
steps are described as follow:

(1) Original data clustering. In this research, we select
the traffic flow base parameters of volume, speed, and occu-
pancy as characteristic variables for traffic flow state iden-
tification. By the FCM clustering model, the normalized
traffic characteristic variable data are clustered into three
categories that corresponds to three traffic states: smooth,
slow, and congested. Accordingly, the numerical values of
traffic flow parameters that correspond to different traffic
states are obtained.

(2) Construct the training and testing sets. The training and
test sets are constructed by the traffic state feature variable
data obtained by the FCM clustering model. The input of the

proposed model is the characteristic variable of the traffic
state, and the output is the corresponding traffic state type.

(3) Train the proposed BPSO selective SVM ensemble
model based on the RS method. The multifeature subspace
of the original training set is extracted by the RS ensemble
learning method, and the SVM base learners are trained. The
BPSO algorithm is employed to select and optimize the base
classifiers. The majority vote fusion method is utilized to fuse
the results of the selected base classifiers that are optimized
by the BPSO model to obtain the final classification results.

B. PERFORMANCE CRITERIA
In the study, we use two important criteria, the identifica-
tion accuracy and difference degree of the ensemble system,
to measure the performance of the proposed model.

1) ACCURACY
The model accuracy is the proportion of correctly identified
states. A larger accuracy value indicates that the method is
more sensitive to the traffic state and can detect the traffic
states more accurately. The accuracy is computed by the
following formula:

Accurary

=
number of instances correctly classified

total number of instances
×100% (8)

2) DIFFERENCE DEGREE OF THE ENSEMBLE SYSTEM
The difference measure is a unique evaluation standard in
ensemble learning. The larger is the difference, the stronger
is the generalization ability of the system. The most common
approaches in the literature were employed Q-statistic (Q),
Correlation coefficient (ρ), Disagreement (dis) and Dou-
ble Fault Measure (DF). The following necessary related
symbols must be introduced: T indicates the base learners;
Ci with Cj (i, j = 1, 2, . . . ,T , i 6= j) are two different clas-
sifiers; N 11

(
N 00

)
indicates the number of test samples that

classifiers Ci and Cj can correctly (incorrectly) classify; and
N 10

(
N 01

)
is the number of test samples that can be correctly

classified by classifier Ci
(
Cj
)
, while classifier Cj (Ci) is

incorrectly classified. The total number of samples is given
by N = N 11

+ N 00
+ N 10

+ N 01.

a: Q-STATISTIC
For a sample, if two base learners have the same performance
for the same sample, that is, they are simultaneously correctly
classified or misclassified, N 10

= N 01
= 0, that is, Qij = 1,

the difference between them is the lowest. Otherwise, if two
base learners have different classification results for every
sample, N 11

= N 00
= 0, that is, Qij = −1. In this case,

the difference is the highest. Formally,

Qij =
N 11N 00

− N 10N 01

N 11N 00 + N 10N 01 (9)
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b: CORRELATION COEFFICIENT ρ
If ρ = 1, the difference is the lowest; otherwise, ρ = −1 is
the highest difference. Mathematically,

ρ=
N 11N 00

−N 10N 01√(
N 11+N 10

) (
N 01+N 00

) (
N 11+N 01

) (
N 10+N 00

)
(10)

c: THE DISAGREEMENT dis
dis focuses on samples with different classification results
from the two classifiers. The larger the number of samples
is, the higher the difference degree is. dis can be computed as

disij =
(
N 10
+ N 01

)/
N (11)

d: DOUBLE FAULT MEASURE DF :
DF concerns the classification errors of classifiers Ci and Cj.
If each sample is misclassified by the two classifiers,
the accuracy and difference of the ensemble system are
the lowest. Mathematically, this situation is expressed as
follows:

DFij =
N 00

N
(12)

IV. EXPERIMENTAL VERIFICATION
To evaluate the performance of the proposed method,
extensive experiments are performed. For comparison,
the RS-SVM model, SVM method and KNN method are
also utilized to perform the experiments in similar appli-
cation scenarios, in which the proposed approach demon-
strates the effectiveness andmerit in comparisonwith existing
approaches.

A. EXPERIMENTAL DATA DESCRIPTION
Extensive experiments were performed to quantitatively
verify the performance of our proposed method. For
this study, we adopted data from the California Depart-
ment of Transportation Caltrans Performance Measure-
ment System (PeMS) that was collected from detector No.
VDS-1209092 on the I405-N freeway in the city of Irvine.
The PeMS can collect, filter, process, aggregate, and examine
traffic data in real time. We utilized the datasets collected
from May 1 to May 25, 2019 in 5-min intervals to train and
modify the identification models. The datasets, which consist
of a total of 7200 data points, contain information such as
traffic flow, speed, and occupancy rate. The datasets were
divided into two parts. The first part (May 1, 2019, toMay 20,
2019) was used as training data to train the proposed model.
The second part, from May 21, 2019, to May 25, 2019, was
used as testing datasets. Figure 2 illustrates the data collection
location and provides relevant details. Figure 3 reveals the
raw traffic flow, speed, and occupancy rate data fromMay 1 to
May 25, 2019.

FIGURE 2. TI405-N freeway position location of observation loop detector
No. VDS-1209092: (a) I405-N freeway position location; and (b) location
of loop detector No. VDS-1209092.

FIGURE 3. Raw traffic data of VDS-1209092 in 5-min intervals from
May 1 to May 25, 2019.

TABLE 1. Cluster centers determined by FCM clustering.

B. HIGHWAY TRAFFIC STATE CLUSTERING BASED
ON THE FCM CLUSTERING MODEL
According to the three-phase theory, the traffic flow states
can be divided into three types: smooth, slow, and congested.
The FCM clustering model is applied to cluster the sample
traffic flow data. The cluster centers of the three traffic flow
states are shown in Table 1. The traffic parameters of differ-
ent traffic states are quite different, which conforms to the
operation characteristics of the traffic flow in different states.

212628 VOLUME 8, 2020



Z. Wang et al.: Improved SEL Method for Highway Traffic Flow State Identification

FIGURE 4. Traffic state identification results based on the FCM clustering
model.

FIGURE 5. Iteration curve of the FCM clustering model.

FIGURE 6. Traffic state identification results based on the k-means
clustering model.

The clustering results are displayed in Figure 4. The rela-
tionship between the number of iterations and the objec-
tive function value of the FCM clustering model is shown
in Figure 5. To confirm the performance and superiority of
the FCM clustering model, the classical k-means clustering
model is employed to cluster the same highway traffic flow
experimental data[48]. The clustering results are displayed
in Figure 6. The boundaries between different traffic flow
states are unambiguous, and the data overlaps are substan-
tially reduced in Figure 4, which indicates the effectiveness
of the FCM clustering model.

To quantitatively compare the performance of the FCM
clustering model and k-means clustering model, we apply the
Davies-Bouldin Index (DBI), which is an internal evaluation
index of clustering effectiveness, to measure the clustering
effect [49]. The smaller is the DBI, the smaller is the in-class
distance, the greater is the between-class distance, and the
better is the clustering effect. By calculating the DBI of
the FCM clustering model and k-means clustering model,
we can determine that the DBI value of the FCM clustering
model is 0.59 and the DBI value of the k-means cluster-
ing model is 0.87. The results suggest that the FCM cluster-
ing model is significantly better than the k-means clustering
model.

Via the FCM clustering model, traffic is divided into three
categories, namely, smooth, slow, and congested. When the
traffic flow is in the smooth state, the traffic speed is very
high, and the driver can control the vehicle at a speed near
the speed limit. In the slow traffic state, the amount of road
traffic increases, and the mutual interference between vehi-
cles increases. Furthermore, the speed of the traffic flow
decreases, and the phenomenon of car following begins to
appear. In congested traffic conditions, as the road traffic flow
increases, the interference between vehicles intensifies and
becomes increasingly intense and the instability of the road
traffic gradually deteriorates.

C. HIGHWAY TRAFFIC STATE IDENTIFICATION
RESULTS AND ANALYSIS
After the original traffic data are clustered to three traffic
states via the FCM clustering model, the SVM model is
considered a base learner, and the RS ensemble learning
model is applied to identify the traffic flow states.

Specifically, for the base learners of the SVM models,
we use the Gaussian radial basis function (RBF) as the
kernel function. We adopt 10-fold cross-validation to train
the RS-SVM model. Two important parameters are consid-
ered in the RS-SVM model: the subspace dimension and
the number of subspaces (i.e., number of learners). We set
the subspace dimension to 3. The relationship between the
traffic state classification accuracy and the number of sub-
spaces is shown in Figure 7. Figure 7 shows that as the
number of subspaces increases, the classification accuracy
improves. However, the more the base classifiers are ensem-
bled, the more the computational cost of the system will
increase. When the number of subspaces is 30, the classi-
fication accuracy of the model reaches the maximum. With
an increase in the number of subspaces, the classification
accuracy undergoes minimal change. Therefore, the number
of base classifiers is chosen to be 30, and we achieve 97.78%
classification accuracy.

However, in the RS-SVM ensemble learning system, some
base classifiers contribute to the ensemble system, while
other classifiers provide minimal or no contribution among
the 30 base classifiers. If all the base classifiers are ensem-
bled, the result may not be ideal, and its computation com-
plexity may even increase. Therefore, we use the BPSO
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TABLE 2. Description of the significance parameter for comparison models.

FIGURE 7. TRelationship between traffic state classification accuracy and
the number of subspaces.

model to optimize the results obtained by the RS-SVM
ensemble learning model. Reserving typical samples and
reducing the number of subspaces, the generalization perfor-
mance and training efficiency of the classifier are guaranteed.
For the BPSO model, the accuracy of the system classifica-
tion is used as the fitness value function, and the number of
iterations is 50.We also set the learning factor to c1 = c2 = 2,
and the inertia weight is set to w_min = 0.1, w_max = 0.6.
The relationship between the number of iterations and the
fitness value in the optimization process is shown in Figure 8.
We obtain the number of classifiers, which is significantly
reduced from 30 to 12, and 18 classifiers are reduced after
optimization by the BPSO algorithm. More importantly, the
improvedmodel BPSO-RS-SVMmodel has the classification
precision of 98.68%,which is better than the RS-SVMmodel,
which has a classification precision of 97.78%. The experi-
mental results show that the proposed BPSO-RS-SVM-SEL

FIGURE 8. Iteration curve.

model effectively improves the precision of classification and
obviously reduces the complexity in training.

1) COMPARISON MODELS
To confirm the performance and superiority of the proposed
BPSO–RS-SVM-SEL model for highway traffic state iden-
tification, the same highway traffic flow experimental data
were employed for modeling. A total of 8 alternative fore-
casting models were constructed for a comparative analysis
with the proposed model. Table 2 shows the instructions of
the comparison models and the classification accuracy.

The performances of these models are also compared by
means of a confusion matrix, as presented in Figure 9(a)-9(i).
In this research, we use the confusion matrix plot to under-
stand how the classifier performed in each class. The confu-
sion matrix can help to identify the areas where the classifier
has performed poorly. For the confusion matrix plot, the rows
show the true class, and the columns show the predicted class.
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FIGURE 9. Confusion matrix for accuracy comparison of each model.

The diagonal cells show where the true class and predicted
class match. If these cells are green, the classifier has per-
formed well and correctly classified the observations of this
true class.

Figure 9 and Table 2 show that the proposed model has the
highest classification accuracy of 98.68%, which indicates
that the proposed model can effectively improve the classi-
fication precision of the traffic states. The detailed analysis
and discussion are presented as follows.

(1) Compare the RS-SVM model to the proposed model
(BPSO-RS-SVM model). As shown in Figure 9(a) and
Figure 9(b), the SEL model can effectively increase the accu-
racy and obviously reduce the complexity in training.

(2) In Figure 9(b), 9(d), and 9(e), we compare the RS-BP
ensemble learning model and RS-KNN ensemble learning
model with the RS-SVM ensemble learning model and deter-
mine that the SVM classification model is significantly better
than the BP and KNN models. This finding suggests that the

SVM has a higher accuracy than that of the BP and KNN
models and has broad application prospects in highway traffic
state identification.

(3). In Figure 9(b), 9(e) and 9(f), a comparison of the
RS-SVM ensemble learning model, Bagging-SVM ensem-
ble learning model and AdaBoost-SVM ensemble learning
model reveals that the integration effect based on the RS-SEL
model is better than that of the AdaBoost and Bagging traf-
fic flow state learning model with the highest classification
accuracy.

From Figure 9 and Table 2, we can determine that the
BPSO-RS-SVMmodel has the highest accuracy rate for traf-
fic state identification of all the models, which is 98.68%,
followed by the RS-SVM model. This finding indicates that
the SEL model can improve the accuracy rate. We determine
that the performance of the RS-SVM method is much better
than that of the SVM model, which indicates that ensemble
learning can improve the performance of a single model.
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TABLE 3. Performance comparisons of the BPSO-RS-SVM and RS-SVM
models.

2) DIFFERENCE DEGREE OF ENSEMBLE SYSTEM ANALYSIS
The key in ensemble learning is to effectively generate indi-
vidual learners with strong generalization ability and great
diversity. This paper employed Q-statistic, ρ, dis, and DF
statistics to measure the diversity in the proposed BPSO-
RS-SVM SEL model. Specifically, the proposed BPSO-RS-
SVM-SELmodel was compared with the RS-SVM ensemble
learningmodel. The results are shown in Table 3; these results
indicate that the proposed method obtains the best perfor-
mance, because its values ofQ-statistic, ρ, andDF are lower.
According to the calculation principle of the Q-statistic, ρ,
and DF , the smaller is the value, the higher is the difference
degree of the ensemble learning system. The values of the
Q-statistic and ρ do not exceed 0 and are near−1. In addition,
we discover that the dis of the proposed method has a much
larger value than that of the RS-SVM ensemble learning
model. Obviously, the BPSO-RS-SVM SEL model achieves
an effectiveness that is significantly better than that of the
RS-SVM model, and the robustness of the proposed method
is the best among the models. The proposed method can
improve the degree of the system difference and enhance the
model generalization ability.

V. CONCLUSION
In this paper, we proposed an improved SEL model for
highway traffic flow state identification. Themodel combines
unsupervised learning with supervised learning to effectively
improve the accuracy of classification and reduces the com-
plexity in training. First, the FCM clustering method was
employed to divide the original traffic flow data into three
kinds of traffic flow states and obtained the parameters that
correspond to each kind of traffic state. Second, we applied
the RS algorithm as the ensemble method and SVMmodel as
the base learner to construct the RS-SVMensemblemodel for
traffic flow identification. Significantly, the BPSO algorithm
with the ability of a global optimization search was used
to select the classifiers obtained by the random subspace
training in the ensemble system. The proposed method was
tested on the collected data via California’s Freeway Perfor-
manceMeasurement System and comparedwith several other
models. By analyzing the identification results of different
comparison models, it can be determined that the number of
base learners is reduced from 30 to 12 in the ensemble learn-
ing system. Compared with other classical traffic state identi-
fication methods, the proposed model has a higher maximum
accuracy of 98.68%. We showed that the model proposed

in this paper is superior to other classification models in
two aspects: 1. The FCM clustering model was utilized to
divide the original traffic flow data, which reduced the iden-
tification error compared with the K-means clustering model;
2. The proposed BPSO-RS-SVM-SEL model can improve
the identification accuracy of traffic state identification and
the difference in the traffic flow state system to a certain
extent. In future studies, we plan to analyze a highway traffic
flow identification method that considers space, weather,
accidents, and other factors.
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