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ABSTRACT In this paper, a new low-power technology based on gaze tracking, called peripheral dimming,
is proposed for organic light-emitting diode (OLED) displays. The goal of the proposed method is to save
power without degrading the perceptual image quality. In the proposed method, the peripheral vision area
on the screen is gradually darkened depending on the distance from the gaze point. In this work, quantitative
conditions for preventing degradation of the perceived image quality are studied through a psychophysical
experiment by using three video clips. We suggest a lightness reduction ratio (LRR) that determines the
amount of reduced luminance per viewing angle based on the lightness. Four conditions of the LRR from
0.1 to 1.0%/degree are applied to each clip. The experiment is designed based on a two-alternative forced
choice: a test clip with the proposedmethod is compared to the original one, and subjects are forced to choose
the brighter clip between the two clips shown in random order. In this way, the threshold of the LRR from
which people begin to notice a difference between the test and original clips is obtained. The experimental
results demonstrate that the proposed method saves the power of OLED displays up to 34.4% while keeping
the image quality high in terms of both subjective and objective quality (the mean structural similarity index
is higher than 0.94). Therefore, the proposed method will help to enable low-power operation of OLED
displays used for head-mounted display devices while maintaining the quality of experience.

INDEX TERMS Low-power technology, organic light emitting diode (OLED) display, gaze tracking, human
visual system (HVS), quality of experience (QoE), peripheral vision.

I. INTRODUCTION
An organic light-emitting diode (OLED) display is a repre-
sentative self-luminous display. It has many advantages over
liquid crystal displays (LCDs) in terms of viewing angle,
color gamut, response speed, thickness, and so on [1]–[3].
For this reason, OLED displays are rapidly becoming the
mainstream displays for mobile devices such as smartphones
and head-mounted displays (HMDs).

Displays have been developed to achieve superior image
quality with higher resolution and higher luminance.
The luminance of an OLED is determined by the elec-
tric current flowing through it [4]. This means that power
consumption could be reduced by limiting the luminance.
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By using this characteristic, hardware-based [5]–[7] and
software-based [8]–[17] low-power techniques have been
studied. Shin et al. [5] proposed a dynamic voltage scaling
technique that dynamically changes the supply voltage of
an OLED panel to limit the maximum luminance. Oh et al.
presented a light-and-space-adaptable (LASA) display that
can switch between emissive and reflective display modes
depending on ambient light [6]. By turning off all OLED
pixels and running the reflective display mode in a bright
environment, the LASA display can realize a brighter screen
and lower power consumption. A net power control (NPC)
that modifies pixel data when the total current is larger
than a threshold value was proposed to save power [7].
Although these techniques can save electric power effi-
ciently, their application to real devices is limited because
they need their own specific hardwares such as a newly
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designed pixel circuit or a new display device for mode
switching.

Generally, there is a trade-off between the saved power and
image quality, which is a part of the quality of experience
(QoE). Some research groups have attempted to optimize the
power-saving condition based on the objective image quality
assessment (IQA) [8]–[12]. Brightness scaling (BS), which
modifies brightness by remapping the gray-level curve, is a
typical power-saving solution [8]–[10]. Although the contrast
ratio of the imagewould be reduced in these techniques owing
to the decrease in the peak luminance, they minimize image
quality degradation by determining the most efficient condi-
tion based on the objective IQA. Contrast enhancement (CE)
is a technique to achieve image CE as well as power saving.
Lee et al. presented a histogram-based power-constrained
CE algorithm (PCCE) for emissive displays, which can
enhance image contrast and reduce power consumption [11].
Pagliari et al. presented low-overhead adaptive power saving
and contrast enhancement, called LAPSE [12], where the
overhead was improved from [11]. From the BS to CE tech-
niques, their approaches seem to achieve the most efficient
trade-off between power saving and image quality based
on the objective IQA. However, this type of technique has
a problem in that objective IQAs do not perfectly reflect
the actual perceived image quality, that is, a human might
perceive significant differences in image quality.

Some researchers have studied human visual system
(HVS)-based approaches [13]–[17]. Park et al. [13] reduced
the brightness of video via alpha blending. They examined
the acceptability of brightness degradation through a user
study. However, this study has a limitation owing to com-
puting overhead in mobile devices. Choubey et al. have
attempted to turn off selective subpixels to display a graphic
user interface (GUI) with a lower resolution but higher than
human visual acuity [14]. They suggested an optimum sub-
pixel arrangement that could minimize color degradation
with efficient power. A number of studies have focused on
visually perceived information with a user study. For exam-
ple, the edge of the screen when playing first-person shoot-
ing (FPS) games [15], [16] or the screen area covered by
users’ fingers when using a mobile phone [17] is not the
users’ main focus of attention. These approaches achieved
power saving without incurring significant usability impact
by performing a user study. However, these techniques have
a problem in that the area of the focus of attention does
not always correspond to the area where the user actually
sees. For example, when playing FPS games, the user mainly
sees a crosshair at the center of the screen but not always.
In this case, the dimming region could be a hindrance to the
game. To overcome the application limitation, we decided to
investigate a technique that can interact with users.

This paper proposes a new low-power technology based
on gaze tracking, called peripheral dimming. It reduces the
luminance of the pixels in the peripheral vision on an OLED
display screen. This study is motivated by the foveated ren-
dering technology, which reduces the rendering workload in

the peripheral vision by using an eye tracker [18]. Herein,
we suggest an HVS-based criterion for the proposed method,
called a lightness reduction ratio (LRR). A psychophysi-
cal experiment and statistical analysis were performed to
verify the proposed method. In addition, the LRR thresh-
old, where power consumption becomes minimized with-
out visual image degradation, is found from psychometric
experiments.

This paper is organized as follows. Section II presents the
theoretical background. In Section III, the proposed method
and its objectives are introduced. In sections IV and V, the
design of the psychophysical experiment and the experimen-
tal results are given, respectively. The conclusion is presented
in Section VI.

II. BACKGROUND
A. POWER MODEL OF OLED DISPLAY
The power consumption in an OLED display depends on
its luminance. Strictly speaking, the power consumed by a
pixel of the OLED display is proportional to the linear RGB
values [19]. The linear RGB values have a linear relationship
with the luminance (gamma-expanded values). According to
the previous study [20], the power consumption in a pixel of
the OLED display panel can be modeled by

Pdisplay = f (R)+ f (G)+ f (B)+ C (1)

where f (R), f (G), and f (B) denote the power consumption of
the red, green, and blue subpixels, respectively. C accounts
for the static power consumed by non-pixel parts. Herein, the
power consumption of each subpixel is expressed as follows:

f (X ) = ωxXϒ (2)

where X and ωx are digital RGB data and weighting com-
ponent, respectively. Exponent γ denotes the gamma value,
which is typically 2.2. Because the weighting component
is related to the physical characteristics of the OLED dis-
play panel, its value may vary depending on the OLED
panel. In this study, the same coefficients adopted from
[11] and [21], (ωr :ωg:ωb) = (70:115:154), are used.
In this work, we ignore the static power consumed by

non-pixel parts, C in (1), because only the pixel values are
handled. As a result, the total dissipated power (TDP) for
displaying a color image is given by [11]

TDP =
N∑
i=1

M∑
j=1

{
f (Ri,j)+ f (Gi,j)+ f (Bi,j)

}
(3)

where i and j denote the horizontal and vertical indices of a
pixel, respectively, and N and M denote the numbers of the
horizontal and vertical pixels, respectively. Ri,j, Gi,j, and Bi,j
denote the RGB levels of the pixel (i, j).

B. HUMAN VISUAL SYSTEM
The retina has a number of photoreceptor cells (rod and
cone cells). The cone cells are responsible for color vision
in bright light. The rod cells, on the other hand, are more
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sensitive cells and respond to less intense light than the
cone cells. Their distribution throughout the retina is not
uniform, as shown in Fig. 1(a). The cone cells are densely
packed in the fovea, and their number quickly decreases in
the periphery of the retina, whereas the rod cells are usually
concentrated in the periphery of the retina. The number of
the rod cells gradually decreases from the peak position,
as shown in Fig. 1(a) [22]. In a typical bright environment,
the cone cells are dominant in the vision, which is called
photopic vision [23], as shown in Fig. 1(b). As relatively few
cone cells exist in the periphery of the retina, we anticipated
that the peripheral vision would be insensitive to changes in
brightness.

FIGURE 1. (a) Distribution of rods and cones depending on the
eccentricity from the fovea of the human eye [22] and (b) approximate
ranges of the photoreceptor regimes [23].

Human vision has a nonlinear relationship between per-
ceived brightness and luminance. For example, the human
eye is able to detect a luminance change sensitively when a
dark image becomes darker or brighter, whereas it is insen-
sitive to changes in luminance of a bright part. The CIELAB
color space is intended to match the capabilities of the HVS.
The lightness (L∗) is intended to match a subjective percep-
tion of brightness among the components of the CIELAB
color space. The L∗ is expressed as a power function of the
luminance as follows:

L∗ = 116f
(
Y
Y w

)
− 16,

f (t) =


t
1/3, if t >

(
6
29

)3

1
3

(
29
6

)2
t +

4
29
, otherwise

(4)

where Y and Yw are the luminance of a pixel and white pixel,
respectively. The L∗ is determined from 0 to 100, where 0 and
100 correspond to black and white, respectively.

C. PSYCHOPHYSICAL ANALYSIS
This work is based on psychophysics, which is the sci-
entific study of the relationship between stimulus and
sensation [24]. There are several techniques for measur-
ing responses, of which the two-alternative forced choice
(2-AFC) method is used in this study. A subject is forced
to choose one of the two alternative options, and then the
correct answer rate is obtained.When two stimuli are indistin-
guishable, they are chosen on a 50:50 ratio. Thus, the correct
answer rate is from 50% to 100% in the 2-AFC method. We
determined the stimulus intensity at a 75% correct response
rate as the threshold level. The threshold is the point of
intensity at which the subject can detect the presence of a
difference between two stimuli [24]. Stimuli with intensities
below the threshold are considered undetectable.

FIGURE 2. Example of the psychometric function and parameters.

The psychometric function is a useful analysis tool to
estimate the threshold of the stimulus intensity statistically.
It is an inferential model that describes the relationship
between the underlying probability of the correct (or positive)
responses and the stimulus intensity. This model typically
curves an S-shaped function, the so-called sigmoid curve,
as shown in Fig. 2. The psychometric function (ψ) is defined
with a sigmoid function (S) and two upper and lower asymp-
totes, lapse (λ) and guess (γ ), as follows [25]:

ψ(x;m,w, λ, γ ) = γ + (1− λ− γ )S(x;m,w)

S(x;m,w) =
1
√
2π

∫ (x−m)/w

−∞

e−t
2/2dt (5)

where λ denotes the probability of the incorrect answer
at infinitely high stimulus levels. The parameter γ , which
denotes the correct answer for infinitely low stimulus levels,
depends on the experimental condition. In the 2-AFCmethod,
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FIGURE 3. (a) Framework of the proposed method and (b) lightness ratio depending on the viewing angle in the case of gazing at the center of the
screen.

it is 50%. The remaining parameters x, m, and w denote
the stimulus level, threshold level, and width, respectively.
The width is defined as the difference between the stimulus
levels where the sigmoid function reaches 0.05 and 0.95.
The sigmoid function used in this study was the cumulative
Gaussian function, as described in (5). In this study, we used
the psignifit 4 for MATLAB presented by Schütt et al. [25]
to fit the psychometric function to our experimental data.
This tool is an open-source package that estimates the psy-
chometric function by fitting a beta-binomial model to the
correct responses at each stimulus level based on Bayesian
inference.

III. PROPOSED METHOD
A. PERIPHERAL DIMMING
We propose a peripheral dimming method based on gaze
tracking that can save power efficiently without degradation
of the perceptual image quality. The power consumption of
the display is reduced by darkening the pixels in the periph-
eral vision area. Fig. 3(a) illustrates a framework of peripheral
dimming when gazing at the center of the screen. In the
proposed method, the input image is decomposed into the
lightness (L∗) and color components (a∗ and b∗) via the color
space conversion from RGB to CIELAB. Based on the gaze
data, an LRR matrix is calculated and then multiplied to the
L∗ image. The updated CIELAB is converted into the RGB
color space, and the final image is displayed.

Fig. 3(b) shows the lightness ratio of the image depending
on the viewing angle. The inner area enclosed by a blue
dashed circle, invisible to people, with a viewing angle of 10◦

is defined as the gaze zone. The size of the gaze zone was
determined with reference to the central vision area, as shown
in Fig. 1(a). The pixels within the gaze zone maintain their
original lightness. The pixels outside the gaze zone become
gradually and linearly darker as they are farther from the
gaze zone, as shown in Fig. 3(b). The reduction ratio of the

lightness depending on the viewing angle is called the LRR,
and its matrix is expressed as follows:

LRRpx(i, j) = {VApx(i, j)− VAgz} × LRRcond (6)

where VApx and VAgz denote the viewing angles of the loca-
tions of (i, j) pixel from the gaze point and gaze zone, i.e.,
10◦, respectively. Indices (i, j) are the horizontal and vertical
indices of a pixel, respectively. LRRcond denotes the target
LRR condition, which is the slope in Fig. 3(b). For example,
if the viewing angle is 14◦ and the LRRcond is 1%/◦, the light-
ness of the pixel is reduced by 4%, (14◦–10◦)× 1%/◦.

B. OBJECTIVE
The final objective of peripheral dimming is to reduce the
power consumption of eye-tracker-integrated HMD devices
such as virtual reality (VR)/augmented reality (AR) head-
sets. The proposed technique is simple; however, only a few
studies have been conducted. For example, Wee et al. [16]
presented a similar dimming method of darkening the edge
of a display by using dimming boxes. They implemented
the method on a mobile game and verified that it did not
significantly affect playability. However, the numerical con-
ditions for applying the method have not yet been presented.
For example, the acceptable degree of the image brightness
reduction of the peripheral vision area without degrading the
image quality remains to be determined. We attempt to find
an answer in this study. For this, it is necessary to determine
the threshold LRR levels where the image brightness could
be maximally reduced while maintaining the image quality.
In addition, our method aims to develop a gaze-adaptive tech-
nique using an eye tracker, capable of actively reacting to the
gaze at which the user is looking. Hence, it should be verified
that the threshold levels can be applied to various types of
gaze positions and even images. In this work, we focus on
the effect of images; the gaze point is fixed to the center of
the screen as the first step.
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IV. PSYCOPHYSICAL EXPERIMENT
A. DESIGN
The experiment was designed based on two methods: double
stimulus (DS) and 2-AFC [26], [27].

The former is one of the international recommendations for
subjective video quality assessment, ITU-R BT.500-11 [26].
As shown in Fig. 4, an assessment unit of the DS method
consists of a pair of videos. First, a fixation image that indi-
cates the gaze position with the red crosshair is displayed for
three seconds. Thereafter, reference and test (dimmed) videos
are sequentially displayed for eight seconds in random order.
A full-screen gray image is inserted between two videos
for three seconds for a fair comparison. After the second
stimulus, the subjects were given ten seconds to vote for
the brighter video. The latter is a psychophysical method
used to investigate behavioral or perceptual responses from
subjects [27]. Subjects are forced to choose between two
alternative stimuli. In this work, the subject was asked to
choose the brighter video between the two videos during the
voting sequence.

FIGURE 4. Schematic diagram of an assessment unit.

B. CONDITIONS
Three video clips with a 1920 × 1080 resolution were used.
They were released under the Creative Commons CC0 [28].
Fig. 5 shows a frame image and the average lightness of
each clip. We created test video clips with all frame images
modified. Fig. 6 shows an example of the modified frame
image. A red cross with a size of a 1◦ viewing angle is added
to the center of the frame image as a gaze point. In addition,
we set a virtual region, called allowed zone, with an 8◦

viewing angle to check the validity of the subject’s answer.
When the subject looked outside the allowed zone, a beep
sounded as an alert. If the beep soundedmore than three times
within one assessment unit, the data were excluded from the
data analysis.

In the experiment, four conditions of the LRR were used:
0.1, 0.4, 0.7, and 1.0%/degree. First, the color space was
converted from RGB to CIELAB for all pixels. Thereafter,
the lightness of pixels out of the gaze zone was modified
based on the value of LRRpx. Finally, the color space was
converted from CIELAB to RGB in reverse order to renew

FIGURE 5. Frame image and average lightness of all frame images of (a)
Seaside, (b) Deer, and (c) Field clips.

FIGURE 6. Added red cross with a 1◦ viewing angle and allowed zone
with an 8◦ viewing angle in the frame image.

the pixel data. The test video clips depending on the LRR
condition were made in advance.

C. PROCEDURE
The experiment was conducted in a dark room. As shown
in Fig. 7, a 24-inch LCD monitor with a 1920 × 1080 res-
olution was used, and it was 70 cm away from the subject.
All subjects fixed their head in a chin rest. An eye tracker,
Tobii eyeX, was used to obtain the gaze data.
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FIGURE 7. Experimental setup composed of an eye tracker, a monitor,
and a chin rest.

Eight, twelve, and ten subjects participated in the exper-
iment using Seaside, Deer, and Field video clips, respec-
tively. Each subject watched only one type of video clip,
and a total of thirty people participated in the experiment.
Their average age was 23.3 years. After calibrating the eye
tracker, the assessment unit started. After each assessment
unit, the subjects were given ten seconds to choose the
brighter video. We obtained an answer six times for each
LRR condition, and consequently, the assessment unit was
repeated 24 times for each video clip. It took about 15 min.

V. RESULTS
A. EXPERIMENTAL RESULTS
Table 1 shows the number of effective responses for each
LRR condition of the three video clips.

TABLE 1. Number of effective responses under each condition.

Fig. 8 shows the average correct answer rate per the LRR
of the video clips. In the graph, black dots and error bars
denote the average correct answer rate and the standard error,
respectively. The detailed values are described in Table 2.
The correct answer rates of all clips were close to 50%,
where the LRR was set to 0.1%/degree. This means that the
subjects could not notice any difference from the original
clip under the condition. The correct answer rate progres-
sively rises with the LRR level. In order to analyze the
results statistically, a one-way analysis of variance (ANOVA)
was performed. In the Seaside clip, the correct answer rates
for LRR values of 0.1%/degree and 0.4%/degree were 44%
and 92%, respectively, and they were significantly different
(p < 0.01). Similarly, other clips also had at least one LRR
condition where the correct answer rate was over 75%. The
correct answer rate over 75% was significantly different
from that at an LRR of 0.1%/degree for each video clip,

TABLE 2. Average correct answer rates per the LRR condition in each clip.

as shown in Fig. 8. These results show that the threshold
condition exists within the given LRR range, and the objective
of the proposed method is realizable.

Asmentioned in Section II, we assumed that the LRR value
when the correct answer rate is equal to 75% is the threshold
level (LRRTH). To calculate LRRTH, the psychometric func-
tion for the results was used, as shown in Fig. 9. In the graph,
the blue dots and the black solid curve line denote the average
correct answer rate and the estimated psychometric function,
respectively. The obtained LRRTH values were 0.29, 0.63,
and 0.88%/degree for each clip of Seaside, Deer, and Field,
respectively, as described in Table 3.

TABLE 3. Threshold levels of the LRR for each clip.

The results show that LRRTH varies with the video clips.
Thus, we compared LRRTH for different average lightness
values of the video clips, as shown in Fig. 10. In the graph,
the open circle and the error bar denote the average and stan-
dard deviation of the lightness of all frame images. We antic-
ipated that LRRTH would be independent of the video clips
because the amount of the reduced luminancewas determined
based on the lightness related to human brightness perception.
However, the results show that LRRTH is inversely propor-
tional to the average lightness of the video clip. It seems
that there is a strong relationship between LRRTH and the
lightness of an image. Although the data are not sufficient for
a conclusion, it is possible that a quantitativemodel of LRRTH
would be determined in further studies.

The saved power amount based on the TDP described in (3)
is computed as follows:

PSAVED = (1−
TDPTH
TDPORG

)× 100 (7)

where TDPORG and TDPTH denote the TDPs of the original
video and that adopting LRRTH, respectively. We obtained
PSAVED for all frame images and averaged them for each clip.
Table 4 describes the TDPORG, TDPTH , and PSAVED values
for each video clip.

The peripheral dimming method saves power consumption
by an average of 11.0, 21.0, and 34.4% for the three video
clips: Seaside, Deer, and Field, respectively, when the LRRTH
is applied. As mentioned above, the threshold condition is
related to noticeability not acceptability. Thus, the proposed
method could be applied more flexibly as one’s preference.
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FIGURE 8. Average correct answer rate per LRR condition and statistical analysis of (a) Seaside, (b) Deer, and (c) Field clips. ∗p < 0.05, ∗∗p < 0.01.

FIGURE 9. Psychometric function and threshold levels of (a) Seaside, (b) Deer, and (c) Field clips.

FIGURE 10. LRRTH depending on the average lightness of the clip.

B. COMPARISON WITH PREVIOUS STUDIES
In this section, we compare the proposed method with previ-
ous studies, PCCE [11] and two BS [8], [13] methods. The
PCCE is one of the most widespread CE techniques, and the
twoBS techniques presented in [8] and [13] reduce the bright-
ness by modulating the Y (YCbCr) and L∗ (CIELAB) com-
ponents, respectively. Because the three methods commonly

TABLE 4. Amount of the total dissipated power and saved power.

have a similar approach that reduces the brightness, we chose
them for comparison.

In our study, the subjective IQA was performed to obtain
the results. However, LRRTHs are not suitable for comparing
the performance becausemost of them are based on the objec-
tive IQA. Thus, we calculate the structural similarity (SSIM)
index [29] which is the most widely used objective image
quality metric. The SSIM index is calculated on a 2D map,
and the value of the global mean SSIM (MSSIM) was used.
The MSSIM value is obtained in the range of 0–1, where
1 indicates that two images are identical. We computed the
MSSIM for the overall frame images and then averaged them.
The MSSIM values were obtained under the same PSAVED
condition, as described in Table 5. The MSSIM values are
in the range of 0.9481–0.9943 when our method is applied.
Other methods also have high MSSIM values of over 0.9,
except for 0.8384. The results of the proposed method are
higher than those of the CE method and lower than those of
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FIGURE 11. Visual comparison between (a) the original images and the modified images generated by (b) [11], (c) [8], (d) [13], and (e) the
proposed method. The circular images illustrate 1L∗ within the area between the original and modified images. Distribution graphs of 1L∗ of
(f) Seaside, (g) Deer, and (h) Field images.

TABLE 5. Objective image quality Comparison of the proposed method with previous studies.

the two BS methods. However, all results are high scores,
which indicates that the image quality degradation is negligi-
ble. From these results, it is verified that the proposed method
could maintain the objective image quality as well.

Fig. 11 shows a visual comparison of the images gen-
erated by the proposed and previous methods. As shown
in Fig. 11 (b), the CEmethod improves the contrast but makes
the images noticeably darker. Unlike the CE method, it is
difficult to notice any difference between the original and

generated images, as shown in Fig. 11(c)–11(e). Note that
the goal of the proposed method is not to improve the image
quality but to maintain the perceived image quality. Thus,
we focused on observing changes in the image quality in
the visual field. The white dashed circles indicate a field of
view of 20◦. The circular monochromic images illustrate the
lightness difference (1L∗) within the area between the origi-
nal and modified images. The circular images were obtained
by multiplying 1L∗ by 10 to highlight the visual difference.
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Thus, the brighter the circular image is, the larger the visual
difference is. As shown in Fig. 11(b)–11(e), the circular
images of the previous methods are considerably brighter
than ours, which indicates that our method maintains the
image brightness in the visual field. Fig. 11(f)–11(h) show the
distribution of 1L∗. The white, red, green, and blue colored
distributions indicate the proposed and previous methods
of [11], [8], and [13], respectively. On one hand, in the case
of the proposed method, it is observed that a majority of the
1L∗ values are zero and are distributed near zero. On the
other hand, the1L∗ distributions of the previous methods (in
red, green, and blue) are skewed to the right. This indicates
that the proposed method has the least decrease in the image
brightness in the visual field, which is the most important
part of human vision. It is widely known that brightness is
correlated to image contrast, which is an important factor
in perceived image quality. The CE technique enhances the
image contrast but greatly reduces the global brightness, as
compared with other techniques. In the case of the two BS
techniques, their reduced brightness would lead to lower
image contrast. Consequently, we believe that the proposed
method is the most advantageous low-power technique in
terms of maintaining the original image quality.

These results show that the proposed method does
not worsen the image quality significantly, either objec-
tive or subjective, in terms of visual perception. Furthermore,
our method employs interaction with the eye tracker; hence,
the perceived image quality can be maintained even when the
users move their gaze.

VI. CONCLUSION
In this paper, we propose a new low-power technology, called
peripheral dimming, for OLED displays. Peripheral dimming
saves power consumption by reducing the luminance of the
area that corresponds to the peripheral vision area. A psy-
chophysical experiment with a gaze point at the screen center
was conducted. The LRRTH conditions of three different
video clips were obtained, and it was observed that LRRTH is
inversely proportional to the average lightness of the video.
We anticipate that a quantitative model of LRRTH depending
on the image will be clearly determined in further studies.
The proposed method can save the power up to 34.4% while
maintaining the perceptual image quality and the objective
quality (less than 6% drop in the MSSIM).

The goal of our study is to establish conditions for universal
application of the proposed technique. The proposed method
is a low-power technique, which is adequate for self-luminous
displays such as OLED and micro-LED displays used for
HMDs. Recently, stand-alone HMD devices with an inte-
grated eye tracker have been released. If this trend contin-
ues, the critical problem of the need for an eye tracker for
applying the proposed method is solved. Moreover, as stand-
alone HMD devices would be battery-powered, a low-power
technique is essential for them. Therefore, we believe that
the peripheral dimming method will become an attractive
technique in VR and AR devices.
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