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ABSTRACT In this paper, a method to remove the smoke effects in laparoscopic images is presented. The
proposed method is based on an image-to-image conditional generative adversarial network endowed with a
dark channel’s embedded guide mask. The obtained experimental results were evaluated and quantitatively
compared with desmoking state-of-art methods using the Peak Signal-to-Noise Ratio (PSNR) metrics and
Structural Similarity (SSIM) index. Those results throw an improved performance compared with relevant
works. Also, the processing time required by our method is 92 frames per second; a processing time that sets
the foundation for a possible real-time implementation in a more modest embedded system.

INDEX TERMS Laparoscopy, image smoke removal, conditional generative adversarial network, dark
channel.

I. INTRODUCTION
In laparoscopic surgery, the image’s visibility can be severely
degraded by the smoke caused by the CO2 injection and
dissection tools, thus reducing the visibility of organs and
tissues [1]. This lack of visibility increases the surgery
time and even the probability of the surgeon’s mistakes,
then producing negative consequences on the patient’s
health [2], [3]. Clinical studies have shown that digital
smoke removal reduces surgery operative time and sur-
geons anxiety during surgical operation [2], [4]. With that
in mind, recently, researchers have been conducted works
to reduce or even avoid the smoke effects. Commonly, sur-
geons perform the smoke removal process with medical
instruments [5]. However, this way results in being costly
and impractical, requiring another option to solve the prob-
lem. This is how the image processing and deep learning
techniques raise as an alternative to this and related med-
ical problems [2], [6]–[21]. In the literature, we can find
three main approaches for addressing the smoke removal
problem:
(a) Traditional image processing techniques [7]–[11],
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(b) Physics-model-based methods, especially the atmo-
spheric scattering model and the dark channel prior
(DCP) [2], [12], [13],

(c) Artificial intelligence (AI) methods based on con-
volutional neural networks and generative networks
[15]–[19], [22].

Approaches (a) and (b) have been widely studied in the
literature, while approach (c) is practically unexplored. The
technique (c) AI, plus (a) image processing, is used in this
paper. In particular, we based our method on a conditional
generative adversarial network (cGAN) plus a guide mask
based on a dark channel. Fig. 1 depicts an example of the
proposed approach.

FIGURE 1. The proposed approach for solving the digital smoke removal
problem in laparoscopic surgery: (a) input image with simulated smoke;
(b) input image with its corresponding embedded dark channel;
(c) output of our method; and (d) ground-truth.
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A. RELATED WORK
In this section, we describe the most important works that
deal with the problem of desmoking images.We classify them
by using the three approaches above. We begin by presenting
those works that use physics-model-based techniques.

In the literature, image-processing-based techniques are
commonly used in solving the desmoking problem. The
most relevant works are as follows. In [7] and [8], joint
image desmoking and denoising of laparoscopic images is
formulated as a Bayesian inference problem. Then, in [9],
the method first recovers the visibility and enhances the
contrast of hazy images, then luminance of enhanced images
is fused in the gradient domain by solving the Poisson equa-
tion in the frequency domain. The authors of [10] use a
physical model of gas scattering and Lagrangian methods
to remove unwanted smoke components. The work of [11]
proposes an algorithm to remove the dehazing artifacts by
optimizing the transmission map; the method is based on the
estimated reflectance map and the structure-guided transmis-
sion map `0.
The physics-model-based approach estimates the transmis-

sion map and atmospheric lighting. This approach includes
the methods based on the atmospheric scattering model and
dark channel prior (DCP). In this regard, [12] presents a
color attenuation prior to haze removal. Their method is
based on a linear model that learns the parameters employing
a supervised learning method. Whereas, [13] proposes an
adapted dark-channel prior method combined with histogram
equalization to remove smoke artifacts, thus recovering the
radiance image. The authors of [14] assume that the smoke
veil has low contrast and low inter-channel differences. Then,
a cost function is defined based on prior knowledge and
solved using an augmented Lagrangian method. On the other
hand, in technological regard, the authors of [2] have imple-
mented a digital system based on the dark channel prior.

Since the smoke patterns are complex and hard to cat-
egorize, the two approaches mentioned above generally
produces inconsistent results, altering and saturating col-
ors in no-smoke regions. As a solution, the artificial-
intelligence-based approaches arise, showing superior results
in dehazing-like problems. The state-of-the-art in artificial-
intelligence-based solutions is as follows. In [15] a deep
neural network is implemented in real-time to enhance the
quality of surgery video frames trying to eliminate the
smoke presented in the image. The authors of [16] pro-
pose an unsupervised image-to-image translation with a gen-
erative adversarial network (GAN) architecture; they use
a perceptual image quality metric for the loss function.
In [17], a convolutional neural network (CNN) takes the
smoke image and its pyramidal decomposition as inputs,
and then, it directly outputs a smoke-free image without
relying on any physical model and with no estimation of
intermediate parameters. Also, in [18], it is implemented
an end-to-end network called Cycle-Desmoke. Such a net-
work uses a generator architecture with two-loss functions:

a guided-unsharp upsample loss function and an adversar-
ial and cycle-consistency loss function. In [19], the authors
implement an unsupervised framework for learning smoke
removal that uses a fully convolutional encoder-decoder
network to generate the same size desmoked image.
In [22], an unsupervised deep learning technique based
on a GAN converts laparoscopic images from the smoke
domain to the smoke-free domain. The network comprises a
generator architecture endowed with an encoder-decoder
structure composed of multi-scale feature extraction at each
encoder block. Then, it obtains a robust deep representation
map to reduce the image’s smoke component.

With the state-of-the-art mentioned above, we propose a
method of desmoking laparoscopic surgery images based on
the pix2pix architecture presented in [23]. The pix2pix has
shown promising results in the task of desmoking laparo-
scopic images [24], [25]. Next, we present the motivation for
our work.

B. MOTIVATION
In laparoscopic surgery, surgery is performed through small
incisions using long instruments and video cameras. To create
a working and viewing space in the abdomen, carbon dioxide
(CO2) is insufflated to separate the abdominal wall from
internal organs [26], [27]. The inconvenience is that carbon
dioxide causes a natural lack of visibility in laparoscopy
surgery images. This can produce adverse effects during
the surgery, such as surgeon stress, increased surgery time,
and decision-making errors. Thus, the motivation to conduct
this research is to solve the lack of visibility in laparoscopy
surgery images without any mechanical device intervention.

Despite the conducted efforts to generate smoke-free
laparoscopic images with no mechanical device intervention,
current methods fail in crucial factors to be applicable and
useful in surgery. Such methods generally have the follow-
ing issues: high processing times, changes in color, and the
emergence of artifacts in the image [17].

C. CONTRIBUTION
As we have mentioned above, in our approach, we use AI
methods plus image processing techniques. In this regard,
previous works have shown that embedding additional infor-
mation into a neural network can increase its performance
[2]–[4]. Then, our hypothesis is based on the idea that the use
of a state-of-the-art generative neural network, together with
additional embedded information (in our case, dark chan-
nel map), can improve the desmoking task in laparoscopic
images. In particular, embedded image masks can provide
additional information to GANs to enhance the network’s
output [28]–[30]. Furthermore, the dark channel intensity is
a good indicator of smoke level presence in images [31].
Thus, we propose a combination of a conditional generative
adversarial network and an embedded dark channel mask.
The proposed network is endowed with four input and output
channels, where the useful information of the output channel
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is the smoke-free image formed by the first three channels.
In particular, our proposal is based on the pix2pix architecture
together with two main characteristics: a) an embedded dark
channel map is utilized as a guide mask in the input image,
and b) a modification to the L1 loss function that does not
consider the fourth channel when the loss is minimized.
The dark channel mask gives concentration smoke data to
the conditional generative adversarial network to identify
the restoration level needed in each image region. Obtained
results in synthetic images show that the proposed approach
can remove local smoke and recover realistic tissue colors
without affecting non-smoke areas. According to the peak
signal-to-noise ratio (PSNR) and structural similarity (SSIM)
index, our method outperforms five state-of-the-art methods,
including the image-to-image conditional generative model
with no embedded mask (Pix2Pix). Obtained results can be
reproduced with the source code and trained models available
at our GitHub site presented in Section III. In summary,
the main contribution is summarized as follows:
• The proposal of a desmoking method is applied to
laparoscopic images. According to the given results and
comparisons, such a method results in being fast and
accurate.

• We provide qualitative and quantitative comparisons of
our approach against the state-of-art.

• We liberate the code of the proposed method.

D. CONTENT
The remainder of this paper is as follows. In Section II it is
presented the fundamental idea around our proposed method,
including the foundations that support the method. Section III
exposes the setup used in the design of the experiment and the
obtained results; also, comparatives with six state-of-the-art
methods are given. Finally, conclusions and a perspective of
future research are presented in Section IV.

II. METHODS
In a smoked image, there exists a relation between the pres-
ence of smoke and the dark channel [32]. Motivated by that
fact, this work’s fundamental idea is as follows: by embed-
ding a dark channel mask into the cGAN’s input, we can
obtain vital information to improve the desmoking perfor-
mance in laparoscopic images. This section sets forth such
an idea by developing the theoretical background, framework,
and architecture description of our approach.

A. PROPOSED METHOD
The following researches strongly inspire our proposed
method:
• In [33] is proposed a method based on a convolutional
neural network oriented to classify tasks that receive two
inputs: an RGB image and its corresponding salience
map (S) (a salience map is an image that tries to predict
human fixations). The obtained results of this method
show that performance improves when meaningful data
are incorporated.

• In [28]–[30], the authors demonstrate that object fea-
tures such as shape, color, or even pose can be
embedded from input masks in generative adversarial
networks.

From the above, we propose a framework described by the
following steps and summarized in Fig. 4.

1) We obtain an estimate of the dark channel map; this is
performed through (1) and is depicted in the upper part
of Fig. 4.

2) The estimated dark channel map is refined using the
Fast Guided Filter, see (2). Please refer to the upper
part of Fig. 4.

3) Next, the dark channel map is concatenated to the RGB
channels; please refer to the upper-middle part of Fig. 4.

4) Employing the above information, we train a condi-
tional Generative Adversarial Network (cGAN) utiliz-
ing a modified L1 loss function. A scheme of this
network is shown in Fig. 4.

5) Finally, the cGAN is applied to generate an image free
of smoke with few computing resources and a mini-
mum amount of time. The results are depicted in Figs. 7
and 8.

From the above, we divide our approach into two parts:
the dark channel and the conditional generative adversarial
network. We start with the former.

B. THE DARK CHANNEL
1) THE RELATION BETWEEN THE DARK CHANNEL AND
LAPAROSCOPIC IMAGES
For each pixel (x, y) the dark channel (Idark) is defined as

Idark(x, y) = min
c∈{R,G,B}

(
min

z∈�(x,y)
I c(z)

)
, (1)

where �(x, y) is a kernel (usually squared) centered in the
(x, y) position; I c(z) are the elements of the smoked laparo-
scopic image I in the positions z ∈ �(x, y); and c represent
each RGB. In [32], [34], it is reported that the dark channel
tends to have low values in the vast majority of regions with-
out haze or smoke. This means that Idark → 0 holds. This
statistical fact is called dark channel prior. In laparoscopic
images, the tissues and organs are commonly bright and
colorful, similar to outdoor natural images. Hence, the dark
channel is still valid to discriminate between smoke and
clear images. Fig. 2 depicts the dark channel map of laparo-
scopic images when there is smoke and when not. Smoke
and clear regions tend to have high and low-intensity values,
respectively.

2) DARK CHANNEL REFINEMENT
In dark channel computation, the implemented kernels
�(x, y) are squared patches. Hence, the dark channel is not
precisely aligned to the corresponding image I , provoking
a spatial imprecision. For alleviating this, it is mandatory
to integrate a refinement stage for the dark channel maps.
In this regard, several methods have been proposed, such as
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FIGURE 2. The dark channel in clear and smoked images: (a) clear
laparoscopic image; (b) dark channel of (a); (c) smoked laparoscopic
image; and (d) dark channel of (c).

[35] and [36]. In order to obtain an accurate refined dark
channel map showed in (1), we apply a guided filter to Idark,
which is an edge-preserving smoothing filter based on a linear
model in a region [37]. Such a filter is given as follows

Idarkref (z) = a(x, y)I (z)+ b(x, y), ∀z ∈ �(x, y), (2)

where Idarkref is the filtering output dark channel; I is the guid-
ance image; and z is the position of a pixel in the local squared
window� of size s× s and centered in (x, y). The a(x, y) and
b(x, y) parameters from linear model (2) are defined as

a(x, y) =
1
|�|

∑
(z)∈�(x,y) I (z)I

dark(z)− µ(x, y)Idark(x, y)

σ (x, y)2 + ε
,

(3a)

b(x, y) = Idark(x, y)− a(x, y)µ(x, y), (3b)

where µ(x, y) and σ (x, y) are the mean and variance of I
in �(x, y); Idark(x, y) is the mean of Idark(x, y) in �k ; and
ε is parameter that regulates the smoothness degree. The
computed and refined dark channel Idarkref (z) is stacked into the
smoked laparoscopic image I , as it is shown in Fig. 3.

FIGURE 3. This figure shows the process of estimation, refinement, and
embedding of the dark channel into the smoked laparoscopic image.

Once the refined dark channel is embedded, the processed
images are given as inputs to the proposed cGAN. This is
explained next.

C. CONDITIONAL GENERATIVE ADVERSARIAL NETWORKS
1) DEFINITION
Generative adversarial networks (GANs) [38] are unsuper-
vised generative models that learn a mapping G : r → o,
where r is a random noise vector, and o is an output
image. Such a mapping is implemented by a system of
two competitor neural networks: a generator (G) and a
discriminator (D). The generator is commonly formed by
convolutional and deconvolutional layers, designed to pro-
duce outputs that cannot be distinguished from real images.

The discriminator is given by a CNN trained to perform its
best in detecting the counterfeits made by G. The conditional
generative adversarial networks (cGAN’s), unlike the GAN,
additionally uses a conditional input vector i in its mapping,
i.e.G : i, r → o [23]. In this work, we implement a generator
based on a U-Net architecture with input images of 256×256
pixels.1 The discriminator is a Convolutional Neural Network
of seven layers. The hyper-parameters of G and D are detailed
in Tabs. 1 and 2.
Notice the cGAN approach is currently state-of-the-art in

most tasks that can be reduced to an image-to-image transla-
tion problem [39]–[42].

FIGURE 4. Diagram of the proposed approach based on the dark channel
estimation and a generative adversarial network. The input is the refined
dark channel map stacked into the smoked RGB image. Such RGB image
is processed by the generator to obtain the de-smoked laparoscopic
images. The discriminator is applied only in the training stage.

2) OBJECTIVE FUNCTION
This work’s loss function is based on a combination of a
cGAN’s objective function and a L1 loss function. As in [23],
the objective function of the cGAN is given as

LcGAN (G,D) = logD(I , J )+ log(1− D(I ,G(I , r))), (4)

where G is the generator; D is the discriminator; I is the
smoked image; J is the target image; r is a random noise
vector; and G(I , r) are the restored image.
Since the laparoscopic images are only defined in the RGB

channels, the fourth channel’s output value is only used as
a guide, and it is not relevant for the network performance.

1U-Net’s architecture is similar to an Auto-Encoder. Both of them have
two networks: encoder and decoder. The difference between U-Net and
AutoEncoder is that U-Net skips connections between encoder layers and
decoder layers, while Auto-Encoder does not. The U-Net and Auto-Encoder
have a stage where the inputs’ features are described: the latent space and
bottleneck layer, respectively.
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Then, we propose that the L1 loss function be focused only
on the RGB channels, i.e.

LL1(G) =
∑

c∈R,G,B

∑
x,y

||J c − [G(I , z)]c||, (5)

where (x, y) represents the pixel positions; recall that c repre-
sents each channel component of the RGB.
The final objective function used in this work is based on

the previous loss functions, and it is given by

G∗ = argmin
G

max
D

LcGAN (G,D)+ λLL1(G), (6)

where λ > 0 is the weight of L1 loss function.

III. EXPERIMENTS
This section presents the setup of the used datasets, the archi-
tecture, some comparisons, and the quantitative and qualita-
tive obtained results.

A. SETUP
The experiments were implemented in a Ryzen Threadrip-
per processor with 128 GB of RAM and an Nvidia RTX
2080 Ti card. The used operating system is Linux Ubuntu
18.10 endowed with Python 3.7, OpenCV libraries, Keras
2.3.0, Tensorflow 1.15, and Pytorch 1.4.0 framework.

B. DATASETS
The images used in this work were acquired from videos
of the Cholec80 dataset [43], which contains 80 videos of
cholecystectomy surgeries performed by 13 surgeons. From
the available videos, two datasets were created: a train and
a test dataset. For generating the training dataset, 20, 000
representative images without smoke were extracted from 50
of the available videos. Synthetic random smoke was added
as it is described in Section III-C. This procedure is illustrated
in Fig. 5.

Similarly, to measure and compare the performance with
the state-of-art methods, a test dataset was created with 2, 398
representative images extracted from the five videos above.
It is highlighted that the videos used in the test dataset are
different from those used in the training dataset.

FIGURE 5. The process to generate the dataset.

C. SMOKE SIMULATION
A realistic simulation of heterogeneous smoke is vital to train
and test the developed model. In this work, smoke was simu-
lated using Python-Clouds library,2 which is based on Perlin

2Link to Python-Clouds library

TABLE 1. Architecture of the generator G. Capital letter C denotes
(Convolution -> BatchNorm -> Leaky ReLU); CTD denotes (Deconvolution
-> BatchNorm->ReLU->Dropout rate 50%); and CT denotes
(Deconvolution -> BatchNorm -> ReLU).

noise. Each simulation was saved in a normalized synthetic
smoke mask m(x, y). Smoke was added to the laparoscopic
images using the atmospheric scattering model:

I c (x, y) = J c (x, y) t(x, y)+ (1− t(x, y))Ac, (7)

where the transmission map t(x, y) is computed as the com-
plement of m(x, y) as follows

t(x, y) = smokeintensity(1− m(x, y)), (8)

where c represents each of the RGB channels; smokeintensity,
(0 ≤ smokeintensity ≤ 1), is the intensity value; A is a nor-
malized RGB atmospheric light color, in which we suppose
a white atmospheric light A = [1 1 1]; J (x, y) is a clear
laparoscopic image; and I (x, y) is the image with simulated
smoke with dimensions of 256× 256 pixels.

D. cGan ARCHITECTURE
For this research, the cGAN is configured as follows. The
generator is based on a U-Net architecture with images of
input of 2562 pixels. The discriminator is a Convolutional
Neural Network of seven layers. Both architectures, the gen-
erator, and discriminator have a stage where the inputs’ fea-
tures are described: the latent space and the bottleneck layer,
respectively. In Tabs. 1 and 2 the hyper-parameters of G andD
are detailed.
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FIGURE 6. Effect of the dark channel-mask on image restoration. (a) Input image with synthetic smoke; (b) the dark channel-mask and its corresponding
output from our method; (c) embedded dark channel-mask with modified values to zero and the network’s output; and (d) embedded dark channel-mask
with values modified to one, and the network’s output.

TABLE 2. The architecture of the employed discriminator D.

E. TRAINING
The proposed method was trained using a synthetic dataset.
We used a batch size of 16, a learning rate of 0.0002, and
a resolution of 256 × 256 pixels for the input and output
images. Weights were initialized using a Gaussian distri-
bution with zero mean and a standard deviation of 0.02.
Adaptable Momentum (ADAM) was used as an optimization
function. The network was trained for 50 epochs. In particu-
lar, epoch 35 showed the best performance in our approach,
while epoch 15 showed the best for the pix2pix alone. Pytorch
framework was used in each model. The model was trained
on two NVIDIA RTX 2080 Ti during one day. More details
can be found in our source code.3

F. THE DARK CHANNEL EMBEDDED MASK’s EFFECT
To corroborate the influence of the dark channel embedded
mask in our trained model, we run the proposed network
with three different manipulated embedded masks values:
1) dark channel-mask (Fig. 6b); 2) 0’s (Fig. 6c); and 3) 1’s
(Fig. 6d). In Fig. 6, an example of the experiment is shown.
As it is expected, for the relation between the dark channel
and laparoscopic images, when the dark channel has low
values, the restoration tends to be imperceptible (see Fig. 6c).
In contrast, when dark channel values are high, the performed
restoration saturates the pixels (see Fig. 6d).

3Link to our code via github

G. COMPARISONS
To analyze the compared methods’ performance under dif-
ferent smoke intensities, we define three smoke levels
as a function of the parameter smokeintensity in (8): low
(smokeintensity ∈ [0.40, 0.55]), medium (smokeintensity ∈
[0.6, 0.75]), and high (smokeintensity ∈ [0.80, 0.95]). The par-
ticular value of smokeintensity is randomly chosen, provided
that such a value belongs to any of the previously defined
sets.

To demonstrate the capabilities of our approach, we have
compared it against five state-of-the-art methods. The first
method is [15]; it uses a convolutional architecture with
multi-scale kernels. The second is [19], where the authors
use an unsupervised learning approach based on U-Net
structure. Next, we compare our result with [17], a CNN-
based approach where a Laplacian image pyramid decom-
position input strategy is performed. Finally, we compare
our work with two approaches based on a cGAN pix2pix:
[23], and [24]. These comparisons permit us to observe our
proposed impact based on the dark channel embedded mask
plus a cGAN.

1) QUALITATIVE COMPARISON
The comparison results against the five previous works
are summarized in Fig. 7. From left to right we show
in: (a) the nine input images with synthetic CO2; (b) the
respective ground-truth; (c) the results of Bolkar et al. [15];
(d) the results of Chen et al. [19]; (e) the results of
Wang et al. [17]; (f) the output of the Pix2pix [23]; (f) the
output of Salazar et al. [23]; and finally (g), the results of our
method.

From the comparisons, it can be seen easily that
Bolkar et al. [15] (Fig. 7c) present the lowest performance
compared to the rest of the works. Chen et al. (Fig. 7d),
Salazar et al. (Fig. 7e), and Isola et al. [23] (Fig. 7f) achieved
a good reduction of synthetic gas. However, the output
images’ color is affected. In the results of our method, shown
in Fig. 7g), the images are nearly close to the ground-truth
since the images preserve the original color and hold more
details in the recovered zones.
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FIGURE 7. Comparison experiments in synthetic laparoscopic images. (a) Input images with synthetic smoke, (b) ground-truth, (c) Bolkar et al. [15],
(d) Chen et al. [19], (e) Wang et al. [17], (f) Isola et al. [23], (g) Salazar et al. [24], and (h) our method.

Real laparoscopic smoked images are depicted in Fig. 8.
From left to right, we show: (a) five input images with
smoke; and from (b) to (i) the outputs of the current state-
of-the-art methods. The method of Bolkar et al. [15] seems
to mitigate the effect of the gas marginally. Nevertheless,
it presents a major color saturation where darker regions look
black, as one can see in Fig. 7b). For the second group,
Chen et al. [19] (Fig. 7c) show a slight improvement over
the methods of the first group; however, it presents opaque
colors and poorly defined textures. Wang et al. [17] (Fig. 7d),
Pix2pix [23], (Fig. 7e), and Salazar et al. [24], (Fig. 7f) show
satisfactory results in terms of gas reduction, color, and object
details. Finally, our method (Fig. 7g) presents a minor gas
influence among all the images, preserving fine details and
the original colors.

The results mentioned above are consistent with the quan-
titative analysis presented next.

2) QUANTITATIVE COMPARISON
Results of comparedmethods are quantitative evaluated using
four metrics commonly used in the literature: peak signal-
to-noise ratio (PSNR), structural similarity (SSIM) index,
chrominance feature similarity (FSIMc), and universal qual-
ity index (UQI).

PSNR is a quantitative measure of the restoration quality
and is defined as

PSNR(I , J ) = 10 log10
(MAX2

I

MSE

)
= 20 log10

(MAXI
√
MSE

)
, (9)

where MAX = 2B − 1 in which B is the number of bits used
in the image, and MSE is the mean squared error. The MSE
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FIGURE 8. Comparison with five state-of-the-art methods in real laparoscopic images. (a) Input images with smoke, (b) Bolkar et al. [15], (c) Chen et al.
[19], (d) Wang et al. [17], (e) Isola et al. [23], (f) Salazar et al. [24], and (g) our method.

for twomonochrome images, I and J of sizem×n, is given by

MSE(I , J ) =
1
mn

m−1∑
x=0

n−1∑
y=0

||I (x, y)− J (x, y)||2. (10)

High values of PSNR indicate better restorations. The MPEG
committee establishes an informal threshold of PSNR = 0.5
decibels (dB) to decide whether a PSNR value is significant,
which means that differences in quality are visible [44].

SSIM index is a perceptual image similarity metric. It is
proposed as an alternative to MSE and PSNR indexes since
it has been shown to perform better in the subjective assess-
ment. SSIM index is defined between −1 and 1, where −1
represents a total anti-correlation, 0 no correlation, and 1 a
total correlation between images. For the original and recon-
structed images I and J , SSIM index is defined as follows

SSIM(I , J ) =
(2µIµJ + C1)(2σIJ + C2)

(µ2
I + µ

2
J + C1)(σ 2

I + σ
2
J + C2)

, (11)

where µ is the mean; σ is the variance; σIJ is the images’
covariance; and C1,C2 are two variables to stabilize the
division with a weak denominator.

The Feature Similarity Index for Image Quality Assess-
ment (FSIM) is based on two criteria: the phase congru-
ency (PC) that reflects the image behavior in the frequency
domain, and the gradient magnitude (GM) that reflects the
maximum intensity variation regardless of orientation [45].

FSIM is defined as

FSIM(I , J ) =

∑
x,y SLPCm∑
x,y PCm

, (12)

where SL is the combination of similarities between PCI
and PCJ , namely SPC (I , J ); and between GMI and GMJ ,
namely SGM (I , J ); and PCm = max(PCI ,PCJ ). On the other
hand, the version of FSIM oriented to color images FSIMC is
defined as:

FSIMC (I , J ) =

∑
x,y SL[SLuSCh]

λPCm∑
x,y PCm

, (13)

where λ is the parameter used to adjust the importance of
the chromatic components; Lu is the luminance; (Ch) is
the chrominance; and SLu, SCh are the similarity maps of
Lu and Ch, respectively.

The UQI (universal quality index) is designed by modeling
any image distortion as a combination of three factors: loss of
correlation, luminance distortion, and contrast distortion. For
original I and test images J , UQI is defined as

UQI(I , J ) =
4σIJ IJ

(σ 2
I + σ

2
J )[(I )

2 + (J )2]
, (14)

where I , and J are the mean of original and test images,
respectively; σ 2

I , and σ
2
J are the variances, and σIJ is the

standard deviation [46].
Tab. 3 shows the overall average of the SSIM index, PSNR,

FSIMC , and UQI, where our method yields the values of
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0.93, 27.63 dB, 0.97, and 0.95, respectively. According to
Tab. 3 the average of our approach outperforms state-of-the-
art methods, except for the UQI metric, where our approach
performance is equaled by Wang et al. method [17].

TABLE 3. Performance comparison of the state-of-the-art methods
according to SSIM index, PSNR (in dB), FSIMc, and UQI average metrics.

To further analyze our method’s performance under differ-
ent smoke intensities, in Figs. 9, 10, 11, and 12 the SSIM
index, PSNR, FSIMc, and UQI metrics are shown for three
different densities of synthetic smoke: (a) low; (b) medium;
and (c) high density.

FIGURE 9. Performance comparison of the state-of-the-art methods
according to the SSIM index on different smoke intensities: (a) low,
(b) medium, and (c) high.

The reader can see that our proposed method presents the
highest values in all the smoke conditions: low, medium, and
high for SSIM index, PSNR, and FSIMC ; except in case of
low smoke for UQI and high smoke for PSNR and UQI.
In such cases, the algorithm developed by Wang et al. [17]
presents values of 0.96, 26.75 dB, and 0.95, while our method
has a value of 0.95, 26.29 dB, and 0.94. We highlight the
dispersion reduction in our method for the three smoke

FIGURE 10. Performance comparison of the state-of-the-art methods
according to the PSNR on different smoke intensities: (a) low,
(b) medium, and (c) high.

FIGURE 11. Performance comparison of the state-of-the-art methods
according to the FSIMc on different smoke intensities: (a) low,
(b) medium, and (c) high.

intensities w.r.t. the pix2pix results. This can be seen in
the metrics of SSIM index, PSNR, FSIMc, and UQI shown
in Figs. 9, 10, 11, and 12, respectively.

3) PROCESSING SPEED COMPARISON
Since the main goal is to support surgeons during laparo-
scopic surgery, the processing speed is crucial. Tab. 4 shows
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FIGURE 12. Performance comparison of the state-of-the-art methods
according to the UQI on different smoke intensities: (a) low, (b) medium,
and (c) high.

TABLE 4. Processing speed comparison in frames per second (fps).

the compared methods and their respective average process-
ing time in frames per second (fps). Since our method com-
putes the dark channel, the processing speed is a little higher
than the pix2pix based (Isola et al.), in which it is evident that
the dark channel is not computed. This is shown in Tab. 4. It is
also noted in Tab. 4 that our method has a better performance
than the state-of-art methods. Since our method outperforms
by three times the typical video frame rate of 30 fps in
the experimental platform, it is possible to implement our
algorithm in a real-time system and even in a low-cost device.
We highlight that our method has not been optimized. In 4 it
is shown a demonstrative video of the proposed method in
real-world laparoscopic images.

4Link to a demonstrative video of our method.

IV. CONCLUSION
The lack of visibility in laparoscopic surgery caused by CO2
increases the surgical operation time and the possibility of
surgery errors. Therefore, a method to remove the smoke
effects is necessary to support the surgeons, thus reducing
risks for the patient and increasing medical specialists’ effi-
ciency. In this work, it is proposed the use of the dark channel
embedded in the input of a generator network.

The addition of a dark-channel-guide contributes to iden-
tifying regions with the presence of smoke, focusing on the
restoration of those regions. Qualitative evaluations in syn-
thetic and real images showed that this new approach gener-
ates output images with better contrast and color preservation
than the other five state-of-the-art methods. On the other
hand, quantitative evaluations based on PSNR and SSIM
index for three different synthetic smoke densities showed
that the proposed approach outperformed all the five algo-
rithms mentioned in the paper. Moreover, the processing time
of 92.19 frames per second shows that the proposed architec-
ture can be easily implemented into a system for real-time
applications used in medical devices.

One of the main limitations of the proposed approach
is the quality and amount of information incorporated into
the embedded channel since if the additional channel does
not provide reliable information, the network’s performance
could be affected.

As shown in the manuscript, incorporating a dark channel
embedded in a cGAN network increases its performance
by slightly reducing its speed. However, the concept of an
embedded channel could be applied to other kinds of neural
network architectures and even other approaches, such as
classification or even regression tasks.

The work of Hugo Alberto Moreno was supported by the
National Council for Science and Technology (CONACYT)
for his master’s studies.
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