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ABSTRACT In this article, we consider the problem of distributed offloading inmobile crowdsensing (MCS)
by the means of mobile edge computing(MEC). Deploying MEC in MCS can help address many challenges
the centralized MCS solutions are facing such as delays in answering real-time requirements due to the
centralized nature of the solution, discovering and selecting non-connected devices in the Area of Interest
(AoI), and dealing with the complexity of data computation. Specifically, we propose to improve the
selection of crowdsourced workers by opting for a distributed mechanism, where the selection is partially
offloaded to the Local Edge Nodes (LENs). The proposed framework, OffSEC, relies on a) a Mobile edge
computing architecture that defines the Main Edge Node (MEN) and LENs responsible for selecting the
local workers available in the AoI and b) a two-layer selection mechanism that helps to offload the selection
of crowdsourced workers to the identified LENs. To do this, nodes in the area of interest are first clustered
based on their locations, and then for each cluster, one LEN is identified based on the closeness metrics.
MEN is then nominated based on a greedy selection. Finally, LENs discover the available nodes in their
cluster, including heterogeneous IoT nodes and workers that are not necessarily connected to the Edge server,
and select the final list of workers that maximize the quality of service (QoS). The process of selection is
dynamic as it is updated according to the requested task. The proposed OffSEC is evaluated using a real
dataset and is compared to a centralized approach. The results show that OffSEC outperforms the benchmark
by maximizing the QoS of the sensing activities and improving the quality of the collected data readings
(QoDR).

INDEX TERMS Edge computing, crowdsensing, distributed architecture, heteregenous IoT.

I. INTRODUCTION
As a revolutionary technology, the Internet of Things (IoT)
covers all domains of our lives by connecting everyday
objects to the Internet [1].The deployment of heterogeneous
IoT devices (e.g sensors, dash cameras, and smartphones)
and heterogeneous communication technologies (e.g WiFi,
Bluetooth. . . ) on a large-scale requires consideration for real-
time applications such as energy efficiency, latency, network
capability, and Quality of Service(QoS). As the volume of
generated data increases, providing an adequate data process-
ing solution becomes a necessity. Recently, Mobile Crowd-
sensing (MCS) has been identified as an enabling technology
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for IoT [2], since it provides an optimal solution for collect-
ing large amounts of data. It relies on interactions between
humans and/or devices to extend the IoT services. Gener-
ally, MCS applications are deployed on personal devices,
like smartphones or wearable devices [3],which makes them
benefit from their sensing capabilities to extract and share
collected information about the physical environment for
a specific phenomenon of interest [2], [4]. These devices
generate a large amount of heterogeneous data that needs
to be processed and stored efficiently. Usually, the collected
data through mobile devices and sensors are uploaded into
a centralized platform to be accurately processed where suf-
ficient resources are available [5]. The centralized model is
efficient for applications that have energy and delay toler-
ance. The deployment of a centralized architecture provides
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a set of limitations regarding storage capability, data read-
ing consistency, energy consumption, devices capability, and
latency [5].

Additionally, these centralized crowdsensing platforms are
responsible to perform all the crowdsensing related activi-
ties including worker’s recruitment/selection, task allocation,
worker’s payment, data fusion, and processing. However,
these MCS solutions suffer from a set of well-identified
limitations regarding a) how to reach the workers in the area
of interest (AoI), that are not connected to the server?, b) how
to choose a good placement of themain edge node (MEN) and
local edge nodes (LENs) to be close to the task and workers?,
c) how to optimize the budget to select workers that maximize
the QoS while answering the task requirements?, and d) how
to improve the data readings processing to reduce the load of
data computation at the ES?

Edge computing was designed to overcome the limita-
tions of a centralized platform and improves its deploy-
ment in a MCS environment. The existing works on edge
computing mainly focus on local computation [6], resource
optimization [7], edge deployment [8], and task alloca-
tion/offloading [9].

This new paradigm can be a powerful solution to fulfill
complex tasks and delay-sensitive applications by provid-
ing real-time computation. The computation can be done
locally [10], [11] or offloaded, from an edge node to the
cloud server [12] or from user to edge servers [13], accord-
ing to the task assignment schemes adopted [14], [15]. The
edge servers/nodes can receive tasks through different com-
munication technologies like Wi-Fi/4G or Bluetooth, where
each communication technology has specific characteristics
such as transmission range, quantity of transmitted data, and
resource consumption. Combining more than one technology
constitutes a challenge for edge computing. Another impor-
tant challenge of edge computing is to reduce the signifi-
cant distance between the service provider and the workers.
A good placement of the edge node to be close to the workers
allows avoiding high end-to-end delay and reduce traffic
congestion and increase the quality of service.

In this work, it is argued that edge computing nodes can
play a vital role in improving the performance of MCS by
improving the mechanism of workers’ selection to execute
the sensing tasks. The main research question this work is
addressing: how to design a distributed strategy for worker
selection that; a) considers EN placement close to the work-
ers, b) extends the discovering process of connected and non-
connected devices in the AoI, c) builds a mechanism that
calculates the optimal payment for workers that deploy EN
and sensing devices, d) offloads the selection process to EN
to select workers that maximize QoS while responding to the
task requirements.

To this end, a framework (OffSEC) for mobile crowd-
sensing based on mobile edge computing is proposed. Off-
SEC relies on a) a Mobile edge computing architecture
that defines the MEN and LENs responsible for selecting
the local workers available in the area of interest and b) a

two-layer selectionmechanism that helps to offload the selec-
tion of crowdsourced workers to the identified LENs This
work exploits the benefit of edge computing in crowdsensing
where the edge server (ES) and Edge nodes (EN) are deployed
in the AoI. Using ES and EN improves worker selection
for allocated tasks, by discovering more potential workers
that are not discoverable by the ES. Two types of edge
nodes (ENs) are defined: MEN that plays the role of a task
sensing leader whichmanages all the collected data and sends
it back to the ES; and the LEN that selects workers and locally
collects the data, from its discoverable neighboring nodes. In
the proposed framework, the ES is deployed as Edge-as-a-
Service (EaaS) that uses homogeneous edge resources (eg.
smartphones). The connected ENs are clustered by the ES
using the centroid-based k-means algorithm where the closet
EN to the centroid is defined as LEN. From candidate LENs,
one MEN is selected based on its computational capability
and closeness to the sensing task. Then, the worker selection
is offloaded to the LENs themselves. In a second phase, each
LEN locally discovers its neighboring nodes within the same
cluster and the nodes that ES cannot reach due to the use of
short-range Bluetooth technology. The proposed architecture
deploys heterogeneous IoT devices that can be smartphones,
surveillance cameras, dash cameras, or sensors, using Wi-
Fi/4G (connected) and Bluetooth (non-connected) technolo-
gies. The sensing tasks are fully offloaded to the LENs that
collect the data from the workers and then return the sensing
outcome to the MEN. The MEN in turn sends the aggregated
data to the ES for further processing.

The main contribution of the work is summarized as fol-
lows:
• Propose a distributed edge-based architecture for crowd-
sensing that allows overcoming the limitations of the
centralized architecture in terms of worker selection.

• Propose a novel two-layers selection mechanism that a)
enables the discovery of non-connected nodes (workers
or IoT sensors) in the AoI. and b) offloads the ES by
attributing the selection of heterogeneous workers to the
LENs.

• Achieve a higher QoS by selecting better participants
with the respect to the computed sensing budget.

• Validate the proposed approach by evaluating the relia-
bility of submitted data collected by the selected sets of
workers.

The proposed approach is validated using real-life datasets
and compared to a centralized platform. Different scenarios
are considered to assess the proposed approach where the
results show that the proposed distributed selection outper-
forms the centralized one in terms of quality of service and
the consistency of data readings.

II. RELATED WORKS
MEC is endorsed as an enabling technology for advanced
IoT applications [16] such as MCS [17]. MEC deployment
resolves a set of centralized MCS problems as significant
load, high traffic and, high latency of data transmission.
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A set of studies interested to improve its deployment by
addressing: MEC placement as proposed in [8] where the
authors deploy the MEC in the context of smart cities to
resolve load balancing and delay problem, Local computation
to address the problem of data storage [6], [11], offloading
computational task by considering resources allocation and
data transmission [18], [19] by using different techniques as
process, component, application, and virtual machine migra-
tions [20], energy consumption [21] where the selection of
cluster heads is based on devices capabilities, which improves
the communication sustainability while preserving the energy
consumed by ENs, and the makespan or processing time
minimization [22].

Many IoT applications have adopted MEC to address the
heterogeneity issue of IoT devices. This diversity makes
resource allocation very difficult especially when it is based
on the task’s weight. Authors in [23] propose a new intelligent
model called ‘‘DRL+FL’’, based on the resource allocation
algorithm, DDQN-RA, to optimally allocate computing and
network resources according to the change of MEC envi-
ronment. Authors in [24] propose a learning-based channel
selection framework (SEB-UCB) to overcome the limitations
of Edge Computing in terms of spectrum resources, battery
capacity, and context unawareness. To optimize the prob-
lem, the authors used three techniques including matching
preference learning, Lyapunov optimization, and matching
theory. SEB-UCB allows improving the throughput as well
as the backlog queue and the energy. Similarly, instruction
translation and offloading for mobile devices (SIMDOM)
framework in the cloud and edge environments was pro-
posed in [25]. The framework allows reducing the execution
overhead of migrated vectorized multimedia applications by
adopting vector-to-vector instruction mappings, which leads
to improving the energy, execution time, and performance
efficiency.

In line with this, MEC has been proposed recently for
MCS applications to improve worker selection and network
performance. For instance, the authors in [26] propose a new
social-driven edge computing architecture that is based on the
attitude of workers to execute tasks. This proposed architec-
ture demonstrates that using centralitymeasurement selection
provides more benefits than cooperativeness scores, which
positively impacts latency and requests’ satisfaction. Authors
in [27] propose a new architecture that combines both edge
computing quality and MCS features. this new architecture
allows to analyze huge collected data while it reduces the
overhead due to the transmissions and it can support appli-
cations that require low latency. Similarly, the authors in [17]
propose a new trust evaluationmechanism that combines both
the Intelligence of MEC and the benefit of Crowdsourcing.
The selection of ENs has been made through Trustworthy
and Quality-Aware Incentive mechanisms, which provide
more accurate trust evaluation. The authors in [28] propose
a new selection of clients with resource constraints using
an extension Federated Learning (FL) framework. The main
goal of the proposed FedCS is to request, a random set of a

heterogeneous client, to download a trainable model provided
by the ES, and update it according to their data. The selection
is made based on limited computational resource andwireless
constraints, which allows to manage client and complete the
training process in a short time.

Similarly, the authors in [29] consider the heterogeneity
of user equipment (UE) and resource limitations for MEC
service providers (SPs) selection. A multi-MEC and multi-
UE scenario were adopted to study the matching problem,
between MEC SPs and UE, using Auction theory. Another
MEC selection was proposed in [30] where a new QoS-aware
service selection for MEC systems was designed. The pro-
posed event-driven framework was formulated by a dynamic
optimization problem using ordinal optimization (OO) tech-
niques. It provides a good selection of users by considering
their dynamicity, which improves the convergence rate. A
peer-to-peer enabled selection of a mobile ES was proposed
in [31]. The ESs update their information, in a decentralized
way, to be selected by the nearest mobile devices. The pro-
posed approach is cost-effective and deadline-aware offload-
ing, which makes it more efficient, less expensive and, faster
for completing computational tasks even under different traf-
fic congestion.

Table 1 summarizes all related works discussed above, and
also includes our proposed Approach. The existing works
related to theMEC deployment present a set of shortcomings.
Some work interest to minimize the energy consumption,
while choosing the closet placement of ES to the end devices
with the lack of ES characteristics consideration. Also, some
studies focus on offloading the tasks and local computation
with no consideration of task requirements such as location,
required sensors, and budget. In contrast, works that deploy
MEC in MCS propose a selection on upward where only the
end devices select the optimal ES to offload the data, while
the ES can also be used to select and recruit workers during
the sensing process. Our proposed approach differs from the
others discussed above in the following aspects:
• Resource Discovery: When Initiating the communica-
tion, EN discover more neighbor devices hidden from
the ES through Bluetooth transmission. This improves
the quality of selection and avoids transmission failures
due to poor connectivity or high consumption of the
device’s resources.

• Task Allocation: The selection is relative to the task
constraints and the EN decision, where it can ini-
tiate an outgoing task request (eg, event detection)
or accept or refuse an incoming one (e.g, whether
measurement).

• Context-Aware: where the distribution of LENs is based
on their location in the AoI. Also, the selection is related
to the data type that needs to be collected and which is
based on the required sensors deployed for the sensing
process.

• HeterogeneousWorker Selection: Two types of workers
are deployed based on their transmission technology.
ENs that play the roles of LENs and MEN and use the
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TABLE 1. Taxonomy of the existing works.

FIGURE 1. System illustration.

Wi-Fi/4G transmission, and workers that are discovered
by LENs through Bluetooth transmission.

• Budget-Constraint: The process of selection takes into
consideration the available budget provided by the task.
For each cluster, there is a sensing budget used for the
selection. The selection is breaking off when this sensing
budget is reached.

III. SYSTEM MODELLING
A. MOTIVATIONAL SCENARIO
Figure 1 illustrates the proposed approach for edge-based
MCS solution. The initiation of a sensing task can be done
either by the ES as a response to a recently published task,
or by the ES as a notification of an ongoing event. Based on
the requirement of the published task, the data is collected
from mobile phones, dash cameras, and sensors available in
the AoI.

The collected data is then transferred via an EN to the
ES to be processed and fused in real-time. The ENs play an
important role, especially for real-time applications, as they
can be close to the end-user and they can also discover nodes
that are not discoverable to the ES.

The decision making of the EN can attain a high level of
effectiveness when it tries to discover its neighbor, compete
to play the role of MEN, and form a set of workers according
to their location and device capabilities. The proposed archi-
tecture can be deployed in a complex scenario where various
types of devices can be used.

In this work, two kinds of devices are used for collecting
data:
• Devices that play the role of EN that have a Wi-Fi/4G
connection and are visible by the ES. The EN serves as
a relay between the edge ES and sensing devices. Each
set of devices follows one LEN which is the central EN
within a cluster, and the LENs follows the MEN which
is a relay between LENs and ES. The LEN transfers the
collected data provided by the workers to the MEN. The
MEN then combines the data received from different
LENs and then sent the sensing outcome to the ES for
additional processing.

• The sensing devices that are selected for sensing, based
on their capabilities. The sensing devices can have Wi-
Fi/4G and/or Bluetooth communication technologies.
The devices that possess Bluetooth connection are dis-
coverable only by the LENs. These hidden devices are
useful during the selection process since they can help
improve the quality of service by providing diverse
choices for the LENs in selecting the best sensing
devices.

B. SELECTION MODEL FORMULATION
The proposed model adopted for the selection process con-
siders two main sets of parameters: infrastructure-related
and task-related (see figure 2). The infrastructure- related
parameters include the AoI coordinates, devices capabili-
ties, and transmission technology of both EN and sensing
devices, whereas the task-related parameters include the task
requirements namely the task coordinates, required repu-
tation, required sensors, and budget. The proposed selec-
tion model adopts the two-level of communication between
server-to-edge nodes and edge-to-sensing devices.

The initiation of the tasks can be done from the ES to
the ENs (e.g survey) or from the EN to the ES, as is the
case in event detection. When the communication is initiated
between the ES and ENs, the ES formulates the first set of
participants by clustering them based on their locations as
shown in figure 2.

For each cluster, there is a LEN defined based on its strate-
gic position geographically close to the center of the cluster.
The location of the LEN allows it to be near to most of the
workers inside the cluster. The main advantage of this choice
is to minimize the distance between the LEN and the work-
ers when requesting the task and receiving collected data.
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FIGURE 2. Conceptual architecture.

The MEN is then defined, amongst the LENs, in a greedy
manner based on the computed objective function. This
objective function considers EN characteristics: energy con-
sumption, CPU, reputation of the worker, and closeness to
the task. The LEN with the best objective function is con-
sidered as MEN. Each task has some specific requirements
that the ENs need to consider during the selection process
such as the required reputation, sensors, and budget. The
distributed architecture proposed in this article is shown
in Figure 2.

Each requested task requires a set of workers to perform
the sensing task, according to a set of requirements and
constraints. In the proposed model, each task tj is defined as
tj = (LTj , S

T
j ,R

T
j ,B

T
j ) as presented in Table 2. Furthermore,

each worker,Wi, is equipped with smart devices that are char-
acterized by the location, sensor availability, residual energy,
reputation, payment and connectivity type, where it is defined
as Wi = (Lwi , SA

w
i ,RE

w
i ,R

w
i ,P

w
i ,Connect

w
i ), as described

in Table 2. Connectwi is the technology used for connecting
the device of the worker i. In this work, we consider two types
of connectivity: Bluetooth and Wi-Fi/4G.

1) SENSOR AVAILABILITY (SA)
For a requested task, a set of sensors is required to be
available in the workers’ devices [32], [33]. The main cri-
terion that is considered to evaluate the sensor availability
is that all members should have at least one of the required
sensors.

The number of sensors available in the worker’s device
SAwij and the set of sensors relative to the participants’ devices

within a cluster SACrS are evaluated as follows:

SAwij =
NSwi
STj

(1)

SACrS =
S∏
i

SAwij
NCr
S

(2)

where

SACrS ε [0, 1]

2) RESIDUAL ENERGY (RE)
Due to the distribution of participants and their distance to
the LEN and the task, some devices may not complete the
sensing task or transfer the collected data [19], due to battery
depletion. For this reason, it is important to consider the
residual energy when selecting participants. To assess the
residual energy of a set of devices within a cluster, the arith-
metic mean and standard deviation are used to reflect the
central tendency and the dispersion of the distribution [34].
The Residual Energy of a set of participants (S) is calculated
as:

RECrS =

(
1

NCr
S

×

∑
iεS

REwi

)
× e−σ (RE

w
i ) (3)

where REwi is the residual energy for each worker i within-
cluster Cr and, S is a set of selected participants.

3) REPUTATION (REP)
The reputation of a participant measures his commitment to
perform and complete the sensing task [32]. As an important
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parameter for selection, it is used during the selection ofMEN
and workers, and for the final set of selected participants’
assessment. The lowest reputation value in the set of selected
participants within a cluster is considered to be the set’s
reputation. Hence, RCrS is calculated as follows:

RCrS = min
(
RepwiεCr

)
(4)

where;

RCrS ε [0, 1]

4) OBJECTIVE FUNCTION
To select the best EN that can play the role of a relay
between the ES and the other clusters when reporting the
data, an objective function should be defined based on a set of
metrics. The composition of these metrics is done using the
weighted sum method [1] where the weights w1 − w4 reflect
the metric’s importance, thus making the objective function
adaptable according to the application requirements. These
weights should satisfy the following conditions:

0 < w1,w2,w3, and w4 < 1, and;
4∑

L=1

wL = 1

The objective function is then calculated as follows:

Objective_function = w1 × REWi + w2 × UW
i

+w3 × RWi + w4 × CW
ij (5)

whereCW
ij is the LEN’s closeness to the requested task, which

can be calculated as:

CW
ij =

1√(
Xwi − X

T
j

)2
+

(
Ywi − Y

T
j

)2 (6)

where:
Xwi and Ywi are the coordinates of the worker’s Liw

XTj and XTj are the coordinates of the Required Task LjT

5) QUALITY OF SERVICE (QoS)
The QoS is an important parameter for the MEC deploy-
ment, as it measures the expected performance of the selected
participants. For each task, each worker provides the QoSCri
to the cluster that is calculated as described in Eq (7). The
QoSCri defines the ability of the worker to complete the task.
Worker’s reputation, in addition to workers’ device character-
istics, namely residual energy and sensor availability are part
of QoS of the cluster. The higher the QoSCri , the better is the
selected worker.

QoSCri = w1 × SAwi +w2 × REwi +w3 × Rwi ;
3∑
i=1

wi=1

(7)

where w1 − w3 are weights reflecting the parameters
importance.

To evaluate the QoSCrS , The model used in [32] for group-
based recruitment system for MCS, is adopted and adapted

TABLE 2. List of variables used.

to the ENs needs. When defining the final list of selected
workers to perform the task, the collective QoSCrS provided
by them to the cluster is calculated as:

QoSCrS = w1 × SACrS +w2 × RECrS +w3 × RCrS ,
3∑
i=1

wi=1

(8)

IV. PROPOSED APPROACH
The following section describes the proposed two-layer selec-
tion approach in edge-based crowd-sensing architecture, Off-
SEC. This novel approach improves the worker selection for
allocated tasks, by discovering more potential workers that
are not discoverable by the server. The first layer uses a
centroid-based k-means algorithm, where the ES distributes
the participants into clusters according to their locations in the
AoI and then determines the LENs and the MEN. The second
layer is the offloading selection process to the ENs, where the
best workers maximizing the QoS are selected.

A. FIRST LAYER: MEN AND LENs SELECTION
1) SERVICE INITIATION
In the proposed framework, the ES is deployed as Edge-
as-a-Service (EaaS) that uses homogeneous edge resources,
which are the LENs. By adopting EaaS, the overhead for
launching and terminating the services is reduced due to the
integration of a lightweight handshaking protocol for EN
discovery. The advantage of adopting an EaaS is that it keeps
the task request and the data transfers and processing closer
to ES and ENs, and makes the information, related to ENs
such as location, connectivity, and worker device, up-to-date.
The handshaking protocol follows three distinguishing steps,
as illustrated in figure 3, to elaborate on the communication
between ES and ENs: the request, the acceptance, and the
confirmation extraction.
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FIGURE 3. Edge server communication initiation.

The communication used between sensing devices and
LENs is device-to-device (D2D). The LENs communicate
with each other using homogeneous devices (smartphones)
and use WiFi/4G as a transmission technology. However,
the communication between LENs and other participants
within the same cluster takes place using heterogeneous IoT
devices (smartphones, dash cameras, surveillance cameras,
sensors, etc) and using different transmission technologies
(WiFi/4G and Bluetooth). The devices that use Bluetooth
are discovered by LENs locally, while they are hidden from
the ES.

2) LENs SELECTION
The distance between EN and workers is an important param-
eter that should be considered during the selection process.
Thus, the position of LEN should be close to all workers
inside a cluster. The selection ofMEN and LENs are dynamic
and can change according to the requested task, the number of
discovered devices in the AoI, and the best objective function
provided. The objective function is designed to consider the
main parameters that make theMEN able to combine the data
received from the set of participants within his cluster and the
LENs. TheMEN then transfers the final results to the ES. The
closeness parameter (see (6)) has a big impact on preserving
energy and hence improving the QoS. The overall proposed
algorithm 1 is detailed as bellow.

As inputs, the dataset of the participants and the tasks
are used, whereas the number of clusters, the number of
LENs, and the preselected set of Workers are calculated
as output. Initially, when the communication is established,
the workers that do not satisfy the reputation required by
the task are dropped (line 1-5). The silhouette mechanism
is then deployed to optimally cluster the ENs in the AoI
(line 6). The K-means algorithm is used to distribute the
workers according to the number of clusters provided by the
silhouette mechanism and to define the centroids (line 7-8).
Then, the workers that are close to the center of the clus-
ter are defined as LEN, else they are classified as workers
(line 9-15). Being in the center of the cluster means that the
LEN is the nearest EN to all devices in the same transmission
range.

Algorithm 1 LEN Selection
Input : Participants W, where for each wi ∈ W

Connect i = 4G or wifi or Bluetooth
Input : Set of tasks Tj
Output: Cr, LENs, Workers

1 initialization
2 if Rwi < RTj then
3 dropWi from the list of preselected workers
4 end
5 best_ size = silhouette _evaluation(LWi ,
‘Euclidean_dist’)

6 Cr_id = kmeans(LWi , best_size)
7 Centroids = kmeans.Cr_centers_
8 ifWi = closet_to_centers then
9 Wi is LEN
10 else
11 Wi is worker
12 end
13 end
14

3) MEN SELECTION
Algorithm 2 presents the process of MEN selection.

Algorithm 2MEN Selection

Input : LEN’s REWi
Input : LEN’s UW

i
Input : LEN’s RWi
Input : LEN’s LWi
Input : LTj
Output: MEN

1 initialization;
2 calculate CW

ij according to eq((16));
3 calculate objective function according to eq((15));
4 if LENij = best_objective function then
5 LENij is MENij;
6 end

The location of the workers, the characteristics of their
devices, and the location of the task are used as inputs. After
the LENs are specified, the closeness of each LEN to the task
is calculated using eq (6) (line 2). Then, the objective function
for each LEN is calculated as described in section III-B4
(line 3). The MEN is chosen in a greedy manner, where from
candidate LENs, the LEN that provides the best objective
function is selected as MEN (line 4-6).

4) PAYMENT MECHANISM (SensPay)
In MCS, rewarding workers is important to motivate them
to perform the tasks. In the proposed framework, offloading
selection to the EN requires an incentive to be paid for MEN,
LENs, and workers. Three different payments are definedPmi ,
Pli , and SP

Cr
S , where Pmi is the payment for the MEN, Pli is
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the payment for LENs and SPCrS is the payment for selected
workers.

Being budget-constrained, the proposed approach defines
each task with an independent budgetBTj . Accordingly, work-
ers are selected by LENs based on the sensing budget SPCrS
(Eq (9)). This sensing budget is distributed equitably between
the LENs to recruit workers that perform the sensing task.
The final set of selected participants depend on the amount
provided to each LEN and also on the requested payment by
each worker.

SPCrS =
(BTj − (Pmi + P

l
i))

Number of Cluster
(9)

Algorithm 3 describes the process of calculating the sens-
ing payment SPCrS for worker selection. The payment of
MEN, LENs, task budgets, and the number of clusters are
used as input, whereas the sensing payment is calculated as
the output. First, the sum of LEN’s payments is calculated
(line 2). Then, the sensing payment is calculated using Eq (9)
and distributed equally among LENs (line 3-4).This sensing
budget is used after, in the second layer, to select the final set
of participants within a cluster.

Algorithm 3 Sensing Payment Calculation

Input : Pmi , P
l
i , B

T
j

Input : Cr
Output: SPCrS

1 initialization;
2 Calculate

∑
Pli of LENs;

3 Calculate SPCrS according to eq ((9)) ;
4 Share the sensing payment to the LENs;

B. SECOND LAYER: WORKERS SELECTION
1) WORKERS SELECTION
To deeply improve the selection process based on MEC
deployment, the second layer of selection is described in
Algorithm 4. Instead of directly selecting workers through
ES, as is the case in centralized architecture, in the proposed
framework each LEN is responsible to select its workers’
from the available set of participants within the cluster and
the discovered devices.

The selection is based on the QoSCri (Eq (7)) that each
worker provides and that responds to the task requirements.
For each cluster, the number of available sensors (NSwi ) and
the QoSCri ) are calculated (line 2-6). Then, the QoSCri is
sorted in ascending way where a greedy selection is used to
select workers with the best provided QoSCri (line 7). Subse-
quently, a cumulative sum (CSSCrS ) of the requested payment
by workers is calculated. Based on thisCSSCrS , the selection is
processed until reaching the provided sensing payment SPCrS
(line 8-9). Finally, the final list of workers that will perform
the tasks is defined(line 10) and the device’s characteristics
of all workers within the list are calculated (line 11-14).

Algorithm 4Worker Selection
Input : SAwi ,RE

w
i ,R

w
i

Input : STj
Output: SACrS ,RE

Cr
S ,RCrS ,QoS

Cr
S ,QoDR

Cr
S ,QoDR

Tot
S

1 initialization;
2 for each Cr do
3 for each Wi do
4 Calculate NSwi according eq((1));
5 Calculate QoSwi according eq((7));
6 end
7 Sort QoSwi in ascending order;
8 Calculate CSSCr of PCri ;
9 SelectWCr

i until CSSCr <= SPCrS ;
10 Define Final list ofWCr

i ;
11 Calculate SACrS according eq((2));
12 Calculate RECrS according eq((3));
13 Calculate RCrS according eq((4));
14 Calculate QoSCrS according eq((8));
15 Calculate QoDRCri (Avg) according eq((10));
16 Calculate QoDRCri (Std) according eq((11));
17 end
18 for all LENs do
19 Calculate QoDRCrS (Avg) according eq((12));
20 Calculate QoDRCrS (Std) according eq((13));
21 end
22 Calculate NTot

S according eq((14));
23 Calculate QoDRTotS (Avg) according eq((15));
24 Calculate QoDRTotS (Std) according eq((16));

2) DATA COMPUTATION
To validate the proposed approach, the quality of data read-
ings is calculated for the set of selected participants within
each cluster, for each LEN, and at the MEN level as defined
in Algorithm 4. The different equations used to calculate
the combined QoDR are described in section V-B. After the
selection process, eachworker reports the data reading related
to the requested task to the LEN related to his cluster Cr (line
15-17). Each LEN then calculates the combined QoDRCrS ,
according to Eq (12) and Eq (13), and transmits it to theMEN
(line 18-22). TheMEN then calculates the provided data from
all LENs using Eq (15) and Eq (16) and calculates the final
results QoDRTotS and transmits it to the ES (line 23-24).

V. PERFORMANCE EVALUATION
In this section, a validation of the proposed OffSEC frame-
work is presented. The dataset and task parameters used in
this work are described in section V-A and the quality of data
readings calculation is explained in V-B. OffSEC is compared
to a centralized platform using two different scenarios: vary-
ing the budgets, and varying the number of participants.

A. SIMULATION SETUP
The simulations carried out in this work is based on real
datasets. The Sarwat Foursquare dataset [35] for social
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TABLE 3. Evaluation parameters.

networking applications is employed, which includes data
about the user’s device such as energy, sensor availability,
worker payment [36]. The connectivity type, the task required
SA, the task required reputation, the task available budget,
and the MEN/LEN payments are randomly generated and
assigned to the nodes following a uniform distribution. The
Stack Exchange Data Dump dataset [37] is used for the user’s
reputation. To simulate data readings, a publicly available
dataset [38] is used to evaluate the model.

A set of independent tasks equal to 30 is generated with
different locations, required sensors, and reputation while the
available budget is set according to the adopted scenario. For
each task, multiple iterations are run to collect the obtained
results. Each iteration is a complete run of the two-stage
selection, while the second layer the selection is performed
for multiple clusters obtained through the silhouette mecha-
nism.

Table 3 summarize the evaluation parameters, such as the
area of interest used, user characteristics, payments, and task
parameters. To evaluate the proposed framework, two scenar-
ios are adopted, a) when the available budget, required for
sensing, is varied and, b) when the number of participants is
increased.

Centralized architecture is chosen as the benchmark to
compare the performances of OffSEC. By design, the selec-
tion in centralized architecture is done directly by the ES in
a greedy way, where it selects only the visible devices that
use the services and cannot discover those that use Bluetooth
transmissions. For the benchmark, first, the participants that
do not satisfy the reputation (RTj ) required by the task are
dropped. Each worker provides its QoSCri , calculated as in
Eq (7), which is then sorted in ascending order. Finally,
the workers are selected according to the available budget BTj
and their requested payment Pwi .

B. EVALUATION METRICS
To validate the proposed approach, a set ofmetrics are consid-
ered for evaluation. First, the approaches are assessed using
RE, SA, Reputation, and QoS. Then, the number of selected

participants and the spent budget are considered. Finally,
the reported data by selected workers are evaluated using the
Quality of Data Reading (QoDRg), as described next. All
the figures present an average of 5 simulations per task. The
reported data by workers can have different quality levels
due to the participant devices’ capabilities such as energy
level, CPU, and communication technologies. In this work,
the quality of data readings, from different devices and at dif-
ferent locations, is evaluated. To compare the quality of data
readings from all clusters QoDRCrT , the mean difference and
the standard deviation of QoDR are calculated as described
in [39]. The model follows three levels as illustrated next:

Level 1: For a set of participants in each cluster
Using the average QoDRCrS (Avg) and the standard devia-

tion (QoDRCrS )2(Std), given as

QoDRCrS (Avg) =

∑S
i=1 SubmittedData

Number of Submission
× NCr

S (10)

QoDRCrS (Std) = σ 2(NCr
S − 1)+ (

(QoDRCrS (Avg))2

NCr
S

) (11)

where: NCr
S is the number of participants per cluster and σ is

the standard deviation of submitted data within a cluster.
Level 2: For all LENs in all clusters
The combined value of data reading that is calculated for

all LENs is calculated as follows:
The average QoDRCrS (Avg) and standard deviation pro-

vided by all LENs is given as:

QoDRLENS (Avg) =
S∑

k=1

(QoDRCrS (Avg)) (12)

QoDRLENS (Std) =
S∑

k=1

(QoDRCrS (Std))) (13)

Level 3: At the MEN stage
The combined value of data reading that is calculated at the

MEN is as follows:
Total number of selected workers for the whole selection

process is:

NTot
S =

N∑
k=1

(NCr
S ) (14)

where N is the number of cluster in the AoI.
The total average of data readings QoDRTotS (Avg) and the

total standard deviation QoDRTotS (Std) is given as:

QoDRTotS (Avg) =
QoDRCrS (Avg)

NTot
S

(15)

QoDRTotS (Std) =
sqrt((

QoDRCrS (Std)−(QoDRCrS (Avg))2

NTot
S

)

(NTot
S − 1)

(16)

C. SCENARIO 1: IMPACT OF BUDGET VARIATION ON THE
SELECTION PROCESS
As mentioned previously, LENs and MEN will be paid for
the computation/the role they are playing in the selection.
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FIGURE 4. Number of selected workers for OffSEC and centralized under
different budgets.

FIGURE 5. Average QoS for OffSEC and centralized under different
budgets.

Consequently, for each task, the provided budget is used to
pay MEN and LENs, in addition to the workers performing
the sensing activity. To evaluate the impact of the budget on
the selection, OffSEC and the benchmark are evaluated under
varying budgets, from 150 to 750, for the same number of
participants, i.e 500. The objective is to evaluate the impact
of an increasing budget on the selection process.

Figures 4 and 6 show the comparison of the selected
participants and the spent budget for the two approaches.
Compared to OffSEC, the centralized approach recruits a
higher number of participants, as illustrated in Figure 4, by up
to 37.3 %. Besides, OffSEC selects approximately up to 52 %
of the participants from Bluetooth devices (OffSEC_B) and
up to 48 % devices that use Wi-Fi 4G (OffSEC_W ). Overall,
OffSEC consistently selects less workers than the centralized
approach, though achieving higher QoS as shown in Figure 5.
As shown in Figure 6, the budget spent in sensing,

OffSEC_SB is lower than the benchmark by 48.98 %
and 4.7% for low and high budgets respectively, while
OffSEC_Tot is lower than the benchmark by 7.34 % and 1.35
% for low and high budgets respectively.

This difference is due to the budget allocated to hire LENs
andMEN.Only an average of 10% to 20% from the available
budget is dedicated to the payment of LENs and MEN while
the centralized approach uses the whole budget for sensing.

FIGURE 6. Spent budget for OffSEC and centralized under different
budgets.

FIGURE 7. Number of selected workers for OffSEC and centralized under
the number of available participants in AoI.

However, this allocation of budget for LENs and MEN does
not impact the QoS where OffSEC still provides between 23
% to 30 % of improvement in the achieved quality as shown
in Figure 5.

D. SCENARIO 2: NUMBER OF AVAILABLE PARTICIPANTS
IN THE AoI
In this scenario, the proposed OffSEC is compared to the
centralized approach in terms of the available participants
in the AoI, where it includes connected and IoT devices.
Both the number of participants and their locations in the
AoI is distributed randomly. The number of generated tasks
is equal to 30 and the available budget is fixed for the dif-
ferent densities. Figure 7 shows that for a small number of
participants (100 to 200), OffSEC selects more participants
than the benchmark. While it maintains the heterogeneity by
selecting approximately 54 % of participants that use Wi-
Fi/4G (OffSEC_W ) and 46 % of the discovered participants
via Bluetooth (OffSEC_B). In contrast, when the number of
participants is more than 300, OffSEC selects less workers
than the centralized approach. This can be justified by the
impact of the discovered workers by the LENs where the best
participants that maximize the QoS are selected as shown
in Figure 8.

For a set of participants of 100, OffSEC achieves approx-
imately similar QoS as the centralized approach while this
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FIGURE 8. Average QoS for OffSEC and centralized under the number of
available participants in AoI.

FIGURE 9. Spent budget for OffSEC and centralized under the number of
available participants in AoI.

result increases, when the number of participants exceeds
100, by up to 22 %. Overall, OffSEC selects the best workers
that provide high device capabilities and improves perfor-
mances.

It is evident that selecting more workers leads to spend-
ing more budget. Figure 9 shows the spent budget for all
approaches. For a small number of participants (100 to 200)
OffSEC spends more budget for sensing OffSEC_SB and the
total spent budget OffSEC_Tot than the benchmark, while
it’s lower when the number of participants becomes higher.
Overall the proposed approach is an adequate solution for
a crowded area where it selects the best workers with less
budget and higher QoS.

E. APPROACH VALIDATION USING DATA READINGS
In this section, the quality of the sensing outcome, based on
the collected readings, is presented for the two scenarios. For
all figures, two parameters are illustrated; the average of the
readings(mean) and their standard deviation. The standard
deviation measures how much the data is dispersed, where
low standard deviation indicates that the data readings are
close to the mean, while high standard deviation implies that
the data readings are spread out.

FIGURE 10. OffSEC compared to centralized approach in terms QoDR with
limited budget.

FIGURE 11. OffSEC compared to centralized approach in terms QoDR with
500 participants.

1) SCENARIO 1
Figure 10 presents QoDRTotS using limited budgets. Based on
QoDRTotS (Std), OffSEC has a low standard deviation than the
benchmark. By adopting the distributed selection strategy,
the quality of data collected from workers is more consistent
for all performed tasks. With a budget of 150, as in Figure 10,
the benchmark has a standard deviation between 21.30 and
25.01, while this metric does not exceed 19.95 for OffSEC.
On average, the benchmark has higher QoDR compared to
OffSEC. This QoDR, unlike OffSEC, is relatively varying
among tasks. This result is due to the heterogeneity that Off-
SEC adopts when selecting participants. Also, this selection
strategy maximizes the QoS, as well as provides less disperse
sensing data.

2) SCENARIO 2
Figure 11 shows the evaluation of the QoDR of a set
of 500 participants. As depicted in the figure, the benchmark
has lower quality of data reading with a higher variation in
terms of standard deviation among the tasks. For tasks 9, 11,
13, 24, 27, and 28, the benchmark displays higher standard
deviation which indicates that the data reading provided by
workers is spread out over the collected data values. Overall,
OffSEC has better QoDR compared to the benchmark. This
result is due to non-connected devices discovered via Blue-
tooth that positively contribute to the data readings.
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VI. CONCLUSION
To overcome the limitations of centralized architecture and
to benefit from the deployment of MEC in the MCS envi-
ronment, a two-stage Offloading Selection for MEC in MCS,
OffSEC is proposed. In the first layer, two deployments of
EN are defined; MEN and LENs. The MEN plays the role
of the central point that reports the final collected data to the
ES and can be accessible for all LENs. The second layer is
the worker’s selection, where each LEN selects from the EN
around and the devices discovered via Bluetooth, the LEN
then selects the final list of workers based on their provided
QoS. The selection is processing until the available budget is
reached. The proposed approach is evaluated and compared
to the benchmark, which is a centralized approach. The sim-
ulation results show that OffSEC has better QoS compared
to the centralized one by up 30% and 22% for the two
different scenarios, respectively. Besides, the QoDR provided
by OffSEC is also higher, which is an indication that the
collected data is less dispersed. In all simulated scenarios,
OffSEC preserves its efficacy in terms of quality of service
and quality of data readings. As future work, more parameters
can be evaluated such as transmission and computational
delay, to address the local computation of data in MEC using
the OffSEC framework.
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