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ABSTRACT Distance Vector-Hop (DV-Hop) localization is a distributed, hop by hop positioning algorithm.
Anchor nodes generate the packets of nodes position information to calculate the number of hops between the
beacon nodes and the anchor nodes, and these packets are flooded in the respectiveWireless Sensor Networks
(WSN). TheDV-Hop algorithm obtains the distance information from the unknown nodes to the anchor nodes
through the network topology calculation rather than the radio wave signals measurement which are used in
the range-based algorithm. However, flooding information from all anchors to all beacon nodes will become
too expensive for large networks (i.e., cost, energy), even with low anchor fraction. The region of nodes
flooding through the network needs to be confined within logical constraints to produce better accuracy
to reduce the localization error while reducing the cost. This research proposes and develops an enhanced
algorithm that can improve the region area for sensor nodes placement within the specific localization area.
This research aims to produce a longer network lifetime by reducing the energy used of the sensor nodes
and at the same time minimize the localization error. This research describes the flooding control of the
node’s placement for the localization of the DV-Hop algorithm. The placement of nodes is limited inside the
region of the anchor nodes. The simulation environment setup comes with parameters such as the radius,
area, number of nodes, types of nodes, the anchor proportion, and the value of the regions. The result shows
an improvement for the localization error, the power consumption, and the accuracy of the nodes positioning.

INDEX TERMS DV-Hop, localization, range-free localization, WSN.

I. INTRODUCTION
Wireless Sensor Networks (WSN) has become a significant
technology attracting enormous research interest [1]. WSN is
composed of multiple sensor nodes that monitor the physical
real-world entities by having communication without devices
i.e. wireless known as sensor nodes. The sensor nodes are
deployed in a designated monitoring field and form a multi-
hop self-configured network through wireless communica-
tion. Sensor networks represent a significant improvement
over traditional sensors, which are deployed either far away
from the actual phenomenon or several sensors that perform
only sensing can be deployed. Sensor nodes are fitted with
an on-board processor. Instead of sending the raw data to the
nodes responsible for fusion purposes, sensor nodes use the
processing abilities to locally perform simple computations
and transmit only the required and partially processed data.
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Ad-hoc networks have mostly been studied in the context
of high mobility, high power nodes, and moderate network
sizes. An Ad-hoc network can be defined as a network
which deals with specific nodes under specific purposes. The
Ad-hoc Positioning System (APS) done by [2] is appropriate
for indoor location-aware applications, when the network’s
main feature is not the unpredictable, highly mobile topology,
but rather deployment that is temporary, and ad-hoc. The
Global Positioning System (GPS), which is a public ser-
vice, can satisfy some of the above requirements. However,
attaching a GPS receiver to each node is not always the
preferred solution for several reasons such as cost, limited
power, inaccessibility, imprecision, and the sensor size which
is currently the size of a small coin.

The nodes localization algorithms can be classified into
three categories that are range-based and range-free which
are used to measure the actual distances between nodes.
The hybrid localization is the combination of a range-free
and range-based method. Centroid Algorithm (CA) and the
Distance Vector-Hop (DV-Hop) algorithm uses the estimated
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distance instead of the metrical distance to localize the
unknown nodes. For the range-free category, the localiza-
tion has a considerable focus on the DV-Hop algorithm.
Due to the high cost of hardware facilities and energy con-
sumption required by range-based approaches, the range-free
algorithms attract more researcher attention. Reference [3]
have listed 5 protocols that provide both energy efficiency
and delay resistance. Among the researches that have been
done on energy efficiency are presented by [4]–[13]. Refer-
ence [14] give a comprehensive review of the cluster based on
the energy-efficient routing protocols for WSN. The sensing
area is divided into groups to balance the energy level of
sensor nodes inside the clustering process.

The DV-Hop localization algorithm is one of the typical
representatives of a range-free localization algorithm [2].
The DV-Hop algorithm has proven the ability to reduce
the localization error. The enhancement of DV-Hop is cen-
tric on several elements. It is analytically proven that bet-
ter accuracy can be achieved if the anchors are uniformly
spread on the parameter of the network. The basic idea of
DV-Hop is that the distance between the unknown nodes
and the reference nodes is expressed by the product of
average hop distance and the hop count. At first, several
anchor nodes are properly distributed. The average hop
distance is calculated in a method in which not only the
global property of average hop size and anchor nodes are
considered.

Most distributed localization algorithms demand less
communication overhead than centralized algorithms which
require relaying the connectivity or rangemeasurements from
every sensor to the base station. On the other hand, DV-Hop
is the only distributed localization algorithm that has a large
communication overhead because of the flooding algorithm
which occurs in two phases. Thus, generating redundant
communication and power consumption. Furthermore, in
DV-Hop as the network size increases, the number
of deployed anchors necessary for accurate localization
increases. This increase in the number of anchors together
with the increased communication makes DV-Hop not suit-
able for sensor networks used for the event monitoring and
other large-scale WSNs.

This research proposes and develops an enhanced algo-
rithm that can improve the region area for sensor nodes
placement within the specific localization area to address
the network flooding associated problems, whilst increas-
ing the network lifetime and reduce power consumption
while minimizing the localization error. This paper is orga-
nized into seven sections including this introductory section.
Section 2 presents a detailed related work and analysis of
localization algorithms which have been developed for range-
free localization in WSN in particular hop based. The details
of the algorithms, their respective advantage, and disadvan-
tages are presented in Section 3. Section 4 discusses the pro-
posed method. Section 5 presents the performance analysis
technique which is the discrete-event simulation employed
for this research. Section 6 presents the results and discussion

FIGURE 1. Localization method taxonomy.

and Section 7 concludes the paper with a summary and sug-
gested future work.

II. RELATED WORK
The localization in WSN can be classified into two
categories that are the target/source localization and node
self-localization [4]. The taxonomy of the localization meth-
ods is presented using a chart, illustrated in Figure 1. The
target/source localization can be further classified into four
categories which are the single-target localization, multiple-
target localization, single-target localization in Wireless
Binary Sensor Network (WBSN), and the multiple-target
localization in WBSN. As for node self-localization, it is fur-
ther classified into three categories which is the range-based
localization, range-free localization which is used to measure
the actual distances between nodes, and hybrid localization
is the combination of the range-free and range-based method.
The former method as in [2], [15] and [16] uses the measured
distance/angle to estimate the location and the latter method
as in [5]–[9] and [17]–[24] uses the connectivity or pattern
matching method to estimate the location. This research pro-
vides the related works that have been done by researchers
under the scope of the localization algorithmwhich is focused
more on the range-free algorithm.

A. RANGE-FREE DV-HOP
Reference [2] presented the APS, a method used to extend
the capabilities of GPS to non-GPS enabled nodes in a hop by
hop fashion placed within an ad-hoc network. One of the aims
of the positioning system is to enhance position accuracy as
the fraction of landmarks of the entire population increases.
APS used the landmarks to communicate between the other
landmarks by using the direct signal strength measurement.
The landmark has estimated a number (i.e. ≥3) and this is
where the DV-Hop is employed which is during the second
hop neighbors infer the distance to the landmarks and making
the rest of the networks follows the flood in a controlled flood
manner, that initiated at the landmarks.

Reference [25] proposed the Concentric Anchor Bea-
con (CAB) localization algorithm for wireless sensor net-
works. CAB is a range-free approach and uses a small number
of anchor nodes which the neighboring anchors’ sensors do
not require to exchange their information between anchors.
CAB has a low computational overhead that made it simple to
implement. Each anchor transmits anchors at different power
levels, where from the information received by each anchor
heard, nodes can determine in which annular ring they are
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located within each anchor. The estimated position of the
node is taken as the average of all the valid intersection points.

Aiming at the node localization positioning problem of
WSN, an improved DV-Hop positioning algorithm was pro-
posed in [26]. A general model for 2-Dimensional (2-D)
position location estimation of a source using more numbers
of anchor nodes was developed in this research to denote the
distance between the unknown node and the anchor node. The
results from this research concluded that the more regularly
anchors are placed, the lower the localization average error
and higher location coverage.

FIGURE 2. Example of hop size for Modified Dv-Hop.

Reference [27] use the original average hop size estimate
scheme for a particular pair of anchor nodes. The research
comes forward with a term of global part and local part to
differentiate the calculation of the average hop-size in the
modified DV-Hop from the [2] where the average hop size
only exposes the property of hop-size for the whole network.
The global part measures the global property of hop-size for
the whole network, while the local part measures the local
property of hop-size for a particular pair of anchor nodes.
The example of global property and local property calculation
is illustrated in Figure 2. Nodes B1, B2, B3, and B4 are the
anchor nodes while node U is the unknown node. Node B4 is
believed to be the closest (in hops) anchor node to node U.
The global part of hop size estimated by B4 is calculated
as (49 + 50 + 55)/(4 + 3 + 4) = 14. The local part of hop
size B1 would be (49/4) = 12.25, B2 would be (50/3) =
16.67 and B3 would be (55/4) = 13.75 respectively. From
this node selection, the effective hop size from B4 to B1, B2,
and B3 can be calculated depends on the weighted coeffi-
cient value and the results produced the estimated distance
to the three anchor nodes after the node U gets the hop sizes
from B4. The results values are then plugged into the triangu-
lation procedure for node U to get an estimated position. The
research showed that the modified DV-Hop algorithm outper-
forms [2] algorithm, especially when the contribution of the
local hop-size is selected reasonably between a particular pair
of anchor nodes.

Reference [28] proposed a new localization algorithm
known as Hybrid Distance Vector Hop (HDV-Hop). In the
proposed algorithm, anchors are placed in a circle or a semi-
circle around the perimeter of the WSN. The numbers of
anchors have been minimized to the exact number where it
is only deployed on the perimeter of the network which is
already being determined manually. The base station calcu-
lates the coordinates of the unknown sensor as opposed to
the DV-Hop where the unknown sensor itself has to calcu-
late their coordinates. Anchors are required to unicast their
calculated average hop-length to the base station and cast to
their neighbors with minimum hop counter (global-minimum
neighbor). Reduction in the flooded information has resulted
in the reduction of redundant communication and ultimately
will reduce the power consumption per sensor.

Reference [29] proposed two range-free localization
approaches for static WSNs, the Mobile Beacon-assisted
Localization (MBL), and the Adapting Mobile Beacon-
assisted Localization (A-MBL). In MBL, the initial set of
samples for each unknown node is chosen randomly from
the whole deployed area and represented by a set of uni-
formly samples with equal weights. The weight equal to one
represents the importance of the corresponding sample. The
anchor’s current initial position is also chosen randomly from
the while deployment area. The anchor randomly moves a
distance in any direction from the previous location. A new
sample is generated from each current sample by randomly
choosing a point within a circle centered at the current loca-
tion of the sample and the radius of the real location of the
unknown node. MBL is proved to be outperformed two of
the previous works in static WSNs which is the Mobile and
Static sensor network Localization (MSL) and Arrival and
Departure Overlap (ADO) when both of them use only a
single mobile anchor for localization. A-MBL is then pro-
posed out to increase the efficiency and accuracy of MBL
by adapting the size of sample sets and the parameter of
the dynamic model during the estimation process. A-MBL
figures out that keeping more samples can improve efficiency
at the beginning of the localization.

Focusing on the Trilateration of WSNs, to overcome the
effect of localization error caused by the selection of anchor
nodes, a selective strategy of anchor nodes based on the
angle information has been proposed by [30]. The compar-
ative analysis of angle was used and the topology shape of
the selected anchor nodes and the position relationship with
unknown node was determined. In the selection process of
anchor nodes, [30] firstly determinedwhether the subdividing
angles are less than or equal to the included angles of the three
anchor nodes respectively. Then, the combination of anchor
nodes which is closest to the regular triangle from these
anchor triangles is selected and the Trilateration positioning
finally is performed. Therefore, the unknown nodes could
select three anchor nodes which are the most accurate to
execute the Trilateration. The basic idea of anchor nodes
selection is to judge whether an unknown node lies inside an
anchor triangle using the comparison of angle.
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Reference [31] came up with three improved methods to
resolve the location error of the classic DV -Hop localization
algorithm. First, the average hop-size of each anchor node
is calculated by adopting the Least Squares Method (LSM).
Second, the distance between unknown nodes and anchor
nodes is refined using the average hop-size of different anchor
nodes. Third, the initial coordinates of unknown nodes are
estimated through repeated applications of the Multilatera-
tion method which is recorded in the second step of DV-Hop,
then the average of them. The performances were compared
to acquire the positioning of the algorithm. It was observed
from analysis and simulation experiments that the improve-
ments achieve significantly higher performance than the clas-
sic DV-Hop algorithm at the cost of increasing appropriate
computation overhead.

Reference [32] proposed an improved DV-Hop algorithm
which was based on the meshless Weighted Least Square
Method (WLSM). The basis of this characteristic combined
with the related mathematics principle, the weighting LSM
was introduced to the DV-Hop algorithm by established a
weighting programmed. The basic idea ofWLSM is to use the
moving LSM to construct the approximate function where the
penalty function method was used to impose boundary con-
ditions and the following substituted into the governing equa-
tions. TheWLSM is presented based on the JiaoyouMeshless
Better Weighted Least-Squares Method (MBWLSM) which
is used to improve the method stability by the use of its
matrix calculation. The method of averaging the localization
results was the error produced by the network conflicting
has reduced. The simulation results show that the proposed
improvement enhances the localization accuracy of the nodes
successfully in comparison to the other LSM.

Reference [10] made enhancements by proposing a feasi-
ble method of failure localization which can be applied on
power grid cables came out with the improvements to make
the hop size a constant value and were believed to be an ideal
grid monitoring program. The sensor nodes lifetime is limited
as the proposed method used batteries but the batteries can be
charged at any time by the electromagnetic induction that can
produce long-life energy.

In [16], three algorithms have improved the original
DV-Hop’s [2] accuracy of localization. The first improvement
is based on the secondary reference node that has one hop
to the anchor nodes. The second improvement focused on
the node of the last hop. The third algorithm is based on the
Max-Min method that was introduced instead of the multilat-
eral measurement method. The localization error reflects the
accuracy of localization.

Reference [18] developed a modified Weighted Centroid
location Algorithm (WCA), which can reduce the effects of
the density of anchor nodes and uniformity of deployment.
This algorithm is based on the CA where the contribution of
every anchor nodes is quantified by the RSSI thus makes it
one of the WCA benefits. Using the weighted average of the
received anchor nodes’ coordinates as the estimation results
allows the receivers to obtain an optimum localization result.

The algorithms depend on the number of anchor nodes based
on the performance of the estimation error. The position-
ing error decreased as the number of anchor nodes placed
increased.

Reference [9] proposed Four Corners DV-Hop (FCsDV-
Hop) location algorithm which utilized the anchor placement
by dividing the whole area into smaller regions. The position
of the unknown nodes is calculated by using four anchor
nodes which are the closest to it. The placement of four
anchor nodes at probable four corners of the small region is
considered by the factors that exist in the physical environ-
ment. The simulation environment models are made up of all
sensor nodes that have a perfect spherical radio propagation
and identical transmission range. For the ideal model, all
of the sensor nodes are at their fixed position while for the
random model, all of the sensor nodes are randomly placed.

In the research by [17], each node emits a multi-power
anchor within its super-frame time to reduce localization
error. The super-frame time works as the anchor nodes trans-
mitting multi-power anchor signals emits signals sequentially
within an anchor signal period throughout the time. The sig-
nals will be active and idle where the idle situation is double
the active time which follows by another anchor signal period
after that. Reference [17] designed a new hop to increase the
value by the ratio of the range according to the power of
the anchor, rather than the usual increment of 1. The Radio
Irregularity Model (RIM) was adapted and the robustness
showed proved the adequate environment.

Reference [33] did a comprehensive review of 31 WSN
simulators. Among the simulators are in [6] and [34].
Reference [6] conducted a large number of experiments
using the WSN simulator known as Network Topology
(NetTopo) by implementing the Hop-Count-Ratio-based
Localization (HCRL) algorithm by [35] with Connected
K-Neighbourhood (CKN). The radio range irregularitymodel
was used to reflect the impact of the duty cycle and this
models’ impact on the DV-based localization algorithms. The
HCRL algorithm used only the ratios of anchor-to-node Hop
Counts (HC) to do localization and has been able to satisfy
the low cost. The CKN algorithm was utilized to ensure
the sleep scheduling of the network and at the same time
also consider the effect of the node’s Degree of Irregularity
(DOI). The HCRL algorithm which is based on the CKN
algorithm acknowledged that sleep time is required before or
after transmitting an FM to save energy.

Reference [34] introduced a node localization algorithm
based on a moving anchor node. Utilizing the random gener-
ation function rand of Matlab, 20 random distributions were
produced on behalf of the unknown nodes and a period T
ranging from 1 to 10 units of time. The simulation results
showed that the anchor node movement trajectory and mobile
anchor node sending of location information grouping cycle
are key factors in influencing the node location accuracy and
respective communication cost.

The Localization algorithm for Large Scale in Wireless
Sensor Network (LLSiWSN) proposed by [5] is an algorithm
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with a target of achieving minimum or no anchor nodes case.
The simulation was set with 210m × 210m areas and the
sensor nodes are spread into the area randomly and equally,
assumed to be static. The numbers of nodes are taking into
account as too large and the pre-locating to all the nodes
divided into groups of an equal number of nodes, which is
the group size to the prevailing circumstances.

Reference [36] proposed the Improved Weighted Con-
nectivity (IWC) based algorithm as an effort to improve
the fundamental CA as already briefly discussed in [18].
There are two types of the proposed IWC CA, which
are the Connectivity-Based Centroid (CBC) and Improved
Connectivity-based Centroid (ICB) respectively. In CBC,
the difference of distance between the unknown-reference
node and the communication range of the unknown will be
utilized by the unknown node itself. The ICBCentroid divides
the positions of reference nodes inside the communication
range of unknown into two parts. The first one is those
nodes in the coverage area which is less than half of the
communication range. The second one is the nodes which
range between half of the communication range up to the
maximum communication range.

The range-free system needs less equipment, has less
cost and energy consumption, so the range-free solution is
the main direction in large-scale sensor network localiza-
tion. Reference [7] proposed a range-free system localiza-
tion method which is like proposed by [5] that focused on
the large-scale network. To solve the problems of distance
estimation, the anchor border network was located further
from the other anchors as the anchor placement strategy.
A two-stepWeighted DV-Hop (WDV-Hop) algorithm applied
which is the message-by-step shortest path calculation and
each regular node calculates its location only once. This is
because the anchor calculates the heat source to overcome
the energy and storage space problems.

An improved Shortest Distances DV-Hop (SDDV-Hop)
algorithm is proposed in [20] by modifying the network
average hop distance to improve the location accuracy. The
shortest-path distance is selected as opposed to the smallest
hop count path and views the ratio between shortest-path
distance and the straight-line distance as the contribution
degree of straight-line distance. This is used to modify the
entire network average hop size calculation.

Reference [37] proposed an algorithm was to establish the
simultaneous equations with the ratio of distance and path
length. The collinearity of the groups of anchor nodes is
calculated before positioning and the non-collinear groups of
nodes are used to locate the unknown nodes. The collinearity
of anchor nodes is concerned with the localization error
i.e., the growth of the area according to [11].When the anchor
nodes are chosen, the collinearity of the three anchors is
calculated and the anchor nodes groups are used to locate
the unknown node. The energy consumption of broadcasting
the one average size of one hop is reduced but it increases the
complexity of the algorithm. The improved algorithm saves
substantial energy and it reduces the signal conflict.

Reference [38] placed known nodes by Manual Distance
Vector-Hop placement (MDV-Hop) in various locations as
a measure to acquire the best result. When an abnormal
event occurs, the sensor node detecting the event needs the
position information to locate the abnormal event and report
to the base station. Without position information, the WSN
is unable to function properly. By using the manual displace-
ment of the anchor sensors in specific locations, the accuracy
of the system was improved and the error of nodes in epoch
performance was able to be decreased.

Reference [39] improved the DV-Hop algorithm by using
three approaches. First, the distribution of nodes for some
anchor nodes was set or fixed at the borderland of monitoring
regions, whilst the rest were distributed randomly. Second,
the average one-hop distance used by each unknown node
for estimating its location is modified through weighting the
received average one-hop distances from anchor nodes. The
HopSize formula used is as follows. Third, the computation of
the final location uses the Particle SwarmOptimization (PSO)
to correct the position estimated by the 2-D Hyperbolic local-
ization algorithm, which makes the result closer to the actual
position.

There are essentially two main categories of sensor nodes
network topology, even and random. Even topologies dis-
tributed sensor nodes and anchors over the deployment area
in an exact grid, whilst random topologies trouble individual
nodes positions on the grid with random noise. Random
topologies however have a better reflection on the deploy-
ment scenarios in real-world environments. These categories
of topologies then can be classified into two types, the regular
shapes and the irregular shapes which are according to the
regularity of the placement densities and shapes [40]. Among
these are the C-shaped, L-shaped, and ring-shaped topolo-
gies which are typical irregular topology examples. C shape
topology resulted in the lowest error and this is good because
the performances performed by C shape are better than other
topologies, thus give better accuracy of the evaluated method.

Reference [41] proposed a new distributed range-free
Localization Algorithm based on Self-Organizing Maps
(LS-SOM). Utilizing the intersection areas between radio
coverage of neighboring nodes has been the strategy of the
algorithm to maximize the correlation between neighboring
nodes in the distributed implementation of Self-Organizing
Maps (SOM). The proposed method increased the quality of
the topology estimation based on the information from the
heard anchors and reduced the time of the topological con-
vergence. The anchors that participate in localization will be
flooded inside the network just one time so that the nodes can
calculate the initial location for fast topology convergence.

Reference [42] proposed an improved DV-Hop location
algorithm based on the reduced accumulation errors of the
average hop distance of the unknown nodes in WSNs using
two strategies. First, the anchor node broadcast their location
information packet and initialized it to zero. The receiving
node records the minimum number of hops for each anchor
nodes and ignores the packet with a bigger number of hops
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from the same anchor. Then the hop value plus 1 and forward-
ing the packet to the neighbor nodes. With this strategy, all
nodes record the minimum hop number for each anchor node.
Second, after having the minimum hop number of all the
anchor nodes, the unknown node will be set the weight to bal-
ance the cumulative error of each anchor node. Then the value
of the hops broadcast for the whole network. To improve the
positioning accuracy of the unknown node, the centroid of the
estimated region was set as the coordinates of the unknown
node.

A WDV-HOP algorithm is proposed by [43] that weighted
forward on basis of the DV-HOP Algorithm to confirm the
changes of localization accuracy. All average hop size values
of the anchor node use the distance between the anchor nodes
to make a weighted calculation and achieve the final value
which was assumed to be as farther the distance, the greater
the weights. The method gave more accurate localization
value in the network. The number of deployed anchor nodes
and the transmitting power of the node served as the con-
trolled parameters with Trilateration as the distance calcula-
tion in the localization algorithm. The LSM was adopted to
help to solve the calculation on finding the distance.

Reference [44] algorithm employs the anchors to adap-
tively search for an optimal packet reception ratio (PRR)
threshold to adjust the RND-based distance estimation.
Reference [45] proposed the RAPS algorithm, where reliable
anchor pairs are selected for localization by observing their
average hop progresses. The distances to the reliable anchors
are estimated based on the geometric approximation of the
node location. RAPS algorithm proved to give accuracy with
fewer anchors while having less communication overhead in
anisotropic networks.

Reference [46] proposed a stochastic log-normal RSS
model to describe the fading effects caused by the
object/human movement in both indoor and outdoor envi-
ronments. Both the average path-loss and the fluctuations of
the received signal strength induced by the moving target
are jointly modeled based on the theory of diffraction. The
model is proved to be tight enough to be adopted for real-time
estimation of the target location.

Reference [47] design LiFS, an indoor localization sys-
tem work on infrastructure and mobile phones. A system
of fingerprint space was created in which fingerprints are
distributed according to their mutual distances in the real
world. The fingerprint space is then automatically mapped
to the floor plan in a stress-free form, which results in finger-
prints labeled with physical locations thus achieved location
accuracy. Reference [48] then proposed a system to extract
the information about human location, motion, and health-
critical posture features and this help in term ofworkers safety
and protection in industrial application.

Reference [49] use historical beacons to came out with a
localization algorithm that required only a one-hop beacon
to broadcast. Reference [50] and [51] came out with an
anisotropic network localization idea. Reference [50] propose
an algorithm that is robust against the anisotropic signal

attenuation present in any wireless channel, and develop a
new distance estimation (DE) approachable to efficiently
derive distances’ estimates in closed form. Reference [51]
then introduced a control parameter call MaxHop in the first
phase of the DV-Hop algorithm and resulted in better local-
ization accuracy for anisotropic networks, with much faster
convergence and low overheads.

Reference [52] develop an algorithm by deriving the aver-
age location estimation error (LEE) in closed-form and able
to achieve the LEE average and variance of about 0 when the
number of sensors is large. Reference [53] use a technique
to determine the number of virtual nodes together with their
positions in grid form and uniformly random positioning to
get the most precise location. Reference [54] proposed a
localization algorithm that uses a grid scan approach to avoid
the complex geometric computations in an initial residence
area. The centroid of the refined residence area is used to
estimate the node location in this research.

Underwater localization becomes a trend in 2019 as pro-
posed in [55]– [57] with consideration of the realistic case.
In [55], the sensor nodes transmit their data through beacons
and then through the surface buoys antenna. Reference [56]
proposed a received signal strength (RSS)-based localization
framework for energy harvesting underwater optical WSN
(UOWSNs). The sensor nodes with insufficient battery har-
vest ambient energy and start communicating once they have
sufficient storage of energy. Reference [57] model UOWSNs
as uni-directional random sector graphs where the connec-
tion between sensors is established by point-to-point directed
links with the coverage region of each node is angular-sector
shaped.

In the era of the Internet of Things (IoT), [58] came with
a lightweight lattice signcryption method to reduce the cost
and complexity but with desirable accuracy. In the mean-
while, [59] enhance indoor localization by using the mul-
timodal sensing via two images, the internal measurement
units (IMU) sensors reading andWiFi signal to locate the user
point of interest in two pictures taken at the same location.

B. HYBRID: RANGE ASSOCIATED HOP
BASED LOCALIZATION
Reference [8] proposed a mobile anchor algorithm that has
the deployment area which was partitioned into hexagon cells
to achieve the shortest path. The shortest path is important
to make sure that the anchor nodes cover the entire area
within the shortest time and consume the minimum energy.
An optimal movement schedule for the anchor node was
developed, which achieved the shortest path under expected
localization accuracy using cellular hexagon cells.

Given the error problem resulting from the approximate
calculation when there is only a hop distance between an
anchor node and the location node in the DV-Hop algorithm
of the wireless sensor network, [60] introduced the RSSI
ranging technology which was derived based on the original
algorithm. The RSSI-ranging technology will give informa-
tion on whether the anchor node is only a hop away from the
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location node so that the use of the DV-Hop algorithmmethod
can be decided after that. The anchor nodes are directly
assumed to be a hop away between each other and any node
that receives the RSSI packets that broadcasted in the network
can compute the RSSI distance from itself to the anchor.

Reference [24] presents a distributed algorithm for node
localization based on the Newton method for WSNs.
Utilizing the basis of the pairwise distance measurements and
the local information received from the neighboring nodes,
each node updates its location estimate by finding a slope
step using the Newton method rather than using only the
local information and then broadcasts the updated estimate
to all the neighboring nodes. Once the location estimate is
updated, the sensor node broadcasts the updated estimate to
all the neighboring nodes and terminates when the update step
which is computed less than a predefined threshold.

Reference [61] proposed a localization algorithm based on
Trilateration called Localization Mobile Anchor Trilateration
(LMAT). In the LMAT, the anchor node work as mobile as
a need to traverse the entire WSN along the boundaries of
the equilateral triangles. The proposed equilateral triangle
trajectory can guarantee that all the unknown nodes receive
their message packets and obtain their estimated positions.
In comparison to the random movement of the mobile anchor
node, the LMAT has significantly reduced localization error.

Reference [19] proposed a localization algorithm for wire-
less sensor networks that use only one mobile station to
find 100 unknown nodes position with high accuracy and
acceptable speed. The combination of radio frequency and
supersonic is used to measure the distance instead of using
a regular method like other proposed algorithms [62]–[64]
which used radio frequency and ultrasonic signals. The high
performance of the proposed algorithm is clear because only
three distances are needed to the base points as opposed to
other algorithms that require at least four base points. There-
fore, the proposed algorithm was less affected by the internal
transfer of the package with lower throughput because the
power of fixed nodes was reduced. These ideas have resulted
in the neighbors being able to estimate their position by
receiving messages and calculating receive signal strength
indicator.

The GPS-Free-Free (GFF) algorithm proposed by [15]
applied the idea similar to the distance-vector routing in the
DV-Hop algorithm to estimate the distance between nodes
through the number of hops. Based on the algorithm pro-
posed by [2] and [15] research ideology on the measure-
ment of distance, [23] proposed a node position control
algorithm based on RSSI technology. This algorithm used tar-
get parameter measurement quantification and relating geo-
metric knowledge to compute the distance. The experimental
results showed that this method can complete a complex
computation process with fewer parametric variables.

Reference [12] discovered that the consistent usage pattern
of Local Aggregators (LAs) attains a pre-specified lowest
possible energy level which leads to a phenomenon ‘‘HOT
SPOT’’ in their research. In a query-based protocol, every

query is passed through the initially selected LAs. A scheme
was proposed to overcome the hot spot effect with low over-
head. A node with high communication overhead will con-
sumemore energy. Every query is passed through the initially
selected LAs in the query-based protocol. It was concluded
that properly framed heuristics which utilizes residual energy
level of sensor nodes and binary location index may infer
avoidance of the hot spot effect till the network attains its
targeted span of a lifetime.

Reference [21] proposed a framework to implement a
dynamic path of localization in WSN using the efficiency
and effectiveness of the anchor nodes. The localization was
done by using the distance to calculate the weight for the next
position. The location of the next neighbor was decided by the
previous nodes’ location. Only one neighbor of the current
Mobile Beacon Position (MBP), which is the anchor node
position, is selected as the target and the other neighbor is
considered as a spread inside the area.

Reference [22] proposed another algorithm for localization
of WSN based on the machine nature of a anchor nodes.
Reinforcement Learning (RL) is adapted to function as the
brain of anchor nodes driving the machine to localize the
unknown sensors.

In [11] an unsupervised and auto-acting anchor nodes
algorithm for localization of WSN was proposed. Compared
with the previous algorithm in [21], the methods change
the implementation of a dynamic path comprehensively. The
proposed method employed direction by area and cosine
similarity instead of using distance on calculating the weight
for the next position. This method used the distribution and
also the relationship of the settled sensors to assist anchor
nodes in choosing the next position. Based on the framework
proposed in [11], [22] reengineered the algorithm to find the
best position for an anchor node by grouping the weight of
cosine to reflect the relation between related sensors. The
method was more lightweight as it avoided any complicated
computation such as filters and graph theory as in [22].

III. CONSTRAINTS OF THE DV-HOP
Most range-free localization algorithms assume that only
a small fraction of sensors have their absolute positions
either manually configured or through GPS receivers. Among
which are the localization algorithms proposed by [4], [9],
[13], [65], [66].

Reference [9] state that the beacon nodes in the DV-Hop
algorithm need to broadcast beacon messages to the entire
wireless sensor networks, and the nodes which receive the
beacon message is also obligated to broadcast the dis-
tance. Then they need to broadcast the message again once
the beacon nodes get the average one-hop distance. The
broadcasting, therefore, is done twice which causes lots of
communication, and these waster lots of the node’s energy.
Therefore, a good localization algorithm would optimize the
amount of communication.

A localization technique that uses hop-count informa-
tion can minimize the number of anchor nodes because the
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position of the anchor node can be propagated by packet
forwarding [13]. However, it is inefficient to be applied to
the real sensor network system in terms of overhead, accu-
racy, and simplicity. The HCRL algorithm by [13] presents
an enhanced localization algorithm performance while con-
suming less energy in comparison to [9]. The experiments
also demonstrated that the localization performance can be
improved by the hop-subdivision through transmission power
level control.

The Range-free system needs less equipment, has less cost
and energy consumption, so a range-free solution is the main
direction in large-scale sensor network localization. At the
same time, the randomly placed anchor nodes alsomake some
of the formal parts very close to even a lot of foundation.
Thus, this will lead to badly estimating the distance of these
anchors, because they are too close to the target and the hop
distance becomes impossible to be counted [4]. The broadcast
and anchor hop size calculations occur more than once, and
this is not effective for the node energy and storage. The
broadcasting of each node is maintained by receiving the
first value of the information periodically and the subsequent
message is ignored to avoid the endless flood. The high
performance of anchor nodes is needed and anchor nodes
depend on the distance measurement errors. From [2], it is
clearly stated that the accuracy of the algorithm is affected
by the distances between the unknown nodes and the anchor
nodes. If the nodes are not uniformly distributed or there is
a position where no nodes existed, the accuracy of position
information becomes poor [66]. The generated packets of
nodes information need to be equally flooded in the network
to limit the region of the nodes when computing its position
so that the positioning of the nodes becomes more accurate
and reduces the localization error [65]. Table 1 summarizes
the constraints of the previous enhanced ideas of positioning
algorithms.

TABLE 1. Constraints summary of previous enhanced ideas of positioning
algorithms.

Table 1 shows a summary of the constraints of the previous
enhanced idea of DV-Hop. The analysis of Table 1 shows

us that the existing positioning algorithms used to correct
the position of the nodes inside their topology to control
the nodes flood inside the network. The mobility aspects are
considered as present when the number of nodes is flooded
within the area of the node’s radius. However, the energy used
was not explained for the mobile nodes.

IV. PROPOSED FCDV-HOP
FCDV-Hop has been proposed as an algorithm that has high
positioning accuracy by controlling the network flood move-
ment of the sensor nodes and the placement of the neighbor
is identified for each of the anchors. Each of the anchors are
connected as the backbone of the network flood movement.
The energy consumption for the nodes and the localization is
low compared to the previous work. The DV-Hop fundamen-
tal proposed by [2], the phase starts with the distribution of
the nodes and the anchor. Three beacon nodes are then used to
determine the position of the unknown nodes by using hops.
While the beacon nodes flood to the anchor inside the net-
work, the information about the sensor is transferred. In this
research, after the determination of the anchor nodes position,
the other nodes will be located. The placement of the beacon
nodes for nodes with an angle will be performed based on the
fixed position on the anchor nodes region. The other beacon
nodes are also distributed inside the anchor nodes region. The
beacon node is distributed inside the anchor region to limiting
the nodes involved in the flood during the broadcasting. The
information of the nodes’ location is transferred to the anchor
nodes while broadcast.

Algorithm 1 presents the pseudo-code of the proposed
FCDV-HOP. The parameter forA: Anchor, N: Node, AH: Area
Height, AW: Area Width, D: Dimension, C: Cloud, GN: Angle
Node, and δ: Distance is initialized at the start.

The initialization begins by setting the parameter D for the
area by the parameter AH2 times the parameter AW2. Then,
the parameter A value was assigned by calculating the value
of the parameter TN times the parameter Ap. The parameter
N is valued from the parameter TN minus parameter A. The
parameter C produces its value by dividing the parameter N
by parameter A. The clock then begins to start by using the
method of startTime() to calculate the time of the simulation.
The area height will have the start and the end value where the
start value assigned as 0 and the end value is based on the field
area height. This concept is also applied to the area width.
Coordinate generated for the anchor in the simulation are
random based on the end value for the area height and the end
value for the area width. After having all of the coordinate for
the anchor, the anchorZone() the method will be apply shown
by Algorithm 3. Each anchor zone then will be assumed as a
cloud.

For the FCDV-Hop algorithm, there are 2 types of nodes
are used to be tested which are the nodes and the angle
nodes. Inside the cloud, the nodes will be randomly generated
based on the anchor zone. A normal node is defined as the
node which is generated inside the anchor zone but without
the angles, while the anchor nodes are defined as the nodes

VOLUME 8, 2020 206599



A. A. Zazali et al.: FCDV-Hop Localization in Wireless Sensor Networks

Algorithm 1 FCDV-Hop Algorithm
(TN: Total Node, Ap: Anchor Proportion)
1: Initialize parameters
2: D = AH2 * AW2
3: A = TN * Ap
4: N = TN - A
5: C = N / A
6: Anchor generated
7: Nodes generated
8: Apply anchorZone()
9: Nodes with angle generated

10: for each object j ∈ A do
11: for each object i ∈ C do
12: XN ← random(axisX1j to axis X2j)
13: YN ← random(axisY1j to axis Y2j)

14: for each objecti ∈ GN, where (1 ≤ i ≤ 4) do
15: X1GN← random(XAi to axisX2i)
16: Y1GN← YAi
17: X2GN← random(axisX1i to XAi )
18: Y2GN← YAi
19: X3GN← XAi
20: Y3GN← random(YAi to axisY2i)
21: X4GN← XAi
22: Y4GN← random(axisY1i to YAi )

23: for each object i ∈ N do
24: for each object j ∈ A do
25: δNij =

√
(XNi − XAj )2 + (YNi − YAj )2

26: for each object i ∈ GN do
27: for each object j ∈ A, where (1 ≤ k ≤ 4) do
28: δkGNij =

√
(XkGNi

− XkAj )
2 + (YkGNi

− YkAj )
2

29: Apply findMin() for nodes and angle node
30: Apply connectTo()
31: Apply matrixMultiply()

generated inside the anchor zone but with fixed angles. The
anchor height and the anchor width will have the start and the
end value where this value will mark the anchor zone.

An angle node consists of 4 different angles 90◦, 180◦,
270◦, and 360◦ respectively. Figure 3 illustrates the position
of the angle nodes to the anchor node. If there are 4 anchor
nodes, the number of angle nodes will be 16 as there would be
4 for each of the anchors’ nodes. The 90◦ and 270◦ angles will
take place at the anchors’ horizontal line while the 180◦ and
360◦ at the anchors’ vertical line. For the 90◦ angle nodes,
the x value is randomly generated at the x-axis between
the anchor nodes to the end value of the anchor width area
and the y value is the same as the anchor node. For the
270◦ angle nodes, the x value is randomly generated at the
x-axis between the start value of the anchor width area to
the anchor nodes and the y value is the same as the anchor
node. For the 180◦ angle nodes, the x value is the same as the
anchor node while the y value is randomly generated at the

FIGURE 3. The diagram of angle nodes positioning.

y-axis between the anchor nodes to the end value of the
anchor height area. For the 360◦ angle nodes, the x value is
the same as the anchor node while the y value is randomly
generated at the y-axis between the start values of the anchor
height area to the anchor nodes.

Algorithm 2 findMin() Algorithm
1: Initialize M: Minimum Value
2: Mn = Double.MAX_VALUE where (1 ≤ n ≤ 3)
3: for each object j ∈ TN do
4: if j = i
5: continue line 3
6: if (δij < M3 and δij ≥ M2)
7: M3 = δij
8: η3 = j
9: if (δij < M2 and δij ≥ M1)

10: M3 = M2
11: η3 = η2
12: M2 = δij
13: η2 = j
14: if (δij < M1)
15: M3 = M2
16: η3 = η2
17: M2 = M1
18: η2 = η1
19: M1 = δij
20: η1 = j

After locating the nodes and the angle nodes coordinate,
each of the nodes will calculate their distances to the anchors
by using the standard distance calculation shown by (1). The
nodes calculate their distances to anchors and are followed
by the angle nodes to calculate the distances to anchors.
After getting all of the distances, the findMin() method was
applied for both types of nodes. The findMin() method has
an array that was used to find the three minimum distances
for each of the nodes. The steps apply in FCDV-Hop for
findMin() method is the same as the findMin() algorithm
explain in Algorithm 2. The connectTo() method also applied
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FIGURE 4. The zone classification for the anchor.

after finish the findMin() method to find out to which anchor
the nodes and angle nodes connect to. The algorithm is fol-
lowed by the matrixMultiply() method where it is used to find
the estimated coordinate. The algorithm time end by using
the endTime() method and this concludes that the simulation
process is already finished. The times used throughout the
calculation are calculated by using (2).

distanceij =
√
(Xi − Xj)2 + (Yi − Yj)2,

(i = A,B,C) (1)

Simulation time = endTime()− startTime() (2)

A. CREATING THE anchorZone() METHOD FIRST STAGE
Figure 4 illustrates the zone classification for the anchor posi-
tion. The anchorZone() method is divided into three stages
presented byAlgorithm 3, Algorithm 4, and Algorithm 5. The
first stage showed by Algorithm 3 is where to determine the
position of the anchor-based on the start and end values of
both heights and widths. The algorithm starts with dividing
the area into 2 to determine the x-axis range and y-axis range
by using the calculation shown by (3) and (4). At the first
stage, the algorithm clustered the position of the anchor by
illustrating it in 4 different cases.

XAxis Range

=

[
(End Value - Start Values) of field area width

2

]
(3)

YAxis Range

=

[
(End Value - Start Values) of field area width

2

]
(4)

1) CASE 1 OF THE anchorZone() METHOD FIRST STAGE
The first case displayed in Figure 5 where the condition of the
anchor coordinate for the x-axis point is less than or equal to
the x-axis range calculated earlier using (3) and the y-axis
point is also lesser than or equal to the y-axis range which
is calculated earlier using (4). The A1 denotes the start value
of the anchor zone range width and the value is given by the
start value of the area width. The C1 indicates the end value

Algorithm 3 anchorZone() Algorithm First Stage

1: Initialize XR: X-axis Range, YR: Y-axis Range
2: XR = (AW2 - AW1)/2
3: YR = (AH2 - AH1)/2
4: for each object i ∈ A do
5: if (XAi ≤ X

R and YAi ≤ Y
R)

6: A1 = AW1
7: C1 = AW1 + ((AW2 - AW1) / 2)
8: D1 = AH1
9: F1 = AH1 + ((AH2 - AH1) / 2)

10: axisX1← A1
11: axisX2← C1
12: axisY1← D1
13: axisY2← F1
14: if (XAi > XR and YAi ≤ Y

R)
15: A2 = XR

16: C2 = AW2
17: D2 = AH1
18: F2 = AH1 + ((AH2 - AH1) / 2)
19: axisX1← A2
20: axisX2← C2
21: axisY1← D2
22: axisY2← F2
23: if (XAi ≤ X

R and YAi > YR)
24: A3 = AW1
25: C3 = AW1 + ((AW2 - AW1) / 2)
26: D3 = YR

27: F3 = AH2
28: axisX1← A3
29: axisX2← C3
30: axisY1← D3
31: axisY2← F3
32: if (XAi > XR and YAi > YR)
33: A4 = XR

34: C4 = AW2
35: D4 = YR

36: F4 = AH2
37: axisX1← A4
38: axisX2← C4
39: axisY1← D4
40: axisY2← F4

FIGURE 5. First case inside the anchorZone() method.

of the anchor zone range width and the value is given by the
start value of the area width plus the x-axis range value. The
D1 represents the start value of the anchor zone range height
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Algorithm 4 anchorZone() Algorithm Second Stage
(S: Status)
1: Initialize tS: Temporary Size; iL: List Size
2: S = 2, where 1 = different zone, 2 = same zone
3: do
4: for each object j ∈ (tS − 1) do
5: iL = 0;
6: for each object k ∈ tS,where (k = j + 1) do
7: if (axisX1j = axisX1k ) & (axisX2j = axisX2k )

& (axisY1j = axisY1k ) & (axisY2j = axisY2k )
8: if (iLj 8 j)
9: iL← j

10: iL← k
11: for each object m ∈ iL do
12: if (zone← iLm) = 1
13: XR = ((axisX2← iLm) - (axisX1← iLm))/2
14: YR = ((axisY2← iLm) - (axisY1← iLm))/2
15: if (zone← iLm) = 2
16: XR = (axisX1 ← iLm) + ((axisX2 ← iLm)

- (axisX1← iLm))/2
17: YR = ((axisY2← iLm) - (axisY1← iLm))/2
18: if (zone← iLm) = 3
19: XR = ((axisX2← iLm) - (axisX1← iLm))/2
20: YR = (axisY1 ← iLm) + ((axisY2 ← iLm)

- (axisY1← iLm))/2
21: if (zone← iLm) = 4
22: XR = (axisX1 ← iLm) + ((axisX2 ← iLm)

- (axisX1← iLm))/2
23: YR = (axisY1 ← iLm) + ((axisY2 ← iLm)

- (axisY1← iLm))/2
24: if ((XA← iLm) ≤ XR) & ((YA← iLm) ≤ YR)
25: A1 = axisX1← iLm
26: C1 = (axisX1← iLm) + ((axisX2← iLm) -

(axisX1← iLm)/2)
27: D1 = axisY1← iLm
28: F1 = (axisY1← iLm) + ((axisY2← iLm) -

(axisY1← iLm)/2)
29: axisX1← iLm, A1
30: axisX2← iLm, C1
31: axisY1← iLm, D1
32: axisY2← iLm, F1
33: zone← iLm, 1
34: if ((XA← iLm) > XR) & ((YA← iLm) ≤ YR)
35: A2 = XR

36: C2 = axisX2← iLm
37: D2 = axisY1← iLm
38: F2 = (axisY1← iLm) + ((axisY2← iLm) -

(axisY1← iLm)/2)
39: axisX1← iLm, A2
40: axisX2← iLm, C2
41: axisY1← iLm, D2
42: axisY2← iLm, F2
43: zone← iLm, 2

44: if ((XA← iLm) ≤ XR) & ((YA← iLm) > YR)
45: A3 = axisX1← iLm
46: C3 = (axisX1← iLm) + ((axisX2← iLm) -

(axisX1← iLm)/2)
47: D3 = YR

48: F3 = axisY2← iLm
49: axisX1← iLm, A3
50: axisX2← iLm, C3
51: axisY1← iLm, D3
52: axisY2← iLm, F3
53: zone← iLm, 3
54: if ((XA← iLm) > XR) & ((YA← iLm) > YR)
55: A4 = XR

56: C4 = (axisX2← iLm)
57: D4 = YR

58: F4 = axisY2← iLm
59: axisX1← iLm, A4
60: axisX2← iLm, C4
61: axisY1← iLm, D4
62: axisY2← iLm, F4
63: zone← iLm, 4

Algorithm 5 anchorZone() Algorithm Third Stage
1: for each object m ∈ (tS - 1) do
2: a = axisX1m
3: b = axisX2m
4: c = axisY1m
5: d = axisY2m
6: for each object n ∈ tS,where (n = m + 1) do
7: e = axisX1n
8: f = axisX2n
9: g = axisY1n
10: h = axisY2n
11: if (a 6= e) & (b 6= f) & (c 6= g) & (d 6= h)
12: S = 1
13: if (a = e) & (b = f) & (c = g) & (d = h)
14: S = 2 then stop line 1

and the value are given by the start value of the area height.
Lastly, the F1 signifies the end value of the anchor zone range
height, and the value is given by the start value of the area
height plus the y-axis range value. After getting all of the zone
value, the A1 will be the axisX1 which is the start point and
the C1 will be the axisX2 which is the endpoint of the anchor
zone at the x-axis. TheD1will be the axisY1which is the start
point and the F1 will be the axisY2 which is the endpoint of
the anchor zone at the y-axis.

2) CASE 2 OF THE anchorZone() METHOD FIRST STAGE
The second case is displayed in Figure 6 where the condition
of the anchor coordinate for the x-axis point is more than the
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FIGURE 6. Second case inside the anchorZone() method.

x-axis range calculated earlier using (3) and the y-axis point
is lesser than or equal to the y-axis range which calculated
earlier using (4). The A2 denotes the start value of the anchor
zone range width and the value is given by the x-axis range
value. TheC2 indicates the end value of the anchor zone range
width and the value is given by the end value of the areawidth.
The D2 represents the start value of the anchor zone range
height and the value given by the start value of the area height.
Lastly, the F2 signifies the end value of the anchor zone range
height and the value given by the start value of the area height
plus the y-axis range value. After getting all of the zone value,
the A2 will be the axisX1 which is the start point and the
C2 will be the axisX2 which is the endpoint of the anchor
zone at the x-axis. The D2 will be the axisY1 which is the
start point and the F2 will be the axisY2 which is the endpoint
of the anchor zone at the y-axis.

FIGURE 7. Third case inside the anchorZone() method.

3) CASE 3 OF THE anchorZone() METHOD FIRST STAGE
The third case is displayed in Figure 7 where the condition of
the anchor coordinate for the x-axis point is less than or equal
to the x-axis range calculated earlier using (3) and the y-axis
point is more than the y-axis range which calculated earlier
using (4). The A3 denotes the start value of the anchor zone
range width and the value is given by the start value of the
area width. The C3 indicates the end value of the anchor zone
rangewidth and the value is given by the start value of the area

width plus the x-axis range value. The D3 represents the start
value of the anchor zone range height and the value given by
the y-axis range value. Lastly, the F3 signifies the end value
of the anchor zone range height and the value given by the end
value of the area height. After getting all of the zone value,
the A3 will be the axisX1 which is the start points and the
C3 will be the axisX2 which is the endpoint of the anchor
zone at the x-axis. The D3 will be the axisY1 which is the
start point and the F3 will be the axisY2 which is the endpoint
of the anchor zone at the y-axis.

FIGURE 8. Fourth case inside the anchorZone() method.

4) CASE 4 OF THE anchorZone() METHOD FIRST STAGE
The fourth case is displayed in Figure 8 where the condition
of the anchor coordinate for the x-axis point is more than the
x-axis range calculated earlier using (3) and the y-axis point
is also more than the y-axis range which calculated earlier
using (4). The A4 denotes the start value of the anchor zone
range width and the value is given by the x-axis range value.
The C4 indicates the end value of the anchor zone range width
and the value is given by the end value of the area width.
The D4 represents the start value of the anchor zone range
height and the value given by the y-axis range value. Lastly,
the F4 signifies the end value of the anchor zone range height
and the value given by the end value of the area height. After
getting all of the zone value, the A4 will be the axisX1 which
is the start point and the C4 will be the axisX2 which is the
endpoint of the anchor zone at the x-axis. The D4 will be
the axisY1 which is the start point and the F4 will be the
axisY2 which is the endpoint of the anchor zone at the y-axis.

B. CREATING THE anchorZone() METHOD SECOND STAGE
Algorithm 4 shows the anchorZone() method for the second
stage algorithm. The second stage explained how to locate
the position of the anchor zone range if there are 2 anchors
inside the first stage zone. The algorithm starts by assigning
a parameter S as the status to check whether the anchor is
inside the same zone or not. The S parameter is assigned value
as 2. The condition is placed by set if the parameter S is 1,
the anchors are in a different zone and if the parameter S is 2,
the anchors are in the same zone. For each of the parameter j
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inside the tS minus 1 array, the iL here will be set to 0. Then
for each of the parameter k inside the tS where the param-
eter k is the parameter j plus 1, several conditions will be
checked here. If the axisX1 of parameter j is equal to axisX1
of parameter k and axisX2 of parameter j is equal to axisX2
of parameter k and axisY1 of parameter j is equal to axisY1 of
parameter k and axisY2 of parameter j is equal to axisY2 of
parameter k, the iL will be checked whether parameter j
contains inside the iL. If parameter j does not inside the iL,
the parameter j will be added inside the iL. If there is already
parameter j inside the iL the iL will add parameter k.

1) THE ZONE POSITION CHARACTERIZATION
The zone position characterization takes place inside the area
based on the position of the anchor. Based on Figure 5–8,
the anchor those are used as the examples is to be placed in the
first quarter of the field area. The situation also applied to the
other part of the field area based on the anchor coordinates.

FIGURE 9. Zone 1 division example.

Figure 9 shows the example of the division that is classified
as zone 1, where it might be happened to have the anchor
inside. For each of the parameter m inside the iL, if the param-
eter m inside the iL equals 1(which means inside the zone 1),
the x-axis range is equal to the axisX2 denote as C1 minus
the axisX1 denote as A1 and the result is divide by 2. The
y-axis range is equal to the axisY2 denote as F1 minus the
axisY1 denote as D1 and the result is divided by 2. The value
of the axisX1, axisX2, axisY1, and axisY2 come from the
parameter m inside the iL.

Figure 10 shows the example of the division that is
classified as zone 2, where it might be happened to have
the anchor inside. If the parameter m inside the iL equals
2(which means inside the zone 2), the x-axis range is equal
to the axisX2 denote as C1 minus the axisX1 denote as
A1 then divide by 2, and the result complete by adding the
axisX1 which denote as A1. The y-axis range is equal to
the axisY2 denote as F1 minus the axisY1 denote as D1 and
the result is divided by 2. The value of the axisX1, axisX2,
axisY1, and axisY2 are coming from the parameter m inside
the iL.

Figure 11 shows the example of the division that is clas-
sified as zone 3, where it might be happened to have the

FIGURE 10. Zone 2 division example.

FIGURE 11. Zone 3 division example.

anchor inside. If the parameter m inside the iL equals 3(which
means inside the zone 3), the x-axis range is equal to the
axisX2 denote as C1 minus the axisX1 denote as A1 then
divide by 2. The y-axis range is equal to the axisY2 denote as
F1 minus the axisY1 denote as D1 divide by 2 and the result
complete by adding the axisY1 which denotes as D1. The
value of the axisX1, axisX2, axisY1, and axisY2 are coming
from the parameter m inside the iL.

FIGURE 12. Zone 4 division example.

Figure 12 shows the example of the division that is
classified as zone 4, where it might be happened to have
the anchor inside. If the parameter m inside the iL equals
4(which means inside the zone 4), the x-axis range is equal
to the axisX2 denote as C1 minus the axisX1 denote as
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FIGURE 13. The first case of the zone position characterization situation.

A1 then divide by 2, and the result complete by adding the
axisX1 which denote as A1. The y-axis range is equal to the
axisY2 denote as F1 minus the axisY1 denote as D1 divide
by 2 and the result complete by adding the axisY1 which
denotes as D1. The value of the axisX1, axisX2, axisY1, and
axisY2 come from the parameter m inside the iL.

2) THE ZONE POSITION CHARACTERIZATION CASE 1
The first case displayed in Figure 13 happened at line 24-33
inside the anchorZone() Algorithm second stage showed by
Algorithm 4. The case starts by checking the Anchor1 coor-
dinate for x-axis point that came from the parameter m from
the iL is less than or equal to the x-axis range and the y-axis
point that came from the parameter m from the iL is also,
lesser than or equal to the y-axis range. If it is true, the A1 is
used to represent the start value of the Anchor1 zone range
width and the value is given by the axisX1. The C1 indicates
the end value of the Anchor1 zone range width and the
value is given by the previous axisX2 denote as C1 minus
the axisX1 denote as A1 then divide by 2 and the result
complete by adding the axisX1 which denote as A1. Now,
the previous C1 is no longer the end value and the recent end
value denotes as the C1 in the box. The D1 represents the
start value of the Anchor1 zone range height and the value
is given by the axisY1. Lastly, the F1 signifies the end value
of the Anchor1 zone range height and the value is given by
the previous axisY2 denote as F1 minus the axisY1 denote
as D1 then divide by 2, and the result complete by adding
the axisY1 which denote as D1. Now, the previous F1 is no
longer the end value and the recent end value denotes as the
F1 in the box.

After getting all of the zone value, the A1 will be
the axisX1 which is the start point and the C1 will be the
axisX2 which is the endpoint of the Anchor1 zone at the
x-axis. The D1 will be the axisY1 which is the start point
and the F1 will be the axisY2 which is the endpoint of the
Anchor1 zone at the y-axis. The value of the axisX1, axisX2,
axisY1, and axisY2 come from the parameter m inside the
iL. The parameter m from the iL will be used to store in zone
array which is declared as the first zone.

FIGURE 14. The second case of the zone position characterization
situation.

3) THE ZONE POSITION CHARACTERIZATION CASE 2
The second case displayed by Figure 14 happened at
line 34-43 inside the anchorZone() Algorithm second stage
showed by Algorithm 4. The case starts by checking the
Anchor2 coordinate for x-axis point that came from the
parameter m from the iL is more than the x-axis range and
the y-axis point that came from the parameter m from the
iL is lesser than or equal to the y-axis range. If it is true,
the A2 is used to represent the start value of the Anchor2 zone
range width and the value is given by the x-axis range. The
C2 indicates the end value of the Anchor1 zone range width
and the value is given by the axisX2. The D2 represents the
start value of the Anchor2 zone range height and the value
is given by the axisY1. Lastly, the F2 signifies the end value
of the Anchor2 zone range height and the value is given by
the previous axisY2 denote as F2 minus the axisY1 denote
as D2 then divide by 2, and the result complete by adding
the axisY1 which denote as D2. Now, the previous F2 is no
longer the end value and the recent end value denotes the F2 in
the box.

After getting all of the zone value, the A2 will be
the axisX1 which is the start point and the C2 will be the
axisX2 which is the endpoint of the Anchor2 zone at the
x-axis. The D2 will be the axisY1 which is the start point
and the F2 will be the axisY2 which is the endpoint of the
Anchor2 zone at the y-axis. The value of the axisX1, axisX2,
axisY1, and axisY2 come from the parameter m inside the iL.
The parameter m from the iL will be used to store in zone
array which is declared as the second zone.

4) THE ZONE POSITION CHARACTERIZATION CASE 3
The third case displayed in Figure 15 happened at lines
44-53 inside the anchorZone() Algorithm second stage
showed by Algorithm 4. The case starts by checking the
Anchor3 coordinate for x-axis point that came from the
parameter m from the iL is less than or equal to the x-axis
range and the y-axis point that came from the parameter m
from the iL is more than the y-axis range. If it is true, the A3 is
used to represent the start value of the Anchor3 zone range
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FIGURE 15. The third case of the zone position characterization
situation.

width and the value is given by the axisX1. The C3 indicates
the end value of the Anchor3 zone range width and the
value is given by the previous axisX2 denote as C3 minus
the axisX1 denote as A3 then divide by 2 and the result
complete by adding the axisX1 which denote as A3. Now,
the previous C3 is no longer the end value and the recent end
value denotes the C3 in the box. The D3 represents the start
value of the Anchor3 zone range height and the value is given
by the y-axis range. Lastly, the F3 signifies the end value of
the Anchor3 zone range height, and the value is given by the
axisY2.

After getting all of the zone value, the A3 will be
the axisX1 which is the start point and the C3 will be the
axisX2 which is the endpoint of the Anchor3 zone at the
x-axis. The D3 will be the axisY1 which is the start point
and the F3 will be the axisY2 which is the endpoint of the
Anchor3 zone at the y-axis. The value of the axisX1, axisX2,
axisY1, and axisY2 come from the parameter m inside the
iL. The parameter m from the iL will be used to store in zone
array which is declared as the third zone.

FIGURE 16. The fourth case of the zone position characterization
situation.

5) THE ZONE POSITION CHARACTERIZATION CASE 4
The fourth case displayed in Figure 16 happened at line
54-63 inside the anchorZone() Algorithm second stage
showed by Algorithm 4. The case starts by checking the

Anchor4 coordinate for x-axis point that came from the
parameter m from the iL is more than the x-axis range and
the y-axis point that came from the parameter m from the iL
is also more than the y-axis range. If it is true, the A4 is used
to represent the start value of the Anchor4 zone range width
and the value is given by the x-axis range. Now, the previous
A4 is no longer the start value and the recent start value
denotes as the A4 in the box. The C4 indicates the end value
of the Anchor4 zone range width and the value is given by the
axisX2. TheD4 represents the start value of the Anchor4 zone
range height and the value is given by the y-axis ranges.
Lastly, the F4 signifies the end value of the Anchor4 zone
range height, and the value is given by the axisY2. Now,
the previous D4 is no longer the end value and the recent end
value denotes the D4 in the box.

After getting all of the zone value, the A4 will be
the axisX1 which is the start point and the C4 will be the
axisX2 which is the endpoint of the Anchor4 zone at the
x-axis. The D4 will be the axisY1 which is the start point
and the F4 will be the axisY2 which is the endpoint of the
Anchor4 zone at the y-axis. The value of the axisX1, axisX2,
axisY1, and axisY2 come from the parameter m inside the
iL. The parameter m from the iL will be used to store in zone
array which is declared as the fourth zone.

C. CREATING THE anchorZone() METHOD THIRD STAGE
Algorithm 5 shows the anchorZone() method for the third
stage algorithm. The third stage gives details on how to
summarize the position of the anchor whether it is in the
same zone or not. For each of the parameter m in tS minus 1,
the latest result of the axisX1 from parameter m will be saved
as parameter a. Same goes to the axisX2 where it saved as
parameter b, axisY1 saved as parameter c, and axisY2 saved
as parameter d. After that, the algorithm will check for each
parameter n in tS where parameter n is equal to parameter
m plus 1. Here the axisX1 for parameter n will be saved as
parameter e, axisX2 as parameter f, axisY1 as parameter g,
and axisY2 as parameter h.

After that, all of the parameters will be check. If parameter
a is not equal to parameter e and parameter b is not equal
to parameter f and parameter c is not equal to parameter g
and finally, parameter d is not equal to parameter h, the status
will be 1 which means they are in the different zone. After
that, if parameter a is equal to parameter e and parameter b
is equal to parameter f and parameter c is equal to parameter
g and finally, parameter d is equal to parameter h, the status
will be 2 which means they are in the same zone. The loop at
line 1 will break once this has been recognized.

D. THE connectTo() ALGORITHM FOR NODES
AND NODES WITH ANGLE
The connectTo() method is applied to find out which anchor
the nodes and angle nodes connect to inside the build cloud.
Since the character for the nodes is moderately similar to the
nodes inside the DDSPAN Algorithm shown in Algorithm 6,
the connectTo() method for nodes inside FCDV-Hop applied
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Algorithm 6 DDSPAN Algorithm
(TN: total number of nodes, a: area)
1: Initialize parameters
2: Distribute node using uniform distribution
3: for each object i ∈ TN do
4: generate coordinate randomly
5: for each object i ∈ TN do
6: for each object j ∈ TN do
7: if i = j
8: continue line 6
9: δij =

√
(X [i]− X [j])2 + (Y [i]− Y [j])2

10: for each object i ∈ δ where (1 ≤ i ≤ 20) do
11: for each object i ∈ δi do
12: if δij > 1
13: ε = 2
14: for each object i ∈ TN do
15: ηm = Integer.MAX_VALUE where (1 ≤ m ≤ 3)
16: for each object i ∈ TN do
17: apply findMin()
18: βiq = ηm where (0 ≤ q ≤ 2)

19: for each object i ∈ β where (1 ≤ i ≤ 20) do
20: for each object j ∈ βi do
21: � = βij
22: ξ = δi�
23: count no of j connect to each i
24: if count ≥ 1 and ≤ 4
25: i = anchor
26: for each object k ∈ TN do
27: apply matrixMultiply()
28: for each object i ∈ TN do

29: λ =

√
(X [i]−X [j])2+(Y [i]−Y [j])2

α×TN

based on the DDSPAN algorithm. The connectTo() method
for nodes with angle showed by Algorithm 7. First, the angle
node is connecting to each of the anchors. For each param-
eter i, the f for each of the parameter k will be equal to $
of parameter k. $ represents the minimum value of the angle
nodes. Thefwill hold the value inside theminimum array for
the angle nodes. After that, the fl for each parameter k, where
fl signifies as the minimum distance for each angle nodes are
equal to δ for each angle nodes of parameter k that hold the
previous minimum array value.

Then, the number of angle nodes that connect to one anchor
is calculated. For each of the parameter i, if c of parameter k
is equal to 4, the condition for $ will be check. If array $ of
parameter k is not equal to i, then the array will be changed to
be equal to i. If c of parameter k is more than 4 or less than 4,
the condition for $ will be check. If array $ of parameter k is
not equal to i, then the position of angle nodes will be check.
If the condition of the X point for each parameter k of the
angle nodes is equal to x point of the anchor or the Y point
for each parameter k of the angle nodes are equal to y point
of the anchor, the $ of the parameter k is equal to i.

Algorithm 7 connectTo() Algorithm for Node With Angle
1: Initializef:Minimumbetween Angle Node; £:Minimum
Value; c: counter

2: for each object i where (1 ≤ i ≤ 4), (1 ≤ k ≤ 4) and
(j = 0) do

3: fki = £kij
4: Æki = δGNkif

5: for each object i where (1 ≤ i ≤ 4), (1 ≤ k ≤ 4) and
(j = 0) do

6: if ck = 4
7: if £kij 6= i
8: £kij = i
9: if (ck > 4) @ (ck < 4)
10: if £kij 6= i
11: if (XkGNi

= XAi ) @ (YkGNi
= YAi )

12: £kij = i

E. THE matrixMultiply() ALGORITHM FOR NODES AND
NODES WITH ANGLE

Algorithm 8 matrixMultiply() Algorithm
1: Initialize 3: Matrix
2: for each object i ∈ TN do
3: A = βi0
4: B = βi1
5: C = βi2
6: Initialize parameters
7: 31ef = 2× (XA − XC ) where (0≤e≤1) and (f = 0)

then Remove A and continue to B
8: 31ef = 2 × (YA − YC ) where (0≤e≤1) and (f = 1)

then Remove A and continue to B
9: left = 3100 ×3111

10: right = 3101 ×3110
11: determinant = left - right
12: temp = 3100
13: 3100 = 3111
14: 3111 = temp
15: 3101 = −3101
16: 3110 = −3110
17: 31ef = 31ef /determinant where (0≤e≤1) and

(f = 0)
18: 31ef = 31ef /determinant where (0≤e≤1) and

(f = 1)
19: 32e = X2

A − X2
C + Y 2

A − Y 2
C + δ

2
iC − δ

2
iA where

(0≤e≤1) then Remove A and continue to B
20: 33ie = (31e0 × 320) + (31e1 × 321) where

(0≤e≤1)

The matrixMultiply() method is used to find the esti-
mated coordinate of the angle nodes. Since the character
for the nodes are moderately similar to the nodes inside the
DDSPAN Algorithm shown in Algorithm 6, the matrixMul-
tiply() method for nodes inside FCDV-Hop applied based on
the matrixMultiply() shown by Algorithm 8.
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Algorithm 9 matrixMultiply() Algorithm for Node With
Angle
1: for each object i ∈ GNk ,where (1 ≤ k ≤ 4) do
2: Ak = £ki0
3: Bk = £ki1
4: Ck = £ki2
5: 31kef =2 *

(
XGNkAk

− XGNkCk

)
where (0≤e≤1)

and (f = 0) then Remove A and continue to B
6: 31kef =2 *

(
YGNkAk

− YGNkCk

)
where (0≤e≤1)

and (f = 0) then Remove A and continue to B
7: leftk = 31k00 * 31k11
8: rightk = 31k01 * 31k10
9: determinantk = leftk - rightk
10: tempk = 31k00
11: 31k00 = 31k11
12: 31k11 = tempk
13: 31k01 = 31k01
14: 31k10 = 31k10
15: 31kef = 31kef /determinantk where (0≤e≤1) and

(f = 0)
16: 31kef = 31kef /determinantk where (0≤e≤1) and

(f = 1)
17: 31kef = X2

GNkAk
− X2

GNkCk
+ Y 2

GNkAk
− Y 2

GNkCk
+

δGN 2
iCk
− δGN 2

iAk
where (0≤e≤1) then Remove A and

continue to B
18: 33kie = (31k e0 * 32k0 ) + (31k e1 * 32k1 ) where

(0≤e≤1)

Algorithm 9 shows the matrixMultiply() method algorithm
for the node with angle. For each of the parameter i of the
angle nodes, 3 parameters are assigned. The parameter A,
parameter B, and parameter C are assigned to hold the three
shortest minimum distance found by the findMin() algorithm.
The parameter A will hold the $, followed by the parameter
B and the parameter C. A matrix array is used to calculate
the 2 × 2 matrix to get the determinant value. The 2 × 2
matrix is inversed and the matrix array now will be dividing
by the determinant that already calculated before. After that,
the second matrix array will be used to do the calculation.
Finally, the third matrix array is used to calculate the first
and second matrix array.

V. PERFORMANCE ANALYSIS
The performance analysis technique employed for this
research is the discrete-event simulation. The main compo-
nent of the simulation algorithm was the anchors, the nodes,
and the angle nodes. The anchors work as the station where
will be receiving both nodes information while both of
the nodes will give all of their information to the nearest
anchors. The total number of experiments conducted was ten
times for anchor and both nodes. The simulation parameters
used are shown in Table 2. FCDV-Hop control parameters
for the number of nodes generated that are used in the

TABLE 2. Main parameters of the simulation model.

simulation is fixed because the nodes used are for 4 number of
anchors.

The simulation developed using Java programming lan-
guage, which used the Eclipse IDE for Java Developers ver-
sion Kepler Release software. The experiments deployed on
the Alienware M15X laptop with Intel(R) Core (TM) i7 pro-
cessor and Random-Access Memory (RAM) of 4.00 GB
RAM. The operating system was the Windows 7 Home
Premium.

FIGURE 17. Distribution of 36 nodes scatter inside 10 × 10 units square
shape area.

A. SIMULATION ENVIRONMENT
The topology for the second proposed idea consists
of 10 units X 10 units in a square-shaped area. Figure 17
illustrates the topology for FCDV-Hop where the numbers of
nodes are 36 nodes that were randomly distributed inside the
area. The number of nodes used in this simulation is fixed.
The 4 closest nodes between the nodes and the nodes with an
angle will be selected to connect to the anchor. The maximum
number of nodes that connect to the anchor is 4 to save energy
consumption during the flood.

The transmission power used in FCDV-Hop is 2dBm for
10 units which mean as per unit, 0.2dBm will be used. From
the distance of the nodes and the nodeswith angles calculated,
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the transmission power calculated using (5).

Pr = c
Pt
da
⇔ d = a

√
cPt
Pr

(5)

B. SIMULATION SCENARIOS
FCDV-Hop nodes distribution will be depending on the
anchor nodes. As summarized in Table 2, the simulation
scenarios are pictured in Figure 17 where the numbers of
nodes are 36 nodes which consist of 16 of the nodes, 16 of
the nodes with angles, and 4 of the anchors. The number
of nodes used in this simulation is fixed. All of the nodes
distributed inside the area of 10 units times 10 units. The
nodes distributed inside the anchor zone randomly but at the
same time depend on the size of the anchor zone. The angle
nodes are generated randomly but based on the location of the
anchor and also the size of the anchor zone. Angles nodes are
restricted to 16 based on the anchor proportion which is 0.1.
That means every anchor node may generate 4 number of
angles nodes inside the anchor zone. FCDV-HOP managed
to place the anchor inside a region and used the position of
the anchor and also its region to generate the nodes and the
nodes with angles inside the area. This proposed idea controls
the flood of the node base on its anchor.

Each of the anchors will own a specific region to ease
the anchor chooses which node that will be connected to
be the neighbor inside their zone. After all of the nodes are
distributed, the nodes and the nodes with an angle will begin
to calculate the distance to the anchor and the results are
stored for the shortest distance nodes.

TABLE 3. Result of the nodes and the nodes with angle connection to the
anchor.

Table 3 shows the results of the connection between the
nodes and the angle nodes to the anchor. For the nodes,

the connection mapped using the blue arrow whereas the
nodes with angles mapped using the orange arrow inside
Figure 17.

Nodes 0, 7, and 12 denoted by the orange square connected
to the same node which is node 15 and this will point to
node 15 as the anchor. This case is similar for nodes 16, 1,
and node 13. For node 2, the only node that is connecting
to it is node 3, which automatically will be a pointer as the
anchor.

FCDV-Hop will choose the nodes inside the anchor zone
and within the specified zone. For each anchor, 4 selected
nodes will be chosen by the angle of 90◦, 180◦, 270◦,
and 360◦. The angle is used to control the position of the
nodes with angle and to make sure nodes with angle placed
in the right zone. In this event, for each time the simulation
runs, it is starting to calculate the nodes with angle distance
from the anchor node coordinate. The distance between all of
the nodes with angle is also calculated.

The anchors’ positions are represented by the area of
x1 and x2 for the x-axis, and y1 and y2 for the y-axis after
generated randomly. As 4 anchors were generated in the area
of 10 units times 10 units, all of the anchors will form their
zone. For the first round of developing the zone, all of the
anchors must form a different area scale. If the results showed
that the anchor produced the same section after comparing
each of the anchor’s sections, for example on the x-axis that
is shown by anchor A and B, the section will be divided for
both the x-axis and y-axis. The division of both the x-axis and
y-axis must be made at the same time to avoid the affected
area having a redundant location. The process for locating
each anchor zone will be completed once the results showed
the x-axis and y-axis position for each anchor are different.

This simulation scenario is presented by using 16 nodes
and 16 nodes with an angle to state how the simulation
is done. This is because if a bigger number of both nodes
are used, it will crowd space, and the explanations may be
confusing. The nodes’ placement and labeling also will be
confusing. Figure 18 shows the distribution of nodes for
anchor C and anchor D. As both of the anchors are in a
different zone, the nodes and the angle nodes are generated
directly inside the area. For anchor C, the nodes connected are
nodes 9 and 10 and the angle nodes are C1, C2, C3, and C4
which sum as 6 nodes connect to anchor C. Anchor C choose
the angle nodes C1, C2, C3, and C4 to be connected to as the
angle nodes are much closer to the anchor compared to the
nodes. Anchor D having 7 nodes connected to it which are
nodes 11, 14, and 15, and the angle nodes of D1, D2, D3,
and D4. Anchor C chooses the angle nodes to be connected
to as the angle nodes are much closer to the anchor compared
to the nodes the same as the situation of anchor C. Figure 19
shows the distribution of nodes for anchor A and anchor B.
As both of the anchors are in the same zone, the nodes and the
angle nodes zone are dividing again inside the earlier zone.
In this case, just for one divide, anchor A and B are already
in a different zone. If they are still inside the same zone, it will
divide until they are not in the same zone. For anchor A,
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FIGURE 18. The close up for anchor C and D distribution.

FIGURE 19. The close up for anchor A and B distribution.

the nodes connected are the nodes 0, 1, 2, 3, and 7 and the
angle nodes are A1, A2, A3, and A4 which sum as 9 nodes
connect to anchor A. Anchor A choose the angle nodes A1,
A2, A3, and A4 to be connected to as the angle nodes are
much closer to the anchor compared to the nodes. Anchor B
having 10 nodes connect to it which are nodes 4, 5, 6, 8, 12,
and 13 and the angle nodes of B1, B2, B3, and B4. Anchor B
chooses the angle nodes to be connected to as the angle nodes
are much closer to the anchor compared to the nodes the same
as the situation of anchor A.

FIGURE 20. The average localization error against the percentage of
beacon nodes comparison between DV-Hop, the benchmark [9] and
FCDV-Hop.

FIGURE 21. The power transmission against the node number.

VI. RESULTS AND DISCUSSION
Figure 20 shows the result of the average location error
of nodes varies from the percentage of the beacon nodes
between the [2] algorithm and FCDV-Hop. The nodes are
used here to make the comparison where 0.04% of beacon
nodes mean 4 beacon nodes are used over 100 total numbers
of nodes. FCDV-Hop clearly shows the lowest localization
error percentage compares to [2]. However, at the percentage
0.06 until 0.12 of the beacon nodes, the result is increasing
than the other percentage of beacon nodes. This is due to the
high density of the nodes inside the area where the number of
the beacons is getting higher making the nodes localization
becoming more complex thus affect the calculation of the
localization errors. Figure 21 shows the result of the power
transmission varies from the nodes number between [2] and
FCDV-Hop. The nodes used in this result are the nodes with
an angle. FCDV-Hop clearly shows that the power trans-
missions used are lower than the DV-Hop for each of the
nodes. Several of the nodes for FCDV-Hop power transmis-
sion are higher than the other nodes because the nodes with
angle placement are far from the anchor nodes compare to
the DV-Hop nodes. Figure 22 shows the localization error
varies from the node number between [2] and FCDV-Hop.
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FIGURE 22. The localization error against the node number.

FIGURE 23. The percentage of accuracy against the node number.

The nodes used in this result are the nodes with an angle.
FCDV-Hop clearly shows that the localization errors are
mostly higher than the DV-Hop for most of the nodes because
the nodes with angle placement are generated inside the zone
of the anchor compared to the DV-Hop nodes where it is
generated randomly inside the area without considering the
position of the anchor. As the nodes with angles are generated
inside the anchor zone; it is possible that the placement of
the nodes with angles must come to a condition that the
area to be distributed is limited. The localization error for
FCDV-Hop also shown much more stable results compared
to the DV-Hop. Figure 23 shows the result of the percentage
of accuracy varies from the nodes number between [2] and
FCDV-Hop. The nodes used in this result are the nodes with
an angle. FCDV-Hop clearly shows a higher accuracy com-
pares to [2]. This is due to the placement of the nodes with
an angle that is much well-located compared to the DV-Hop
nodes considered that the nodes with angle have their area to
be located compared to the larger area of the DV-Hop nodes
have to be distributed.

VII. SUMMARY
This paper describes the flooding control of the node’s place-
ment for the localization of the DV-Hop algorithm. There are
several requirements for a positioning algorithm. First, it must

be able to distribute in a large network with low memory
and low bandwidth nodes which move inside a topology to
a base station in the hop by hop movement manners. Second,
the amount of node to node communication and computation
power used must be minimized as for the low signaling
and computation complexity during the nodes flooding them
information. Third, the positioning system would be able
to work if the network was already disconnected. Finally,
the algorithm must provide an absolute positioning that
enables a unique name-space. The placement of nodes is
limited inside the region of the anchor nodes. The simulation
environment setup comes with parameters such as the radius,
area, number of nodes, types of nodes, the anchor proportion,
and the value of the regions. The results are discussed and
show a series of experiments to examine the positioning
algorithm proposed and comparing the result with the existing
works. The enhancement that has been made in this research
is the reengineering of the region area for the sensor nodes
placement inside the localization area. The equal division
of nodes area idea solved the problem for controlling the
flood movement problems in WSN. This approach not only
produced a better result in the flood movement, but it also
increases the network lifetime and reduces the power con-
sumption while minimizing the localization error.

One of the future works that can be done is by considering
the hop as an inaccurate interference. This approach can
amend the determination of the hop itself for the hop lengths
measurements. The other future work to be considered is
towards the sensor nodes’ flood movements. The flood of the
sensor nodes’ movements can be controlled by considering
how much energy is used or energy left for each sensor node.
This approach can prevent the sensor nodes from moving
towards the low energy sensor nodes. The proposed ideas also
can be extended to real WSN applications instead of only
using the simulation for future work.
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