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ABSTRACT In this work, the low-density parity-check (LDPC)-coded modulation scheme which has been
selected for inclusion in the next generation of International Telecommunication Union (ITU) broadband
standard is investigated. The multi-level mapping of this scheme offers excellent performance along with a
straightforward modulation which is separable into simple one-dimensional schemes. A subset of modulated
bit positions are protected by the LDPC code, while the remaining positions benefit from improved Euclidean
distance through assignment to distinct constellation regions. To date, there has been a lack of analytical
treatment of the scheme. This is problematic given the number of tunable scheme and code parameters,
necessitating time-consuming Monte Carlo simulation. This motivates the novel analytical work of this
article, which derives overall error-rate and threshold performances through considering separately the
effects of the channel on the coded and uncoded bits. First, new closed-form expressions are derived for
the hard-decision performance of the bit mapping of the multi-level modulation scheme, for both coded and
uncoded bits. Extrinsic information transfer (EXIT) analysis is then applied to the coded bits in the scheme.
The derived theoretical performance of the uncoded bit positions is used in combination with the derived
EXIT threshold to provide for the first time for this modulation scheme a method to evaluate analytically
whether a designed system will offer capacity-approaching performance. Following this, an approximation
to the capacity curve for the coded modulation scheme is produced, again based on the derived analytical
performance. Finally, through the relationship between mutual information and error rate performance for
error control codes, the derived analytical expressions are used to produce a semi-analytical finite-length
performance predictor, whereby error rate results for a given code on the binary input additive white Gaussian
noise (AWGN) channel can be mapped to the coded modulation scheme under consideration for any coded
system parameters.

INDEX TERMS LDPC codes, coded modulation, EXIT charts.

I. INTRODUCTION

Low-density parity-check (LDPC) codes [1] along with turbo
codes have comprised the modern graph-based iteratively
decoded class of codes capable of performance close to
channel capacity, and have as such seen adoption in a broad
number of systems and international standards [2]—[5], both
as options and, increasingly, as the default coding scheme for
data channels. Important early work on LDPC codes included
generalisation of the code family and improved performance
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through code design [6], along with the development of
classes of codes with simplified encoding [7], [8] and decod-
ing [9], and work on performance analysis [10], [11].

Coded modulation offers improved spectral efficiencies
and increased data rate when the channel conditions sup-
port the use of higher-order constellations, and for LDPC-
coded systems the bit-interleaved coded modulation (BICM)
scheme [12] has been widely used. Another coded mod-
ulation scheme which has seen use in contemporary and
past generations of digital subscriber line (DSL) standards
[13], among other applications, is trellis-coded modulation
(TCM) [14], whereby successive symbols generated by the
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trellis of a convolutional code are used to select constellation
symbols. For the next DSL standard from the ITU-T [15],
an alternative to both TCM and BICM has been selected,
known as LDPC-coded modulation (LCM) [16], [17], which
has some similarities to TCM and offers the benefit of system
rate matching across constellation orders with a fixed LDPC
code graph. LCM may be viewed as a multi-level modulation
scheme [18] whereby a subset of bits are mapped to the
constellation symbol uncoded but afforded some protection
through regional mapping in conjunction with the remaining
coded bits. This scheme (similarly to BICM) offers differing
levels of protection to different bit positions in the bit-to-
symbol mapping, known as unequal error protection (UEP)
[19] and the effect of this can be modelled through the use of
equivalent bit channels [20]-[22]. These bit channels allow
straightforward application of methods developed for the
analysis of LDPC codes on binary-input continuous-output
channels, as demonstrated in the authors prior work [23].

While the spectral efficiency and error rate performance
of the LCM scheme have been demonstrated in the literature
to be excellent, resulting in its inclusion in the upcoming
MGFAST DSL standard, the results presented to date rely
on time-consuming Monte Carlo simulation for a selected
LDPC code and its parameters, and for each modulation order
and set of LCM parameters. The lack of analytical treatment
for the scheme introduces significant difficulties in overall
system design taking account of the effect of varying the code
and scheme parameters. In particular, the effect of varying the
proportion of coded and uncoded bits per symbol is not well
described by the results in the literature. Motivated by this
gap in the literature, in this work the overall performance of
the LCM scheme is analysed through separate consideration
of the coded and uncoded bits in the bit-to-symbol mapping.
It is demonstrated that the decoding threshold of the coded
bits can be taken to indicate the threshold of the overall sys-
tem, provided the system parameters are carefully selected to
ensure system error rate is not degraded by the performance of
the uncoded bits in the high-SNR region. The uncoded BER
of the coded bit positions is investigated and an analytical
expression is developed. From this, the equivalent bit channel
noise variance can be derived, allowing application of EXIT
analysis method for a given LDPC code graph, leading to the
coded bit (and overall system) decoding threshold.

Separately, the expression for the error rate of the uncoded
bit positions in the multi-level modulation scheme is also
developed, and is demonstrated to show the system design
conditions for capacity-approaching performance, which in
combination with the system decoding threshold will inform
parameter selection and overall system design for the LCM
scheme. Finally, the expressions for bit-channel error rate are
used to produce an approximate measure of mutual informa-
tion for the LCM mapping, allowing both capacity analysis
and semi-analytical finite-length error-rate performance pre-
dictions for the scheme. A simulation study demonstrates the
accuracy of the analysis and performance predictors devel-
oped, showing that they characterise the system well.
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The rest of this article is laid out as follows: In Section II the
preliminaries are provided, including a detailed description of
the LCM scheme and its demodulation and decoding steps.
In Section III the bit channel and uncoded error rate analysis
is performed and the analytical expressions characterising
uncoded performance are derived, with an illustrated example
provided for a particular case. Section IV describes the appli-
cation of EXIT analysis to the equivalent bit channels and
the method to derive the decoding threshold, while Section V
covers the mutual information based analysis. Section VI
provides a comprehensive simulation study for the scheme
and the contributions in this article, and Section VII offers
concluding remarks.

Il. PRELIMINARIES

In this section, the LCM scheme is described in detail, along
with the class of codes used in producing the results through-
out this article. The section concludes with some observations
on the error rate performance of the LCM system, through a
simulation result on the AWGN channel. These observations
motivate the following work.

A. LDPC CODED MODULATION

LCM is a coded modulation scheme for M-QAM constella-
tions where B, bits per symbol are encoded by arate Ry ppc =
% LDPC code, such that the number of information bits per
symbol is given by:

B; = B, + B.Rippc, e

where B, = log,(M) — B, is the number of uncoded bits per
symbol, and the coded modulation scheme rate is Rycyy =
ﬁ. This allows the use of a fixed LDPC code to provide
varying levels of protection to constellation symbols, accord-
ing to constellation order M and number of encoded bits B..
For example, with R = 2 code and B, = 4, for 64-QAM
we have Rrcy = % and for 2"*-QAM, Ry cy = ﬁ. Thus
the level of protection afforded by the scheme with fixed
code reduces with increasing modulation order, which may
beneficial given that higher-order modulation will be selected
only in high-SNR scenarios.

The multilevel coded modulation of the LCM scheme is
achieved by employing two separate 1-dimensional symbol
mappers, as illustrated in Fig. 1. The effect of this mapping
is that, in each dimension, the uncoded and coded input bits
select subsets of the amplitude constellation and the modu-
lated symbol is comprised of the intersection of these subsets.
This concept is more easily described graphically as in Fig. 2a
and Fig. 2b, for uncoded and coded bits, respectively. It can
be seen in Fig. 2 that the uncoded bits together define a
2-dimensional region of the constellation while the coded
bits together describe a disparate subset of the constella-
tion points similar to the cosets found in traditional TCM
schemes [13], [14].
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TABLE 1. LCM scheme one-to-many mapping for 256-QAM and B¢ = 4,
in each dimension.

Uncoded Symbol ~ Bits  Coded Symbol
+15 +15
+13 +7
+11 10 -1
+9 -9
+7 +13
+5 +5
+3 I 3
+1 -11

1 +11
-3 +3
5 01 5
-7 -13
-9 +9
-11 +1
13 00 7
-15 -15

LCM MAPPING EXAMPLE

The LCM mapping is more clearly described by example.
Consider the 256-QAM LCM system with B, = 4 and
B, =4, and arate Ry ppc = 43'1 LDPC code. Then the number
of information bits is B; = 7, with one bit of redundancy per
symbol. The bits to be mapped are partitioned into in-phase
and quadrature bits denoted by v and w, and further parti-
tioned to uncoded and coded bits denoted by the subscripts
as v, /v. and w,/w,, respectively. These form the inputs to
the double-Gray 1-dimensional mapping illustrated in Fig. 1,
where in this example each partitioned set contains two bits.
A numerical example:

bits=[ 01 00 10 1] 2)
Wy We Vi Ve

Now the mapping of Table 1 applies for each partitioned set
of bits, leading from the left-hand mapping to the regional
constellation subsets of Fig. 2a, and for the right-hand map-
ping of Table 1 of the coded bits to the disparate constel-
lation subsets of Fig 2b. In Fig. 2a, the bits w, = [0, 1]
select the amplitudes with marker x’, and bits v, = [1, 0]
select the amplitudes with marker “*’. The 2-dimensional
region associated with the uncoded bits [w,, v,] is then
formed by the symbols in the intersection marked ‘V’, and
the resulting increased Euclidean distance is one source of
improved error rate performance in the scheme. Likewise,
from the right-hand mapping of Table 1 for the coded bits
we = [0, 0] leads to the disparate subset indicated by ‘4’
markers in Fig. 2b and v, = [1, 1] produces the subset
indicated by ‘x’. Now, the 2-dimensional coset associated
with [w, v.] is produced by the intersection of these sets as
shown with ‘<$>’. Finally, the symbol selected transmission
for the bits [w,, wy, vy, vc] is found as the intersection of
the uncoded region subset and the coded disparate subset,
the symbol (13 —7j) indicated in both Figs. 2a and 2b with the
red ‘o’.
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FIGURE 1. Block diagram for the LDPC Coded Modulation scheme.

B. LLR COMPUTATION, DECODING AND DEMODULATION
1) RECOVERY OF CODED BITS

Computation of the log-likelihood ratio (LLR) for the LCM
scheme is performed with regards to the coded bit subsets
only, based on the one-to-many mapping described visually
in Fig. 2b for the [w,, v.] coset (<>). This relationship fully
describes the LCM scheme in terms of the LLR computation,
and the bit LLRs are computed as standard according to the
sets Sp and S1, of symbols associated with bit value 0 or 1 in
position b of the vector [w, v.], respectively:

=1
—zlr—sl2

Loes @ — 3)

er& e

where r is the received symbol and o is the noise variance of
additive white Gaussian noise (AWGN). Once the bit LLRs
have been computed and mapped to original code word bit
positions (through de-interleaving, if necessary), decoding
also proceeds normally for the selected iterative message-
passing algorithm, such as sum-product algorithm (SPA).

L(b) = log

2) RECOVERY OF UNCODED BITS

In contrast to the LDPC-coded BICM schemes where all
bits are encoded, in LCM a further demodulation step is
required for the uncoded bits, in order to take advantage
of the improved received symbol estimate provided by the
LDPC code and achieve performance improvements beyond
those offered simply through the increased average minimum
distance afforded by the regional subsets described in Fig. 2a.
Following decoding of the coded bits, the scheme reproduces
the decoded coset from the decoded bits (which need no fur-
ther processing). From this decoded coset, the member with
minimum Euclidean distance to the original soft received
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(a) Uncoded constellation cosets for w,, = {01}, v, = {10}

FIGURE 2. Example of constellation cosets for the LCM scheme.

symbol selects the uncoded regional subset for hard-decision
recovery of the uncoded bits.

This leads to a significant performance improvement for
the uncoded bits: for standard hard-decision demodulation
based only on the regional subsets, uncoded single-bit error
events for symbols on the inner boundary of the regions
occur for transpositions greater than d (half the inter-symbol
spacing) in the in-phase/quadrature directions of the signal
space. When the decoded coset is used to recover the uncoded
bits, assuming LDPC decoding is successful, in the worst
case single-bit error events will only occur for transpositions
greater than or equal to half the spacing between the coded
coset symbols (which is 4d in the example case of Fig. 2b).

C. LDPC CODE CLASS

The LDPC code class used for all results presented in this
work is a generalisation of the code suggested for inclu-
sion in the next generation DSL standard. It is quasi-cyclic,
i.e., formed of tiled circulant permutation matrices, and the
base matrix has the familiar dual format to allow linear-
complexity encoding. The graphs in this work were generated
by progressive edge growth (PEG) algorithm [24] selection of
first entry in the circulant.

Ill. LCM UNCODED ERROR RATE ANALYSIS

In this section, uncoded error rate analysis is provided for
the bit-to-symbol mapping of the LCM scheme, for both
the coded and uncoded bit positions. Note particularly that
while the bit positions of the coded bits are considered,
along with their symbol mapping, the analysis here assumes
a hard decision at the receiver with no use of any decoder.
This approach allows investigation of the equivalent binary-
input/continuous-output bit channels encountered by the
LDPC code bits [21]-[23], which will then be exploited
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(b) Coded constellation cosets for w. = {00}, v. = {11}

for EXIT chart and MI-based analysis of the coded system
performance.

Furthermore, for the uncoded bit positions, the error
rate analysis is considered for the practical case where the
received symbol hard decision is performed after the received
symbol estimate is improved by use of the decoded coset,
where the assumption is made that the LDPC decoding was
successful and so the decoded coset is correct. Simulation
results will demonstrate that the analytical expression for the
error rate derived under this assumption is valid for the SNR
region above the threshold of the LDPC code, as expected.

Since the QAM symbol mapping is fully separable to two
identical 1-dimensional mapping operations, the error rate
analysis of coded and uncoded bit positions is straightfor-
ward, based simply on Euclidean distance of the error regions
for each bit position.

A. EXAMPLE FOR 256-QAM WITH 4 CODED BITS

1) CODED BIT POSITIONS

The 1-dimensional hard-decision error regions for the coded
bits of the 256-QAM LCM scheme with B, = 4 are pre-
sented in Fig. 3, corresponding to the right-hand mapping
of Table 1 for the example amplitude symbol (-15), and
assuming a symbol spacing of 2d, the Euclidean distances
for the decision regions highlighted are illustrated, for both
coded bit positions. For this symbol, in Fig. 3, the regions
highlighted in red correspond to a bit error, while the regions
in blue correspond to symbol hard decisions which do not
lead to an error in the respective bit positions. The illustrated
Euclidean distances to the decision boundaries make up the
complementary error function coefficients of eqns. (4) and
(5). The error rate under additive white Gaussian noise given
the transmitted symbol § = —15 is found by application of
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the complimentary error function, as in [25], [26]:

PZ,{S:—IS}(O)

= 1 [erfc (i) — erfc <£>

2" \Um N
<13d + erfc <l7d)—erfc<ﬂ)
«/No VNo, VNo,

+ erfe (J_Ni() — rfe <%—0>] , @

23d ) <27d )]
—erfc| — | t+erfc| — | |, @)
(v No vNo
where § = —15 is the symbol under consideration from the

1-dimensional constellation. For the case of 256-QAM the

4FE
symbol half-distance term d = 2% is found from the

general expression for M-QAM constellations:

3log, M E
d= |82 b ©)
2M — 1) No

where Ej is the transmitted energy per bit and Ny is the
noise power. The expressions (4), (5) provide the probability
of error for a single symbol in the two coded bit positions.
The average bit error rate 1n each coded position b, P;(b),
is simply the average of Pb (b) over all symbols in the 1-
dimensional constellation, S € C, presented in brief notation
as:

PE0) = L JMZ_Z |:(_1)(L§J)
b - m —t

VM Q-
2

1 dQi+1)
|- 1) erfc (W)], @)

VM-3
Pi(1) = N Z [(_1)(L2J
i=0
M i dQi+1)

where the expression |x | denotes the greatest integer less than
X.

2) UNCODED BIT POSITIONS

In this section the probability of error of the uncoded bit
positions described by the left-hand mapping of Table 1 is
considered, under the successful decoded coset constraint.
That is, the hard-decision error rate of the uncoded bits given
the coded coset. Fig. 4 provides a graphical representation

212170

Coded Bit Position 0
1 1 |
Ld 9d 17d 25d

| 5d 13d 21d 29d

0
|
T

+o

—+o

+o
o

Coded Bit Position 1
1 1 | 0
I ! !
| T T

__3d 11d 19d 27d
| 7d 15d 23d
r

0 0
! !
T

FIGURE 3. Error regions of the coded bits.

of the hard decision regions under the constraint of decoded
coset corresponding to w, = {0, 0}, the quadrature coset pic-
tured in Fig. 2b. The uncoded amplitude symbol considered
here is also § = —15, corresponding to w,, = {0, 0}. For both
bit positions, the upper red and blue regions in Fig. 4 indicate
the error regions under standard hard-decision demodula-
tion, while the green and orange regions denote correct and
incorrect decision regions under the coded coset constraint.
Note that, for the symbol (-15) considered here, the decision
boundary distance for both bit positions is worse for the LCM
coset constrained decision than for the standard approach
shown above, but the worst-case boundary distance (which
dominates error rate performance) is much better (4d rather
than d for the least-significant bit of the mapping).

Again, the error rate for the bit positions of the example
symbol is found by exploiting the complementary error func-
tion:

s =1 A (24
P, 0) = 3 [erfc ( m) erfc ( m)} , 9
P (5=-15) (1) = [erfc (%)} . (10)

And again, the average probability of error P} in each
position is the average across all symbols:

Py0) = —
O =
4d 12d 20d
[2 erfe (Tm) erfe (TN—J —erfe (TN—O)}

(11)
Pl = ; |:erfc (i> + erfc <ﬁ>i| (12)
AW Wi oA

Thus we have produced closed-form expressions for the
hard-decision probability of error for both the coded bits, and
the uncoded bits under coset-constrained hard-decision for
256-QAM and B, = 4. The same approach may be applied
for any square QAM constellation and any setting of B,
the number of coded bits used.

B. EXPRESSIONS FOR THE GENERAL CASE
The development presented in the previous section translates
in a straightforward fashion to the general case, allowing the
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Unoded Bit Position 0

FIGURE 4. Error regions for the uncoded bits given the decoded coset.

general expression for the uncoded and coded error probabil-
ity under hard decision for bit position b to be presented as

2b+171
wopy R Bt (o X
PEO) = 3 (i (2-151)
Xx=

max
Bu—By,

max
By —B!!

2 2
d s
3 erfc(—ZBZ <2 2
No
y=1

where BT = 20+1,
For the coded bits, the variation by bit position requires the
less concise expressions:

H(3+1)

AR OE DS CE Vi (2(32"+2)—2x>

x=1

> e (L (e -241)). a0
a

B,
%)

PZ {B,B¢} (1) ZPZ {B,B;} (0) 42 Z (_1)x+1
x=1

(%)

Z erfc <]%0 (2(326)()6—1)+2y—1>>, (15)

y=1

Hy —2y+ 1)) . (13)

and finally:

Py PP oy = P PP (b — 1) for b> 1, B > 2.
(16)

These expression allow the performance of the LCM sys-
tem to be analysed for any choice of system parameters, and
will be applied in Sections IV and V to develop analysis tools
which can characterise the system for any choice of LDPC
code, thereby fully characterising the performance of LCM
scheme.

IV. EXIT CHARTS FOR LCM SYSTEMS
Prior work in the literature on BICM [21]-[23] has demon-
strated that the effect on coded performance of the UEP
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encountered for bit positions in the constellation sym-
bol mapping can be modelled by use of distinct binary-
input/continuous-output bit channels. In particular, the over-
all coded system performance can be modelled by producing
a composite EXIT chart comprised of the EXIT charts of the
LDPC code on each of the bit channels.

Note that the eqns. (4)-(16) are functions of % as well
as bit position, and this will be explicitly stated in follow-
ing. Under the assumption that the channels encountered by
individual bit positions may be treated as AWGN channels,
the equivalent noise variance for each bit channel is then
expressed as:

On,equiv b, ]7 = £ . (17)
0 2erfc! <2Plc7 (b, 17’(’)))

This equivalent bit channel noise variance is then used in
the standard EXIT analysis variable node processor mutual
information update given by [10]:

4
IE,V <IA,V7 dV7 Gy%) =J <\/(dv - 1) [J_l (IA,V)]2 + 07)7

n

(18)

for variable node of weight d,, where I4 v is the a priori
mutual information. The term /g y is the extrinsic mutual
information at the output of the node processor, and the
function J(-) represents the mutual information, which in this
work is approximated analytically. Furthermore, the inverse
mutual information update for the check node component
decoder is approximated by [10]:

JTH(1 -1
Inc(d)~1—1J (%) (19)

where 14 c and Ig ¢ are the a priori and extrinsic mutual
information of the check node processor for node of weight
d.. Then the composite EXIT chart for the variable node
processors across all node weights and bit channels is given
by:

v (. B
E,V A'V’N()

Bc/ 2 dmax

Ep
= Z Z Ailg v <IA,V» dy,i, U,iequiv (b, ]7)) , (20)
b=0 i=2 0

where A; is the fraction of edges in the Tanner graph of the
LDPC code connected to variable nodes of weight d,, ;. The
proposed composite EXIT chart of (20) offers the advan-
tage of using the standard formulation (18) from the litera-
ture with the derived bit channel equivalent noise variances
for the LCM scheme, and thus does not require significant
effort or increased computational complexity to perform, with
respect to the EXIT analysis of a standard irregular LDPC
code.

In Fig. 5 an example of the composite EXIT chart and its
components is provided, for the threshold SNR point. The
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FIGURE 5. EXIT chart for the 256-QAM case with B¢ = 4.

component EXIT charts for the the variable nodes on both
bit channels are provided in dashed and dotted plots, respec-
tively. Note that while the two bit channels for this set of LCM
parameters do not differ greatly in uncoded performance,
the resulting component EXIT charts differ greatly from those
observed for 256-QAM under Gray mapping in a BICM sys-
tem, and thus correspond to a significant change in observed
decoding outcome. Also worth noting in this plot is the effect
of the weight-1 variable nodes which do not converge and
thus harm overall code performance, which is the cost of their
inclusion to allow linear-complexity encoding operation.

V. MUTUAL INFORMATION-BASED ANALYSIS

In this section, we make use of the observation that when the
a priori mutual information equals zero, the extrinsic variable
node processor information value provides an approximation
to the channel mutual information for the considered SNR,

i.e.
Ep Ep
I, | — ) ~]1 0,—], 21
‘ (No) Ey( No) D

at the ordinate axis in Fig. 5. This approximation holds very

well for code rates above %

A. CAPACITY ANALYSIS

In order to justify this approximation, a comparison will
be made between the capacity plots of the standard BICM
scheme derived by Monte Carlo simulation with those
derived from I¢ v (0, E—z) through the same method outlined
in Section IV, but for the probabilities of error for the bit
channels of the gray mapping used for square QAM BICM,
provided analytically in [25]. The plots for Monte Carlo
and analytical approximate measures of MI for BICM are
included in solid and dashed lines in Fig. 6, respectively.
These plots demonstrate that for higher code rates (above
0.5), the approximation holds very well, as expected from
the discussion found elsewhere in the literature [27], [28].
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FIGURE 6. Capacity plots for the BICM and LCM systems.

Also included in that plot is the analytical approximation of
the capacity curve for LCM, based on the development of
Sections Il and IV, in black dotted line. While this plot differs
greatly for the BICM plot for the same QAM modulation
order (also shown), it is worth remembering that this curve
is for the coded bits of the LCM scheme only, which can be
afforded a lower code rate Ry ppc to result in a higher overall
system information rate Ry cys. Examining the curves for the
LCM scheme at Ry ppc = 0.75 and the curve for the BICM
scheme at Ry cys, we observe that the capacity of the schemes
in terms of SNR is the same (indicated in vertical lines on the
plot). This is an unsurprising result, the arrangement of bit-to-
symbol mapping does not alter the information available from
the channel. However, this result in combination with the
simulation results presented in Section VI serves to validate
the assumptions made in Section IV and here.

B. FINITE-LENGTH PERFORMANCE

The argument applied above to produce the capacity plot of
the scheme can also be used to produce a semi-analytical
performance predictor for LCM. From (18), when Iy y = 0
and considering the BPSK channel we have:

BPSK BPSK
(MIApprox.) =gy (0’ (Unz) )

4
=J ( (GZ)BPSK ) : (22)

So testing the BPSK performance of a code for a given
SNR range equally gives the BER performance in terms of
approximate MI. Likewise, under the bit channel assumption
of Sections III and IV, we have the noise variance estimates
for the coded bit channels of the LCM scheme, as in (17), and
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the MI approximation follows directly as

(MIApprox ) - 5 J

Mapping the BER results of the BPSK simulation to these
approximate MI values for LCM directly provides the finite-
length performance prediction, a semi-analytical method
whereby one BPSK simulation is sufficient to characterise
the coded bit performance of the LCM scheme across all
settings of modulation order and number of coded bits, B, for
a given LDPC code. Of course, the same approach applies
to the BICM schemes through the use of the probability of
error expressions of [25], [26]. It is worth noting again that,
as illustrated in Fig. 6, the approximation in (21) holds very
well for code rates above 0.5 and thus, as will be shown in
Section VI, the approach outlined here offers a very close
approximation to the true performance. At lower code rates
the predictor is overly optimistic and should be used only as
a lower bound on performance.

It should also be noted that the literature is quite rich
in work estimating the finite-length performance of LDPC
codes on binary-input channels, for example in works such
as [29]-[31], and where these works produce an error rate
curve for the binary-input AWGN channel, these analytical
results may substitute directly for the simulated results in
the discussion above, and thus provide a wholly analytical
estimate of finite-length performance for the LCM scheme.
In this way, the translation of BPSK to LCM performance
proposed in this section may make use not only of newly
simulated Monte Carlo results and the archived results for
established LDPC codes found in standards, but also provide
a fast analytical performance estimation for newly designed
codes.

The plots in Fig. 7 illustrate graphically the application
of (22) and (23) to a set of simulated results for an LDPC
code with block length Ny ppc = 600 and rate Ry ppc = %
In Fig. 7a the BPSK results are given, with MI of (22) on
the lower axis and the corresponding ]Ev(b) on the upper axis.

In Fig. 7b the transform from MI to 1ETg is explicitly presented,

derived from the capacity relation shown in Fig. 6, with %
0

taken for the Ryppc = % code under consideration rather

than 1ETE, of Fig. 6, to allow visually the BPSK results to be
translated to the predicted error rate performance in Fig. 7c.
This method neatly allows the characterisation of finite-
length performance of the LCM system across modulation
order, coded/uncoded bit parameters and LDPC code used.
Furthermore, since the translation of performance illustrated
in Fig. 7 takes the form of a closed-form expression, the com-
putational cost of producing the finite-length performance
prediction for the LCM scheme is simply in the computa-
tion of the single set of BPSK performance results, either
through Monte Carlo simulation, use of the analytical meth-
ods of [29]-[31], or reference to the archived results for
known LDPC code graphs. In combination with the work
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presented in [27], provided with the analytical expressions of
Section III-B and the observations outlined here, the finite-
length performance predictor can easily be extended to multi-
carrier modulation schemes such as OFDM and thus used for
bit and power loading under frequency-dependent channels.
The derived finite-length error rate performance of Fig. 7c is
verified in Fig. 10 of Section VI.

VI. SIMULATION STUDY

In this section, the results from the simulation study of the
LCM scheme are presented. The results validate the proposed
analyses and offer insight on the relative performance of the
LCM scheme, along with emphasising the benefits of the
contributions in this work with regards to selection of code
and system parameters for in the design of communications
systems using the LCM scheme.

Throughout this section, the log-domain sum-product
algorithm is used for LDPC decoding, with a maximum
of 50 decoder iterations. The additive white Gaussian noise
(AWGN) channel is considered in all cases (as presented
in [23], the techniques applied in this work extend to other
channels easily). The LDPC code rate for Fig. 9is R ppc = 3
and for Fig. 10 two code graphs with rate Ryppc = 5
were selected, while in Fig. 11 the LCM scheme uses the
same Ryippc = % LDPC code of as Fig. 9 and the BICM
scheme uses an LDPC code from the same class but with
rate Rippc = Riey = % The LDPC code block length is
Nippc = 12000 unless otherwise stated.

In Fig. 8, the analytical expressions for the hard decision
(uncoded) probability of error for the code bit mapping posi-
tions are verified for a number of LCM parameter settings,
both modulation order M and number of coded bits B.. These
results are independent of the LDPC code selected. The solid
line plots show the BER simulation results, while the markers
represent the analytical probability of error for each case. This
figure demonstrates the very close match between simulated
and analytical results, as expected, and also demonstrates the
UEP experienced by the coded bit positions when B, > 2.
This UEP is particularly relevant to the decoding threshold as
it has the greatest effect the expected threshold region.

Fig. 9 investigates the LCM scheme performance for fixed
modulation order, 256-QAM, and code rate R;ppc = %
for the allowed settings of number of coded bits, namely
B. = {2, 4, 6}. Also included, in black vertical lines, are the
coded bit decoding thresholds for each case, derived from
the EXIT charts as described in Section IV. This serves to
demonstrate the effectiveness of the bit channel approxima-
tion in characterising the effect of the UEP of the coded bit
positions on decoding performance, and also on the assertion
that the coded bit position threshold describes the perfor-
mance threshold of the overall coded system. The EXIT-
based approach will provide a useful tool in predicting perfor-
mance of communications systems using the LCM without
necessitating long and computationally costly Monte Carlo
simulations, allowing system designers to vary parameters as
needed. This also presents interesting possibilities in terms
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(b) MI to f,—f‘ mapping for the 256-QAM LCM scheme.
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(c) The derived semi-analytical error rate performance of the LCM
system for the considered parameters / code.
FIGURE 7. Example of constellation cosets for the LCM scheme.

of adaptive coding and modulation. Finally, for the plot of
the B, = 2 case, there is a clearly apparent deterioration in
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system performance at high SNR. The uncoded bit position
analytical probability of error (under the assumption of cor-
rect LDPC decoding), Py, is also included for both the B, = 2
and B, = 4 cases, in red and cyan dashed plots, respectively.
The uncoded bit position performance of the B, = 4 system
is significantly lower than the overall system performance
as the error rate is dominated by the LDPC code, but for
the B, = 2 case the simulation results demonstrate that the
uncoded bit position errors dominate performance leading to
significant deterioration in performance. Thus the derived P},
expressions also provide a valuable design tool for the coded
system designer.

In Fig. 10, the finite-length performance prediction
based on the mutual information mapping, as described in
Section V-B, is evaluated. For this plot, two LDPC code
graphs with rate % and block lengths Nzppc = 600 and
Nrppc = 48000, respectively, were selected from the code
class. The LCM parameters were 256-QAM with B, = 4,
resulting in Rycyy = 0.83. The plots labelled Simulation
result from directly testing these codes in the LCM scheme
through Monte Carlo simulation on the AWGN channel,
while for the plots labelled MI-derived, the performance of
each code was evaluated on the BPSK channel and then
mapped to MI. The MI measure for the LCM scheme under
consideration was then prepared and finally the plots pro-
duced, as outlined in Fig. 7. These plots demonstrate that the
proposed semi-analytical method for performance prediction
works remarkably well at short block length, while for the
large block length code there is a gap between fully simulated
and MlI-derived plots of approximately 0.1dB. A possible
reason for this gap is the use of the approximate LLR [32]
which under the excellent performance offered by the large
code may result in the small performance loss observed.

The final plot, Fig. 11, offers a performance comparison
between the LCM scheme and other widely-used coded mod-
ulation schemes, namely those based on BICM and TCM.
The scheme coded rates are indicated in the legend, with both
LDPC-based schemes having rates of Z, and the concatenated
RS-TCM scheme having a rate close to this, based on the
selection of kg = 239 with ngs = 255 in the byte-oriented
Reed Solomon code. Both TCM schemes employ the well-
known four-dimensional mapping of [14] with the trellis
code specified in the G.fast standard [13]. For matched sys-
tem code rate, as expected from the capacity analysis of Fig. 6
the two LDPC-based schemes should offer effectively the
same threshold performance. Also as expected, the LDPC-
based schemes offer a strong performance improvement over
the classical schemes with a 2dB improvement over the con-
catenated RS-TCM scheme at an error rate of 1077. Note
that upon close observation of the LDPC-based scheme per-
formance, while the thresholds are the same and they offer
almost identical error rate performance in the BER region
of 107, below this point the BICM scheme is exhibiting
error floor behaviour. This can be explained by the relatively
high LDPC code rate required to match the LCM system rate,
in conjunction with the constraints imposed by the code class,
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FIGURE 9. Performance of the LCM system for varying parameter Bc.

particularly the quasi-cyclic circulant constraint. It should be
noted that this behaviour is dependent on the particular code
graph and class, and was also observed on the BPSK channel
for the this code graph, rather than being related to the BICM
system implementation. Thus, with careful code design the
BICM scheme should perform as well as the LCM scheme.
This result simply serves to illustrate another benefit offered
through using LCM, namely the ability to achieve a high
system rate with a lower rate LDPC code.

VIl. CONCLUSION

In this work, the performance of the LCM scheme has been
investigated. A number of analytical and semi-analytical
expressions and techniques have been developed to describe
the LCM performance, and have been demonstrated to very
well characterise the scheme, particularly for a number of key
properties which will heavily inform parameter selection and
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FIGURE 11. Comparison of performance of coded modulation systems.

overall system design. Furthermore, the proposed techniques
lend themselves to application to different channels and could
therefore prove useful in an adaptive coding and modula-
tion based communications system using the LCM scheme.
Future contributions may include extension of the proposed
methods to a scheme which uses LCM across the subcarriers
in a multicarrier type system, which would be of particular
interest for the wired community. Another interesting future
work would be in the application of the methods developed
here to an LCM system which includes trellis shaping for
conditioning the transmitted signal, where the EXIT-based
analysis may particularly be applicable. The contributions in
this work should prove timely as the LCM scheme has been
selected for inclusion in the next generation DSL standard.
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