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ABSTRACT In this paper, an area decomposition algorithm is presented that is suitable for multiple vessels
and multiple aircraft participating in maritime searches over a large region. The algorithm can decompose
the entire sea region to be searched (deemed as polygonal area) into nonoverlapping subpolygons (search
subareas) according to the sizes of the areas covered by various search facilities while considering their search
capabilities as well as their corresponding commence search points. The algorithm draws on the concept of a
polygon division algorithm in computational geometry. The main novelty in this study is the optimization of
the classic polygon division algorithm by introducing a ‘‘maximizing-minimum-angle’’ strategy, which can
effectively compensate for the deficiency of the traditional algorithm, as reflected in the area decomposition
result. This improved algorithm can produce rectangle-like subareas, especially for a rectangular search
region, which is commonly used in maritime search operations. For nonrectangular search regions, a right-
angle division can be achieved so that the shapes of the search subareas are more conducive to planning
specific search routes for search facilities. Fast maritime search coverage over a large region can be achieved.
The effectiveness of the algorithm is validated by comparing decomposition results before and after the
improvement.

INDEX TERMS Maritime search, area decomposition, marine safety, search facility, search subarea.

I. INTRODUCTION
Because the speed of aircraft far exceeds the speed of ships,
when an airplane crash occurs on a vast ocean, the sea region
involved in search and rescue operations will be enormous.
In theMalaysia Airlines Flight 370 accident, the approximate
maximum flight radius of the airplane reached 5250 kilo-
meters, and the theoretical search area exceeded 86 million
square kilometers, which was the largest search operation
at sea in history [1]–[4]. Fig.1 shows this theoretical search
region. To make scientific and reasonable search decisions,
we must first accurately identify all available search facili-
ties. Timely, accurate, and comprehensive access to all avail-
able search facility information is the basis for crafting a
search plan. At present, the acquisition technology of marine
search facilities is mature, especially information acquisition
technology for marine search facility dynamics, which has
experienced revolutionary breakthroughs such as long range
identification and tracking (LRIT) and universal shipborne
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automatic identification system (AIS) [5]–[8]. These rich data
types of search and rescue facilities provide basic conditions
for scientific methods for search and rescue. To ensure the
efficiency of a search operation, the search region should
be reasonably divided into subareas when it is large, and all
available search facilities should be assigned to cooperate in
their respective search subareas to achieve complete cover-
age of the region. During a maritime search, polygons are
usually used to describe the search region, and the area of
the polygon region is equal to the size of the search region.
In recent years, several studies have been conducted on how
to carry out collaborative work between mobile robots such
as unmanned aerial vehicles (UAVs) and autonomous under-
water vehicles (AUVs). Many of these studies examined the
question of region division and coverage [9]–[23]. Polygon
division is a classic problem in the field of computational
geometry, and research has been extensive [24]–[29]. Refer-
ences [30]–[35] examined triangulation algorithms for poly-
gons. References [36]–[41] provided useful algorithms for
the rectangular and trapezoidal division of polygons. Refer-
ences [42]–[44] introduced algorithms for dividing polygons
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FIGURE 1. The theoretical search area of Malaysia Airlines Flight 370.

according to a given area size. Reference [42] proposed a
‘‘divide and conquer sweep line algorithm’’ for polygon area
division, which provides an important reference value for
solving the search region decomposition problem. As this
algorithm was originally aimed at the division of a multiple-
robot workspace, its result is not suitable for maritime search
in practice. The main contributions can be summarized as
follows:

(1) Determining the subareas of search facilities when a
search region is large is expressed as a polygon area
decomposition problem, which is solved by computa-
tional geometric algorithms.

(2) The traditional polygon decomposition algorithm is
optimized by introducing a ‘‘maximizing-minimum-
angle’’ strategy that can effectively compensate for the
deficiency of the traditional algorithm, as reflected in
the area decomposition results that are more conducive
to search operations at sea.

(3) The computational complexity of the proposed algo-
rithm is analyzed. The division procedure requires
O (n+ v) = O(m) time, which means this algorithm
can be computed in constant time, so it can meet actual
application needs.

The paper is organized as follows: Section 2 introduces
the search area decomposition problem; Section 3 outlines
the polygon area decomposition algorithm; Section 4 gives
an example of the traditional decomposition algorithm;
Section 5 presents the improvement of the algorithm;
Section 6 concludes the paper and proposes the future focus
of additional work.

II. PROBLEM DESCRIPTION
If the area of the sea region to be searched is very large, and
there is no specific information showing that the possibility
of the target in distress in some positions of the sea region is
greater than other positions, then the position of the target is
generally considered to be uniformly (equal probability) dis-
tributed in this region. Therefore, it is necessary to carry out
complete search coverage, typically using a parallel sweep
search (PS) pattern. Since multiple search facilities are acting

FIGURE 2. Diagram of the search area decomposition problem.

in a simultaneously coordinated fashion, the entire region to
be searched should be divided into several partitions of appro-
priate size and assigned to each search facility. By taking the
size of the area that can be covered by each facility as the
metric for dividing the search region and comprehensively
considering the commence search points (CSPs), the problem
of decomposing the maritime search region can be described
as

(1) Polygon P represents the sea region to be searched, R
represents the area of P;

(2) There are m vessels and n aircraft assigned to carry out
search operations in this region;

(3) The search area allocated to vessel i is Avi , i ∈
{1, . . . ,m}, and the search area allocated to aircraft j is
Aaj , j ∈ {1, . . . ,n}, and satisfies

∑m
i=1 A

v
i +

∑n
j=1 A

a
j =

R;
(4) All the search facilities drive from the initial position

to P at full speed and reach P at each particular point
(called site) Sk , k ∈ {1, . . . ,m+ n} on the edge of the
polygon. This point is commonly known as the CSP;

(5) All search facilities will immediately start search-
ing operations once they reach their respective CSP,
as shown in Fig.2.

Polygon P is decomposed into a set of nonoverlapping
subpolygons P1, · · · ,Pn, each of which has a specified area.
Note that each polygon Pi also has a CSP on its edge; this
kind of polygon area decomposition problem is also known
as anchored area decomposition on sites S1, · · · , Sn.

III. POLYGON AREA DECOMPOSITION ALGORITHM
A. GENERAL DEFINITION AND NOTATION
In this paper, ‘‘polygon’’ refers to its internal area (including
its boundary). The boundary of a polygon will be explicitly
referred to as edges.

Defining the following notations:

• P - the polygon corresponding to the search area;
• CP - the convex polygon (common search region at sea);
• Area (Pi) - the area of a polygon Pi;
• AreaRequired (Si) - the area required for each site Si,
which specifies the desired area of each search facility;

• S (CP) - the list of sites to be assigned to CP, together
with their area requirements;

• |S (CP)| - the quantity of sites for CP;
• V (CP) - the vertices of the polygon CP;
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FIGURE 3. The 6-vertex polygon P is divided into two pieces by sweep
line L(Le,Ls), and the results are CPr

L (a triangle) and CP l
L (a 7-vertex

polygon).

• W (CP) - the sequence of vertices and sites for CP (each
element in the sequence is represented as w1, · · · ,wm).
In this paper, W (CP) is ordered counterclockwise
(CCW).

Let L = (Ls,Le) denote a line segment oriented from one
endpoint Ls to another endpoint Le, which are both on the
edge of CP. Polygon CPrL is the portion of CP to the right
of L; CPlL is the portion of CP to the left of L, and CPlL =
CP− CPrL , as shown in Fig.3.

A polygon P for which |S (CP)| = q is called a q-site
polygon. A polygon P is also called:
• area-complete if AreaRequired (S(P)) = Area(P);
• area-incomplete if AreaRequired (S(P)) > Area(P);
• site-incomplete if AreaRequired (S(P)) < Area(P).
Using the definitions and notations, the anchored area

decomposition problem on sites S1, · · · , Sn can be restated
as follows:

Given an n-site area-complete polygon P divided into a
set of convex pieces CPj, j = 1, · · · , p and site S (P) =
{S1, · · · , Sn on P, construct n 1-site area-complete polygons
P1, · · · ,Pn with S (Pi) = {Si}.

B. CONVEX DIVIDE ALGORITHM
The anchored area decomposition problem can be solved by
an algorithm called ConvexDivide, which uses a divide-and-
conquer sweep-line approach to construct a convex polygon
area partition [42]. A given polygon P is divided into two
subpolygons using one or more sweep lines, and each smaller
subpolygon is recursively divided until the entire partition has
been constructed. Fig.4 shows this algorithm procedure.

C. ALGORITHM COMPLEXITY ANALYSIS
The procedure ConvexDivide takes time linear in the size of
the list W (P). Each vertex and site in W (P) is considered at
most twice in this procedure: once to add it to either PrL or P

l
L

and possibly once to subtract it if the area of PrL is initially too
large. Vertices can be added to or subtracted from polygons in
constant time, and as each vertex is added to PrL , the change
in the area (the area of the triangle added to the polygon) can
be computed in constant time. Thus, in total, this procedure
requires O (n+ v) = O (m) time, where v = |V (CP)| and
m = |W (CP)|. In the worst case, ConvexDivide will partition

FIGURE 4. The procedure for the ConvexDivide algorithm.

a q-site polygon, q > 1 with v vertices, into a 1-site polygon
with 3 vertices and a (q−1)-site polygon with v+1 vertices in
O (q+ v) time. In this case, the next call to ConvexDivide to
partition the (q−1)-site polygonwill also requireO (q+ v) =
O((q− 1)+ (v+1)) time. To compute the complete partition
of a convex n-site polygon P with v vertices, ConvexDivide
will be called exactly (n − 1) times. Thus, in the worst case,
O((n− 1)+(n+v)) time is required to compute the complete
partition into n 1-site polygons [42].

IV. ALGORITHM EXAMPLE
Giving a rectangular sea region (CP) to be searched whose
area is 2000 nmile2, four facilities (two aircraft and two
vessels) are assigned to search within this region. Fig.5(a)

FIGURE 5. Algorithm example.
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FIGURE 5. (continued.) Algorithm example.

FIGURE 5. (continued.) Algorithm example.

shows their initial positions and CSPs (corresponding to sites
S1, S2, S3, S4), which are located onCP’s edges. According to
their different search capabilities, the search areas covered by
these four search facilities are 734, 197, 184, and 885 nmile2.
The decomposition procedure is shown in Fig.5.

V. ALGORITHM IMPROVEMENT
A. ANALYSIS OF DECOMPOSITION RESULT
The ConvexDivide algorithm can divide the entire search
region into search subareas according to each search facil-
ity’s capability (coverage area) and its corresponding CSP.
Fig.6 shows the result of the above example.

To achieve full coverage of each search subarea, search
planners need to further specify the search pattern and
specific routes of these facilities in their respective search
subareas. The abovementioned parallel sweep search (PS)
pattern is normally used when the uncertainty in the
survivor’s location is large, requiring a large region to be
searched with uniform coverage. It is most effective when
used over water or reasonably flat terrain. A parallel sweep
search pattern usually covers a rectangular area. It is almost
always used when a large search region must be divided
into subareas for assignment to individual search facilities
that will be on-scene at the same time. The parallel sweep
search pattern generally requires the subareas to be rectan-
gular. However, Fig.6 shows that the decomposition result of
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FIGURE 6. Decomposition result of example.

FIGURE 7. The parallel sweep search within the search subarea.

the ConvexDivide algorithm does not fulfill this requirement,
which is not conducive to the implementation of a parallel
sweep search.

For a rectangular subarea, the specific search route is easier
to plan. Bymaking the search leg parallel to the longer edge of
the rectangle, the number of turns of search facilities can be
reduced, thereby increasing the search efficiency, as shown
in Fig.7. For a nonrectangular subarea, the search facility
can reach the minimum turns only when the search legs are
parallel to a specific edge of the polygon. Since the direction
of search legs cannot be judged intuitively relative to the rect-
angular area, it is necessary to calculate the number of turns
parallel to each edge separately and finally choose the search
leg direction to generate the minimum number of turns. The
irregular subarea not only increases the OSC (on-scene coor-
dinator, a person designated to coordinate search and rescue
operations within a specific area) difficulty in specifying each
search facility’s search route but is also not good for carrying

FIGURE 8. The same side interior angles are generated by L.

out search operations. Therefore, improving the ConvexDi-
vide algorithm to generate rectangular search subareas as
much as possible is a valuable goal.

B. WAYS TO IMPROVE ALGORITHM
The ConvexDivide algorithm uses a sweep line as a dividing
tool to decompose a convex polygon into two smaller sub-
polygons. The shape of each subpolygon fully depends on
the position of the sweep line. Therefore, we can optimize
the shapes of the subpolygons by adding a strategy to control
the position of the sweep line. Fig.8 shows a rectangular
region to be divided since the two endpoints of the sweep
line L = (Ls,Le) are located on the edge of the polygon, and
two interior angles are generated within the same adjacent
edge. The interior angle with the start point Ls is denoted as
α, and the other angle on the same side with the end point
Le is denoted as β. To make the shape of subareas generated
by the sweep line rectangular, the condition α = β = 90◦

is required, that is, the two interior angles on the same side
are both right angles. For convenience, this paper refers to
the sweep line that satisfies the above condition as a ‘‘right-
angle sweep line’’, and the division is called a ‘‘right-angle
division’’. Next, we discuss how to generate a ‘‘right-angle
sweep line’’ by improving the original algorithm by adding a
control strategy.

The sizes of interior angles α and β are determined by the
position of sweep line L, which is further determined by the
position of its start point Ls and end point Le. Therefore, the
interior angles α and β can be altered by moving the positions
of Ls and Le. When moving Ls and Le, the size of α and β is
changed as follows:

When the number of edges of the polygon CPrL is
unchanged, if we fix Ls and move Le CCW, angle β will
decrease and angle α will increase, as shown in Fig.9(a); if
we fix Ls and move Le CW, angle β will increase and angle α
will decrease, as shown in Fig.9(b); if we fix Le and move
Ls CCW, angle β will decrease and angle α will increase,
as shown in Fig.9(c); if we fix Le and move Ls CW, angle β
will increase and angle α will decrease, as shown in Fig.9(d).
This rule can be proven by the sum of the interior angles of
the polygon formula.

1) SUM OF THE INTERIOR ANGLES OF THE POLYGON
FORMULA
If a convex polygon has n sides, then the sum of its interior
angle is given by the formula S = (n− 2)180◦.
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FIGURE 9. The alteration in interior angles and area of CPr
L.

FIGURE 10. The movable range of Ls and Le.

FIGURE 11. The variation of interior angles α and β when the sweep line
performs ‘‘CCW equal-area movement’’.

The above formula shows that if the sides of a convex
polygon are fixed, then the sum of its interior angles is
a constant value. Therefore, considering any two adjacent
interior angles, when one of them increases (or decreases),
the other one has to decrease (or increase). When Ls and Le
are moving, the area of CPrL changes as follows:
If we keep Le still and move Ls CCW, then Area(CPrL) will

decrease; if we move Ls CW, then Area(CPrL) will increase;
If we keep Ls still and move Le CCW, then Area(CPrL) will

increase; if we move Ls CW, then Area(CPrL) will decrease,
as shown in Fig 9(e).

FIGURE 12. The flowchart of the improved ConvexDivide algorithm.

TABLE 1. The interior angles of CPr
L while sweep line L performs

‘‘equal-area movement’’.

Through the above analysis, the following conclusion can
be drawn.

2) CONCLUSION
To change the sizes of the two interior angles of CPrL while
keeping Area(CPrL) unchanged, both Ls and Le must be
moved simultaneously in the same direction (CW or CCW).

For convenience, the movement of the sweep line under the
condition of keeping Area(CPrL) unchanged is called ‘‘equal-
area movement’’. If Ls and Le move in the clockwise direc-
tion, then it is called ‘‘CW equal-area movement’’; if Ls and
Le move in the counterclockwise direction, then it is called
‘‘CCW equal-area movement’’. In the case of ‘‘equal-area
movement’’, let us further consider the rule of alteration in
α and β if the number of polygon edges changes.
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FIGURE 13. Improved ConvexDivide algorithm example. FIGURE 13. (Continued.) Improved ConvexDivide algorithm example.
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FIGURE 14. Decomposition results contrasted before and after improving
the ConvexDivide algorithm.

FIGURE 15. The arbitrary search area with an isle inside.

It should be noted that the movable ranges of Ls and Le
are limited by the position of sites. The movable range of
Ls is denoted as

↔

Ls, and the movable range of Le is denoted
as
↔

Le. Therefore, the movable range of sweep line L can be
determined by

↔

Ls and
↔

Le.
↔

Ls and
↔

Le can be obtained by the
following two steps:
Step 1: Starting from Ls, move along the edge ofCP to find

the nearest site in the CCW direction and record it as SccwLs ;
then find the nearest site in the CW direction and record it
as ScwLs . The ‘‘movable range of Ls’’ is the edge between SccwLs
and ScwLs ;
Step 2: Starting from Le, move along the edge ofCP to find

the nearest site in the CCW direction and record it as SccwLe ;
then find the nearest site in the CW direction and record it
as ScwLe . The ‘‘movable range of Le’’ is the edge between SccwLe
and ScwLe , as shown in Fig.10.
The number of edges may change when sweep line L

moves within its movable range. The alteration of the num-
ber of edges can further affect the interior angles α and β,
as shown in Fig.11.

Fig.11 shows that the shape of the polygon CPrL has
changed from triangular to quadrangular when the sweep line
L moves in the CCW direction. Table 1 presents the corre-
sponding angle values of α and β in six positions (Fig.11(a)-
(f)), while the sweep line L performs ‘‘CCW equal-area
movement’’.

In position Fig.11(a), CPrL is a triangle, and its interior
angles are α, β, and θ1 in ascending order (α = 38◦ is the

minimum interior angle). If L moves in the CCW direction,
the size of angle α gradually increases, and the size of angle
β gradually decreases. When L is in the position shown
in Fig.11(b), the ascending order of these interior angles is
α, β, θ1 (α, β indicates that α and β are equal in size). At this
point, both α and β are minimum interior angles. If L keeps
moving in the CCW direction, α is no longer the minimum
interior angle; β instead of α becomes the minimum angle
until L is in the position shown in Fig.11(c). If L moves
in the CCW direction, CPrL will change from a triangle to
a quadrangle, and angle α will become the minimum angle
again, as shown in Fig.11(d) (α = 65◦). Next, L moves in
the CCW direction, and the size of α continues to increase.
When L is in position shown in Fig.11 (e), the four interior
angles (α = β = θ1 = θ2 = 90◦) are all the minimum
interior angles. Next, L moves in the CCW direction, the size
of α gradually increases, and the size of angle β gradually
decreases. Angle α is no longer the minimum interior angle,
and β replaces α again to become the minimum interior angle
until L is in the position shown in Fig.11(f) (β = 58◦).
From the above analysis, it can be seen that the minimum

interior angle of CPrL changes when the sweep line L per-
forms ‘‘equal-area movement’’. A special position for L can
be found at which the minimum interior angle ofCPrL reaches
its maximum value (see Fig. 11(e)). The four interior angles
(α, β, θ1, θ2) of CPrL are all the minimum interior angles
and are all right angles when sweeping lineL at this position.
This means that the ‘‘right-angle division’’ of the polygon
is achieved. This method of making the minimum interior
angle ofCPrL reach its maximum value when the sweep line L
makes an ‘‘equal-areamovement’’ is called the ‘‘maximizing-
minimum-angle’’ strategy. That is, if α1, α2, · · · , αn are the
interior angles of CPrL , we make the sweep line perform
‘‘equal-area movement’’ until it reaches a position that sat-
isfies the following condition:

Min αi→ Max, i ∈ 1, · · · , n.

By importing the ‘‘maximizing-minimum-angle’’ strategy
into the original ConvexDivide algorithm, the decomposition
result can be optimized to form a ‘‘right-angle sweep’’ line as
much as possible, which is beneficial when planning search
routes. Fig.12 shows the improved ConvexDivide algorithm
procedure.

It can be seen in Fig.12 that adding the ‘‘equal-area move-
ment’’ step does not increase the complexity of the original
algorithm.

C. EXAMPLE OF APPLIED IMPROVED ALGORITHM
Fig.13 shows the improved algorithm compared to the previ-
ous example.

D. COMPARISON BETWEEN ORIGINAL ALGORITHM AND
IMPROVED ALGORITHM
Fig.14 shows the results of the original algorithm and the
improved algorithm. The original algorithm can divide the

VOLUME 8, 2020 205795



S. Xing et al.: Area Decomposition Algorithm for Large Region Maritime Search

rectangular search area (2000 nmile2) into four search sub-
areas based on the sizes of the area covered by four search
facilities (two aircraft and two vessels), namely, search sub-
area P1 (734 nmile2), search subarea P2 (197 nmile2), search
subarea P3 (184 nmile2) and search subarea P4 (885 nmile2).
The shape of P1 is a triangle, and the shapes of P2, P3,
and P4 are all irregular quadrangle (see Fig.14(a)). Such a
decomposition result is not conducive to planning specific
search routes (e.g., parallel sweep search patterns) for search
facilities. Therefore, this is not suitable for a large region
maritime search. However, the improved algorithm can obtain
four rectangular search subareas, namely, P′1, P

′

2, P
′

3, and
P′4, while keeping these CSPs unchanged, and the partition
area is the same as the original partition area (see Fig.14(b)).
Rectangular subareas are very helpful for planning parallel
sweep search routes as they can improve the efficiency of
large-scale search coverage (see Fig.14(c)).

After improvement, the ‘‘right-angle division’’ of the orig-
inal area is realized, which is more suitable for planning a
search route for each facility within its search subarea.

VI. CONCLUSION AND FUTURE WORK
After maritime distress occurs, it is of great significance to
save lives and reduce property losses by immediately carry-
ing out efficient search operations to find the target in dis-
tress early and then implement effective rescue procedures.
Maritime search operations are carried out within a specific
geographic region, which is the search area most likely to
contain targets in distress as determined by the joint rescue
coordinator center (JRCC). To ensure the efficiency of the
search, when the search region is large and the probability
distribution of the target position in this region is evenly
distributed, it should be reasonably decomposed into search
subareas. Then, the subareas should be assigned to each
search facility to coordinate operations and quickly achieve
complete coverage of the entire region.

The area decomposition algorithm for a large region mar-
itime search proposed in this paper implements a scientific
search task allocation method (determining the search sub-
areas for the search facilities) under the condition that the
search region is large and its shape is a regular polygon,
particularly a rectangular region. When the search region is
determined by the line datum or area datum, the shape may be
an arbitrary polygon, especially when the search area contains
an isle, and there will exist a ‘‘hole’’ inside the polygon,
as shown in Fig.15. In future work, to achieve efficient search
coverage of such irregular regions (corresponding to com-
plex polygons), nonconvex or nonsimple connected polygon
decomposition algorithms will be investigated to increase the
efficiency of search coverage.
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