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ABSTRACT This paper proposes a method for visibility detection based on the recognition of the preceding
vehicle’s taillight signals using in-vehicle camera and millimeter-wave (mm-W) radar. First, we design two
methods of vehicle identification. One is to use Haar-like features and an AdaBoost algorithm to train the
vehicle classifier, which is mainly used to identify vehicles without turning on the taillights. The other is to
identify vehicles with taillights on by means of taillight segmentation. The two identification methods are
combined with a Discriminative Scale Space Tracker (DSST) to track the vehicle in the image acquired by
vehicle camera and to measure anthropic visibility with mm-W radar. In addition, we drove a test vehicle
on a foggy highway and collected experimental data through in-vehicle camera and mm-W radar. The
experimenter observed the movement of the vehicle in front until it disappeared from the field of vision
and recorded the distance of the vehicle in front measured by radar at that time as human visibility, which
was also used as the ground truth to verify the accuracy of the proposed visibility detection method. The
experimental results show that the visibility measured by the proposed algorithm is essentially consistent
with the visibility obtained by human eyes, that is, the visibility of vehicles with no taillights, clearance
lamp, emergency flasher, or fog lamp tends to rise, with an average accuracy of 88%, 91%, 90%, and 95%,
respectively. In contrast to the traditional visibility measurement, this methodmainlymeasures themaximum
distance that the driver can observe when the front vehicle is not turned on or different taillights are turned
on.

INDEX TERMS Visibility detection, sensor fusion, foggy highway, adaboost algorithm, target tracking,
taillight signals.

I. INTRODUCTION
Visibility is the maximum horizontal distance a person with
normal vision can see a target clearly from the background
in current weather conditions. The study of visibility detec-
tion in foggy conditions has received considerable critical
attention. Existing visibility detection methods on foggy days
mainly include visual measurement and instrument measure-
ment. Among them, the former has high requirements for sur-
veyors and is difficult to popularize, and its accuracy cannot
be guaranteed. The instrument measuring method is mainly
used to monitor the atmospheric visibility with transmission
or scatteringmeasuring instruments, but both have limitations
in different application fields, so they cannot be popularized.
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Moreover, due to the problems of high cost, short service life
and high maintenance costs, it is difficult to apply the method
to highway systems. Foggy days can accompany mass fog,
which is a kind of fog with lower visibility that appears in a
local range of tens of meters to hundreds of meters in heavy
fog. The line of sight outside it is good, but inside it is hazy.
Mass fog is highly regional and difficult to predict, especially
on highways. It can cause sudden changes in visibility, which
is extremely harmful to highway traffic safety and can easily
lead to major traffic accidents, which also leads to higher
requirements for real-time visibility measurement. With the
popularization of vehicle-mounted sensors and the develop-
ment of video image processing technology as well as the
continuous improvement of video surveillance systems along
highways, researchers have gradually shifted their research
emphasis to video visibility detection methods. At present,
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visibility research based on image processing focuses on
daytime visibility detection. MIT [1] proposed a visibility
calculation method based on logo images, which compared
and analyzed the images of the detection scene with the
meteorological images of the predicted visibility to obtain
the relative visibility. This method does not require auxiliary
facilities such as flags to be set up, but using the camera is
difficult, and it is easily affected by the occlusion of moving
objects in the scene.

The popularization of vehicle-mounted radar provides
more ideas for visibility measurement. Mori et al. [2]
obtained the distance and azimuth of the car in front through
the vehicle-mounted mm-W radar, used the azimuth to deter-
mine and intercept the vehicle position in the image obtained
from the camera, and obtained the visibility by analyzing the
power spectrum of the pixels of the vehicle. However, this
method is susceptible to interference from vehicle taillights.
Gabb [3] makes use of the fact that mm-W radar is not easily
disturbed by adverse weather conditions and combines with
the identification and tracking of vehicles in front of the
camera to measure the visibility of the road. However, due
to the lack of ground truth visibility range, the accuracy of
the method must be further verified.

Machine learning and big data provide new ideas for
visibility estimation. At this stage, image-based visibility
estimation is based on the classic Koschmieder model [4].
By extracting image features and training, the required
parameters of the model are obtained to realize visibility
prediction.

Zhang et al. [5] focus on the visibility changes caused by
factory emissions, and use the regression method of XGBoost
and LightGBM fusion to train the features in the satellite
image to predict the future visibility range, but it is difficult
to obtain large numbers of high-precision satellite images.
Kim [6] compare the visibility recognition method based on
satellite image with the visibility based on human eye obser-
vation and optical measurement, and find that the method is
similar to the concept of visual distance and the visibility
error is about 15% without the influence of precipitation and
other weather, but there are unavoidable operating errors.
Based on the in-vehicle camera method, Hautiere et al. [7]
take the lead in studying the driving assistance system that can
measure visibility using the atmospheric scattering principle
and V-parallax algorithm, combined with the original local
comparison algorithm and improved parallax. He also pro-
poses collecting a large number of scene images as samples
for machine learning, studying the physical characteristics
of scenes, and addressing the visibility by means of non-
linear data regression. Guo et al. [8] select the region of
interest(ROI) in the image to obtain the extinction coeffi-
cient required by Koschmieder’s law to calculate visibility.
Through comparison and quantitative analysis, it is concluded
that the method has better measurement accuracy and faster
computing speed, and it is easily affected by local changes
of fog density. In addition, the effectiveness of the classic
Koschmieder’s formula is verified for the first time through

a large number of road traffic surveillance video sets [9].
The method also provides the required extinction coeffi-
cient for Koschmieder’s formula to measure visibility by
fitting a piecework function of observed brightness curve.
On the basis of the same video, Cheng et al. [10] propose
another visibility measurement method. This method uses
spectrum features to filter out images with visibility less than
300 meters. Then, based on the relationship between total
bounded variation and visibility, machine learning is used
to establish a Piecewise stationary Time Series equation to
estimate visibility. Both methods achieve an error rate of less
than 10%, but the effect of headlights on visibility estimation
is not taken into account.

Image defogging algorithm proposed by He et al. [11]
provides a new idea for visibility estimation in foggy days.
By analyzing a large number of fog-free images, it is found
that in most outdoor fog-free images (excluding the sky),
there are always some (at least one) pixels, and the intensity
value of one or several color channels of them is very low and
close to zero, which is the dark channel prior (DCP) theory.
Li et al. [12], [13] propose Inflection point estimation (IPE)
based on DCP and Transmission Refining (TR) models and
apply them respectively to detect the Inflection Point and
refine the transmission Map. The position of the inflection
point, which changes along the vertical direction, is necessary
to calculate visibility through Koschmieder model. However,
it is not suitable for the image of large amount of vegetation
on the road side. Ye et al. [14] extend the application of
DCP and propose a real-time highway visibility measurement
scheme, but this method needs to eliminate the interference
of vehicles, road signs and other non-road objects on the
road that lead to abrupt changes in environmental visibility.
Qin et al. [15] proposed a method for estimating traffic
visibility at night. This method combines DCP and image
brightness contrast to analyze images and uses Laser Atmo-
spheric Transmission Theory to estimate visibility, which has
the effect of reducing estimation errors, but limited to a large
and pure black target. Yang et al. [16] use improved DCP
combined with weighted image entropy (WIE) to analyze
foggy images, and train the results to obtain a visibility indi-
cator through support vector machine (SVM). Because this
method only classifies the visibility, the estimation accuracy
and running speed are improved.

The improvement of computer performance once again
highlights the advantages of neural network, especially in
the field of image processing. Neural network models used
to be discouraged by the huge amount of calculation. Now,
it has been tried in image-based visibility estimation. Kwon
[17] propose a detection method based on infrared video
visibility. By extracting image edges of different visibility,
a neural network algorithm is used to classify and convert
them into corresponding visibility levels. Infrared camera has
low noise, but its price is high, so it is difficult to lay densely
along the road. After filtering out the low-level features in
the image, Palvanov and Cho [18] use the VisNet model,
which is composed of three-stream parallel convolutional
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FIGURE 1. Flow chart of anthropomorphic visibility measurement.

neural network, to estimate the visibility of different scenes.
Through comparison, it is found that the accuracy of this
method has an advantage over the existing neural network
model. Chaabani et al. [19] measure the visibility of the
images acquired by the camera based on a neural network
with a hybrid global feature descriptor. This method can
be applied to both the roadside and the on-board with an
accuracy rate of 90.2%. You et al. [20] propose a relative
CNN-RNN model to simulate the visual perception visibility
of human eyes, in which CNN structure is used to learn the
overall visibility of the whole picture, and RNN is used to
simulate the visual attention transfer from coarse to fine of
human eyes. The error rate of this method is maintained at
19% without a large amount of training data, which is better
than the existing image processing technology. In a word, the
contradiction between precision and training amount of deep
learning has always existed.

This paper introduces a method of visibility detection
based on mm-W radar and camera fusion. The method flow
chart is shown in Fig.1. The aim is to ensure that the visibility
measured by the proposed method is consistent with the
maximum distance a driver can detect in front of a vehicle in a
driving situation. First, we use Haar-AdaBoosting combined
with vehicle taillight segmentation to anthropomorphize the
image obtained by the camera and use the DSST to track
the identified vehicles. After that, the mm-W radar is used
to measure the distance between the identified vehicles in
real time. Under the condition that the target recognition
algorithm is consistent with the human visual characteristics,
the distance measured by the radar at the time at which the
target vehicle disappears is recorded as the visibility.

The main contribution of this paper lies in that compared
with traditional visibility estimation method for natural envi-
ronment, we focus on the visibility of vehicles in front of
ego vehicle from the driver’s perspective, which takes into
account the visibility difference caused by the vehicle in front
when the vehicle is not turned on or different taillights are
turned on. This is a new visibility estimation method for

traffic safety. After the visibility measurement is completed,
each vehicle traveling in the road network will transmit the
measured visibility to other vehicles in the same road network
by using the intelligent connected environment in the future,
so as to achievemore targeted visibility prediction.Moreover,
visibility measurement only by identifying the vehicle in
front eliminates the interference brought by other information
in the image, improves the accuracy of measurement and
reduces the requirement of computing capability. In addition,
compared with the common use of public data sets or virtual
images as experimental verification data in previous studies,
this paper collects foggy images by experimental vehicles
and makes real-time observation by vehicle-mounted radar
combined with human eye observation, providing reliable
real visibility values for the experiment.

The rest of the paper is organized as follows: in Section 2,
the vehicle identification algorithm is presented. In Section 3,
we describe how to track the identified vehicle. We also intro-
duce the design of the experiment and present the obtained
data in Section 4. Section 5 evaluates the results and compares
the data to the ground truth information. Section 6 concludes
the paper.

II. VEHICLE IDENTIFICATION
A. IDENTIFICATION OF VEHICLE WITH TAILLIGHTS OFF
Although most vehicles turn on their taillights in foggy day,
there are still vehicles that do not. Therefore, in order to
ensure that the visibility measurement method in this paper
is effective for all vehicles, it is necessary to identify vehicles
whose taillights are off. Among the many vehicle recognition
algorithms, we choose the recognition method based on fea-
ture data learning. This is because this method has the char-
acteristics of small sample demand and high identification
accuracy, which is especially suitable for the identification
of vehicles in front only under the expressway scene in this
paper. At present, there are many target recognition methods
based on feature data learning, among which there are three
main target image features: Histogram of Oriented Gradient
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FIGURE 2. Haar-like features.

(HOG) [21], Local Binary Pattern (LBP) [22] and haar-like.
Among them, haar-like features are more suitable for this
particular scene in terms of both computing speed and rep-
resentational capability, so we rely on Haar-like features to
train a cascade classifier to identify them in this case. It should
be emphasized that the vehicle detector based on Haar-like
features trained in this section is mainly for the detection of
vehicles with taillights off, but it still has a certain ability to
identify vehicles with taillights on.

1) HAAR-LIKE FEATURES
A Haar-like feature, first proposed by Viola and Jones [23],
was first applied to face representation. This is a feature that
uses black and white rectangles to divide image pixels into
modules to calculate the difference to reflect the grayscale
changes of the image. The main reason for choosing the
feature(modules) of the image rather than choosing the pixel
to recognize the target lies in that features can be used as
coding for specific domain knowledge, which is difficult to
learn using a limited amount of training data. Haar features
are divided into three categories: edge features, linear fea-
tures and diagonal features, which are combined into feature
templates, as shown in Fig.2. There are white and black
rectangles in the feature template, and the feature value of the
template is defined as the sum of white rectangle pixels and
minus black rectangle pixels. TheHaar eigenvalue reflects the
gray level changes of the image. Lienhart et al. [24] Extended
the initial Haar features by a set of 45◦ rotated features, which
add additional domain knowledge to the learning framework
and which is otherwise difficult to learn. These novel features
can be computed rapidly at all scales in constant time.

2) ADABOOST ALGORITHM
After completing the calculation of image features, the next
step needs to classify the obtained feature values. In this
paper, adaboost algorithm proposed by Freund and Schapire
in 1995 [25] is used to train the classifier of small feature sets.

They proved that the error of the classifier trained by this
method approaches zero exponentially with the increase of
rounds. More importantly, the classifier can achieve large
margins quickly and acquire strong generalization perfor-
mance accordingly. The trained classifier is a strong classifier
composed of a series of weak classifiers, which mainly per-
forms tomatch and associate the weight type with the classifi-
cation function. For example, the larger weight is associated
with a better classification effect, and vice versa. The main
form of the AdaBoost algorithm is to use a weighted majority
votingmethod to aggregate a large number of weak classifica-
tion functions. There aremany kinds of AdaBoost algorithms,
such as discrete AdaBoost (DAB) and real AdaBoost (RAB)
[7], and Gentle AdaBoost (GAB) has been proved to be supe-
rior to other AdaBoost algorithms in experiments, because
GAB has lower computational complexity and requires fewer
characteristics to achieve the same performance under the
same conditions. Therefore, in this paper, we choose GAB
combined with Haar-like features to identify vehicles.

We define N given training data (x1,y1),(x2,y2),. . . ,(xn,yn)
with x ∈ <k and yi ∈ {−1, 1}. In our case, the input
K-component vector xi is one Haar-like feature. yi = 1
indicates that the input pattern contains a complete instance
of the object class of interest. Each component encodes a
feature relevant for the learning task at hand. The desired
two-class output is encoded as −1 and +1. In the case of
object detection, the input component is one Haar-like feature
yi = 1. An output of +1 and −1 indicates whether the input
pattern does contain a complete instance of the object class
of interest. The principle of classifier is described below:

(a) let f1,f2,. . . ,fT represent a series of weak classifiers, and
the strong classifier can be expressed as

F(x) = E[y | x] =
T∑
t=1

ft (x). (1)

where E stands for mathematical expectation.
(b) Given the current estimate F, the estimate error is

obtained

J (F + f ) = E
[
e−y(F(x)+f (x))

]
. (2)

(c) Use adaptive Newton iteration to optimize the function
J(F+f).

F(x) ← F(x)+
E
[
e−yF(x)y

]
E
[
e−yF(x)

]
= F(x)+ Eω[y|x]. (3)

where Eω[y|x] is the probability distribution with weight.
(d) Update the weight through (4).

ω← ω · e−yf (x). (4)

(e) After completing each stage of learning, the weak
classifier f(x) can be expressed as

f (x) = Eω[y|x] =
E
[
e−yF(x)y

]
E
[
e−yF(x)

] . (5)
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(f) In order to optimize f(x), it is necessary to make the
second derivative of J(F+f) and f(x) zero at the same time,
and then minimize f(x) point by point to obtain the final weak
classifier.

f̂ (x) = argmin
f
Eω
[
(y− f (x))2|x

]
. (6)

Accordingly, strong classifier F(x) can be obtained by
combining (1).

3) CASCADE OF CLASSIFIERS
According to Haar-like features, we conduct rough vehicle
detection in a cascade manner. The overall form of this stage
is a degenerate tree that integrates the various stages of the
classifier trained by AdaBoost algorithm. Cascade classifiers
are characterized by higher detection performance and lower
calculation cost. In our paper, the goal of the classifier at each
stage is to detect almost all vehicles while eliminating non-
vehicles. A large number of negative samples is eliminated
without complex processing by the initial classifier. Positive
samples from the initial classifier go into subsequent classi-
fiers to eliminate the remaining negative samples in the same
way.

4) DATA TRAINING
Since the cascades classifier training program is integrated
into OpenCV, we will only introduce how to use OpenCV
(version 3.4.0) to train the classifier we need to identify
the vehicle. First, we collected the required vehicle and
non-vehicle samples in foggy environments with a sample
size of 20× 20. The samples are mainly from the videos we
collected during the driving experiment on the expressway,
and the experimental details can be referred to the experimen-
tal section. In this paper, the rear and sides of the vehicle are
selected as positive samples, while highways or areas with
no vehicles in the approximate scene are used as negative
samples. In order to improve the robustness of the trained
classifier, we additionally added some undetected vehicle
samples and some non-vehicle samples from the public data
set as supplements. Considering the impact of the number of
positive and negative samples on the training performance,
the number of positive and negative samples collected is
2580 and 8433 respectively.

The next step is to use opencv_createsamples.exe to
generate description files in vec format from the collected
positive and negative samples. In addition, negative samples
need to have a txt file describing the size and path of the
image.

Finally, we take the generated vec file, txt file and a
series of preset parameters (picture size, number of samples,
maximum number of training stages(numstages), etc.) as
input, call opencv_traincascade.exe to complete the training
of cascade classifier.

During the training, when falsealarm is less than the
preset maxfalsealarm, each stage of training is completed.
Further, when the number of training stages reaches num-
stages (set as 20 in this paper) or the falsealarmrate
reaches maxfalsealarmnumstages, the training is completed.

FIGURE 3. Vehicle identification results.

Among them, falsealarm is the ratio of the number of falsely
detected samples in negative samples, and falsealarmrate
is the accumulation of false alarms in each stage. Finally,
the cascade classifier is trained to 14 stages to complete
the training, whose minimum detection rate of each stage
classifier was 99.75%, and highest false detection rate was
50%. Some of the detection results are shown in Fig.3.

B. IDENTIFICATION OF VEHICLE WITH TAILLIGHTS ON
1) TAILLIGHT SEGMENTATION
In foggy conditions, the driver can observe a vehicle with
the lights on at a greater distance than a vehicle without
the lights on. In order to ensure that the recognition method
is consistent with human vision characteristics, the taillight
segmentation method is considered here to supplement the
aforementioned vehicle recognitionmethod. After comparing
several existing taillight segmentation algorithms, we chose
a Corona segmentation algorithm proposed by Alpar [26],
which has the advantages of being able to accurately segment
vehicle taillights under low visibility and not being disturbed
by noise. The specific implementation steps are as follows:

The first step is to convert RGB images to grayscale
images, including the 345,600 pixels pij, which preserves the
necessary gradient features while reducing the computational
complexity.

Gi,j(i ∈ [1 : 720], j ∈ [1 : 480]). (7)

The second is to extract the red channel in RGB images
and generate images with only red pixels, because taillights
are mainly red.

Ri,j(i ∈ [1 : 720], j ∈ [1 : 480]). (8)

The red pixels of Gi,j vary in gradient from 0 to 255, but
they are all 255 on Ri,j. So, if you subtract the gray level in the
red channel, you can see pixels that are not absolutely white
(pij <255) and absolutely black (pij = 0).

Si,j(i ∈ [1 : 720], j ∈ [1 : 480]) = Ri,j − Gi,j. (9)
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FIGURE 4. Example of the taillight segmentation algorithm steps and
results. (a) Original image. (b) Grey image. (c) Red channel of original
image. (d) Subtraction of grey image from red channel. (e) Pixels turned
to white over threshold.

Since the gray-scale image of the taillight also contains
noise, it is necessary to threshold the image Si,j. Through
the analysis of the image, it is determined that the threshold
be set to 45. When the pixel is greater than the threshold, it
becomes 255, and when the pixel is lower than the threshold,
it becomes 0.
Ii,j(i ∈ [1 : 720], j ∈ [1 : 480])

= Si,j(pi,j = 255), if pi,j > 45)|720i=1

∣∣∣480
j=1
. (10)

where pi,j is a pixel on ith column and jth row and |720i=1

∣∣480
j=1

represents the nested loop. In other words, loop through I and
J twice, and if the pixel value is greater than 45, round it to
255. An example of the algorithm steps and results is shown
in Fig.4.

2) TAILLIGHT MATCHING
After the vehicle taillight is extracted, because there may be
multiple vehicles in the image, a certain method must be
adopted to associate the left and right taillights belonging
to the same vehicle. At the same time, taillight matching is
helpful to eliminate the interference of residual noise in the
vehicle taillight area, so as to detect vehicle position more
accurately. By comparing a large number of vehicle samples,
it is found that the width and height of vehicle taillights are
within a certain range, and the space and position of two
taillights have certain rules. According to these geometric
rules, the following restrictions are set to match the extracted
taillight area of the vehicle to determine whether the two
taillights belong to the same vehicle.

1) The size difference between the two areas to be deter-
mined is within a certain range:

0 < S1 < i, 0 < S2 < j

|S1 − S2| < K ×min(S1, S2). (11)

2) The vertical distance between the center of two areas to
be determined is within a certain range:

|yc1 − yc2| < G×min(yc1, yc2). (12)

3) The horizontal distance between the center of two areas
is within a certain range:
M ×min (xc1, xc2) < |xc1 − xc2| < N ×min (xc1, xc2) .

(13)

FIGURE 5. The final effect of identifying the vehicle through taillight
segmentation.

In formula (5-7), S1,S2 are the area of two taillights to
be paired in pixels; xc1,xc2,yc1,yc2 are the distance of pixels
in the x- and y-axis at the center of the area; i and j are the
maximum area; K is the area proportional coefficient; and G,
M, and N are the proportional coefficients of distance. The
coefficients in the formula need to be set according to prior
knowledge in practice. The prior values used in this paper are
i = 1000, j = 1000, K = 2, G = 0.35, M = 1, and N = 7.
The final effect of identifying the vehicle through taillight
segmentation is shown in Fig.5.

III. VEHICLE TRACKING
A. EXHAUSTIVE SCALE SPACE TRACKING
Target tracking algorithms can be roughly divided into two
types: generative and discriminant. The main idea of gen-
erative algorithm is to model the target, and use the model
to match with the search area of the next frame of image.
The highest matching degree is target area. Common mod-
els are the Markov Model (MM) and the Gaussian Mixed
Model (GMM). However, the simple idea of model building
does not distinguish between target and background infor-
mation, so the accuracy of the model is greatly affected by
background clutter. Moreover, such algorithms are generally
not as fast as discriminant algorithms. The main idea of
the discriminant algorithm is to solve the target tracking
problem as a classification problem [27]. By constructing
affine transformation, cyclic displacement, window trans-
lation, and so on [28]–[32], the target negative sample is
constructed, and then the classifier (tracker) is obtained by
learning the positive and negative samples. The learning strat-
egy of the classifier determines the stability of the tracker.
Since the classification problem can be solved by machine
learning, the discrimination-based tracking algorithm is gen-
erally more accurate than the generative method. Classical
discriminant methodMinimumOutput Sum of Squared Error
(MOSSE) was proposed by Bolme et al. [32]. Because of
the idea of the proposed correlation operation, the learn-
ing process of classifiers could be quickly realized in the
Fourier domain, thus achieving an operation speed of more
than 300 frames. Later, Henriques et al. [28] proposed Ker-
nel Correlation Filter (KCF) on the basis of MOSSE, and
used cyclic matrix to replace the radiation transformation of
MOSSE to achieve intensive sampling of training samples.
The target feature also changes from single-channel grayscale
feature to multi-channel HOG feature, which enables the
tracker to have more stable tracking performance in complex
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environments while maintaining the computational speed of
over 100 frames. Therefore, the DSST is considered here for
vehicle tracking. It is an improvement based on the classical
discriminant methods MOSSE and KCF, which mainly intro-
duce themulti-feature fusionmechanism and scale estimation
[33] and its superior performance meets the requirements of
accuracy and real-time performance. The DSST is mainly
realized through the following steps. First, the HOG fea-
ture is used to translate the filter and connect it with the
usual image intensity feature. Then, one-dimensional (1D),
two-dimensional (2D), and three-dimensional (3D) filters
are used to estimate the scale, translation, and exhaustive
scale-space localization of the target, respectively.

We represent a signal (e.g., an image) in a D-dimensional
feature map and extract the rectangular patch of a target from
the feature map and set it as f. We denote the feature dimen-
sion number l∈{1,. . . ,d} of f by J. An optimal correlation
filter h is found by minimizing the cost function (8). The
optimal filter exists on the per feature dimension hl.

ε =

∥∥∥∥∥
d∑
l=1

hl ∗ f l − g

∥∥∥∥∥
2

+ λ

d∑
l=1

∥∥∥hl∥∥∥2. (14)

where g refers to the expected correlation output associated
with the training example f. The parameter λ ≥ 0 is used to
limit the regularization term. Equation (8) can be solved by
the following formula:

H l
=

ḠF l

d∑
k=1

F̄kFk + λ

. (15)

The spectrum of f is limited by regularization, as a result of
which some unimportant or negligible features are reduced to
0 to reduce the complexity of the model and effectively avoid
overfitting [32]. An optimal filter can be obtained by mini-
mizing the output error over all training patches [34], [35].
However, this requires a complicated calculation process of
d× d linear system per pixel. To solve this problem, a robust
approximation of the update method of the numerator Alt and
denominator Bt of the correlation filter H l

t was designed in
equation (9).

Alt = (1− η)Alt−1 + ηḠtF
l
t . (16)

Bt = (1− η)Bt−1 + η
d∑
k=1

Fkt F
k
t . (17)

where η is a learning rate parameter. The new target state is
obtained by maximizing the score y. The correlation score y
of the featuremap at the rectangular region z is thus calculated
using equation (12).

y = F−1


d∑
l=1

AlZ l

B+ λ

 . (18)

Here, a tracking method based on the joint translation scale
of a learning 3D scale spatial correlation filter is adopted.

FIGURE 6. Vehicle coordinate system.

The size of the filter is fixed asM×N× S, whereM, N, and S
are the height and width of the filter and the number of scales,
respectively. In order to update the filter, we first calculate a
feature pyramid in the rectangular area around the target so
that the estimated scale of the target is M × N. The training
sample f is then set as a rectangular cuboid with a size of
M × N × S in the feature pyramid, and the center is the
estimated position and scale of the target. A 3D Gaussian
function is then used as the corresponding expected corre-
lation output g. Finally, equations (10) and (11) are used
to update the scale space tracking filter. In order to locate
the target in the new framework, we extract an M × N × S
cuboid z from the feature pyramid, as shown above. The
cuboid is centered on the predicted target location and scale.
Equation (12) is then used to calculate the correlation score
y and get the new target position and scale by finding the
maximum score in y.

B. JOINT CALIBRATION OF LIDAR AND CAMERA
Calibration is the preparation condition for multi-sensor
information fusion. Different sensors have independent coor-
dinate systems and different acquisition frequencies, so data
from different coordinate systems must be converted to the
same coordinate system and time registration to achieve
fusion. For the joint calibration of mm-W radar and camera,
the purpose is to obtain the conversion relationship between
mm-W radar and camera data, that is, to find the correspond-
ing pixel points in the target azimuth data and image mea-
sured by radar at the same time. Due to the fact that the camera
capture frequency is higher than the laser radar, the camera
and laser radar image data point cloud data is a synchronized
timestamp. Therefore, this paper adopts the method of time
nearest neighbor matching in the time registration to find the
image data with the smallest time interval with each frame of
lidar data for processing,, so as to realize the time registration
of lidar and camera.

Next, coordinate transformation is undertaken. The world
coordinate system O0 – X0Y0Z0 is established as shown
in Fig. 6, and the coordinates are expressed as (X,Y,Z).
mm-W radar is installed at the O0 point, where X0O0Z0
is the detection plane and the detection target position is
(r, α). There are three coordinate systems in the camera
system: pixel coordinate system, image coordinate system,
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and camera coordinate system. The coordinates of image
coordinate system are expressed as (x,y), where the origin is
the main point of the camera, that is, the intersection of the
camera optical axis and the image plane, the x axis is parallel
to the U axis, and the Y axis is parallel to the V axis. The
camera coordinate system can describe the relative position
of the object and the camera. The coordinates are expressed
as (XC,YC,ZC), where the origin is the O point of the camera
optical center, the XC axis is parallel to the X axis, the YC
axis is parallel to the Y axis, and the ZC axis is parallel to the
camera optical axis and perpendicular to the image plane.

The coordinate transformation process can be generally
divided into three steps:

1) From a millimeter wave radar coordinate system to a
world coordinate system, Z0 is the distance between plane
XrOrZr and plane XO0 Y and H is the distance between plane
XO0 Y and plane XrOrZr.

X = r × sinα
Y = −H
Z = Z0 + r × cosα.

(19)

2) The transformation from the world coordinate system
to the camera coordinate system can be represented by the
rotation matrix R and the translation matrix T, where R is a
matrix with a size of 3× 3, representing the rotation of spatial
coordinates, and T is a matrix of size 3× 1, which represents
a shift in space coordinates.

XC
YC
ZC
1

 = [ R T
0T 1

]
X
Y
Z
1

 . (20)

3) The transformation from camera coordinate system to
image coordinate system is a process of transformation from
a 3D coordinate system to a 2D coordinate system, which
belongs to a perspective projection relationship and satisfies
the similarity theorem of triangles, where f is the focal length
of the camera.

ZC

 xy
1

 =
 f 0 0 0
0 f 0 0
0 0 1 0



XC
YC
ZC
1

 . (21)

4) The transformation from an image coordinate system
to a pixel coordinate system mainly involves a flex and shift
transformation. uv

1

 =


1
dx

0 u0

0
1
dy

v0

0 0 1


 xy
1

 . (22)

According to the equation (13-16), the conversion relation
between world coordinates and image pixel coordinates can
be determined.

FIGURE 7. Experiment roadmap.

IV. EXPERIMENTAL DESIGN AND DATA ACQUISITION
A. EXPERIMENTAL REQUIREMENTS
This experiment requires data relevant for vehicle identifica-
tion in conditions of rain and fog to be obtained and analyzed,
so strict requirements were imposed on the experimental
environment, which had to include poor visibility in heavy
rain and fog. The visibility range had to be between 150 and
200 m, which is considered to pose a significant driving
risk.

This experiment aimed to analyze the maximum distance
at which a car in front of the observer could be recog-
nized in conditions of poor visibility. This required that
there be no shielding between the two vehicles, which
required the traffic flow on the highway of the experiment to
be small.

The experiment was completed using cameras and radar.
To shoot clear objects in a low visibility environment, digital
High Definition (HD) cameras were required, and the radar
measurement distance was more than 200 m.

B. EXPERIMENTAL SITE
According to the requirements of this experiment, the loca-
tions of the experiment were the Xi’an Expressway and the
Shanghai–Shaanxi Expressway. The city of Xi’an is located
in the territory of Xi’an City, and the Xi’an Ring express-
way – G3001 National expressway and Shanghai–Shaanxi
expressway – G40 national expressway are two-way six lane
highways, as shown in Fig.7. The two expressways are char-
acterized by low traffic flow, high speeds, high construction
standards, complete traffic facilities, and large traffic capac-
ities and thus ensure fewer chances for the camera to be
blocked in the shooting process and less interference in the
radar measurement distance, which is convenient for the later
data search and analysis.

C. INTRODUCTION OF EXPERIMENTAL EQUIPMENT
A TOURAN car, as shown in Fig.8, was selected for the
experiment and equipped with a digital HD camera and Del-
phi Electronically Canning Radar (ESR). The camera was
mounted on the roof of the test car. The scene ahead of
the vehicle was filmed through the windshield, and video
data was recorded and stored approximately every minute.
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FIGURE 8. Experimental equipment. (a) Camera installation position.
(b) mm-W radar. (c) mm-W radar measurement range. (d) mm-W radar
installation position. (e) TOURAN car.

The Delphi ESR radar is installed in the front bumper of
the experimental vehicle to ensure that there is no object
blocking the front. The data acquisition system collects the
distance and Angle data from the radar through the Controller
Area Network (CAN) bus, which has a high measurement
accuracy and good stability performance, and can carry out
long-term continuous and stable work in a vehicle-mounted
environment. At the same time, the radar has a high-level
protection function and can operate normally under various
weather conditions and road conditions.

D. DATA ACQUISITION AND PROCESSING
In the experiment, the vehicle-mounted camera simu-
lated shooting and recording the front scene, and the
vehicle-mounted radar measured and recorded the distance,
relative speed, and angle from the obstacles and vehicles
in front to the experimental vehicle. The time of the data
recorded by the camera and the data recorded by the radar
was synchronous. The test car is running normally on the
middle or right lane of the expressway. When the vehicle on
the left overtakes the test car and continues to move away
from the test car, there will be a critical state where the vehicle
can be recognized and cannot be recognized. The driver in
the car reported this moment, and the co-pilot staff recorded
this moment. Taking the time recorded by the staff as the
combining point, the video was watched to find the scene
when the vehicle in front was in the critical state that could
be recognized or not recognized under four states: no lights,
taillights, double flash, and fog lights, and the corresponding
data was found in the radar data.

In the above experimental method, the visual acuity of
the driver in the experimental vehicle is an important factor
affecting the experimental results, so it is required that the
indicators of the driver’s near vision, moving vision and
light and dark adaptation be good. In addition, the subjective
cognitive effect of the driver’s eyes in the experimental car
is different from the picture recorded by the car camera,
so the picture read from the camera is only used to represent
the relevant state, and the difference between the subjective
perception of the driver and that of the driver is allowed. The
figure shows the different lighting effects of the car in front
as recorded by the camera.

FIGURE 9. Different lighting effects on the car in front of the camera.
(a) No taillights. (b) Clearance lamp. (c) Emergency flasher. (d) Fog lamp.

TABLE 1. Experimental data summary.

E. SUMMARY AND GROUP ANALYSIS OF EXPERIMENTAL
DATA
By sorting and screening the data obtained by the camera
and radar in the experiment, the distance between the front
car and the rear car in the fog can be recognized by the
rear car and will disappear when the vehicle is not equipped
with any light, taillight, double flash, or fog light, as shown
in figure 9. The situation in which the car in front does not
turn on any light is recognized by the car behind when it
is about to disappear into the fog is divided into a group,
known as the state of not turning on any light fixture, referred
to as not turning on. The situation in which the front car
indicator light can just be recognized in the fog is divided
into the second group, the state in which the indicator light
can just be recognized, abbreviated as clearance lamp. The
groups double flash and fog light are created according to
the same principle. The final effective experimental data are
shown in TABLE I.
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FIGURE 10. Visibility measurement effects of different taillights. (a) No taillights. (b) Clearance lamp. (c) Emergency flasher. (d) Fog lamp.

A total of 90 valid data were collected, including the
longest distance that can be recognized by the experimen-
tal vehicle under four states of running without any light,
clearance lamp, emergency flasher, and fog lamp and the
color of the vehicle itself.

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. VALIDATION OF VEHICLE CLASSIFIER
Although the cascade classifier selected for Haar feature
training has a satisfactory accuracy in ordinary scenes,

considering that it is rarely used in foggy conditions and
that the recognition effect of the classifier directly affects
the accuracy of the visibility, the performance of the trained
classifier is verified. A random frame image is taken from
the experimental video as a test sample. Since visibility
measurement requires little real-time performance, precision
and recall are only selected as evaluation indexes for this
verification. The near and far samples were tested separately.

In all the test samples, there were 348 vehicles in total,
of which 325 were correctly identified as vehicle targets
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and 23 were not identified. The number of non-vehicles that
were identified as vehicle targets is five. The accuracy of
vehicle detection is 93.39%, and the missing rate is 6.61%.
The results indicate that the classifier trained in this paper
achieves satisfactory results in vehicle identification.

B. VERIFICATION OF ANTHROPOMORPHIC VISIBILITY
According to the different opening conditions of taillights,
the 90 groups of effective data collected in the experiment
were divided into 47 groups with taillights not turned on,
23 groups with enlightening width lights, 11 groups with
double flashing, and 8 groups with fog lights. The tracking
effect of various taillights is shown in Figure 10, the last
picture of which is the critical moment when the tracking
target is about to be lost. The distance measured by radar at
that time is denoted as measured visibility (MV).

In order to quantitatively analyze the accuracy of the MV,
the MV accuracy(accMV) was calculated by the visibility
accuracy evaluation formula

acci =
dveri
dtr

(23)

Moreover, the visibility calculated by Koschmieder’s
law (KV) was selected for comparison, and its accuracy was
expressed as accKV. In the equation (23), i represents the
method used, dveri is the visibility obtained by the method to
be verified, and dtr is the ground truth measured in TABLE I
for different states.

It can be seen from Fig.11(a) that when the taillight is not
turned on, the MV is lower than the ground truth, and the
average accMV is about 0.88. The overall trend of KV is close
to the ground truth, and its average accKV is slightly lower
than AV, which is about 0.91. This is because the vehicle
classifier is still not able to reach the visibility of human eyes,
but can essentially reach the accuracy of traditional visibility
measurement methods.

It can be seen from Fig.11(b) that after the clearance lamp
was turned on, the accMV and accKV were both lower than
the visibility of human eyes, but the accMV was generally
higher than that of KV. From the average accuracy, the accMV
showed an upward trend, reaching 0.91, while the accKV
dropped to 0.85. This is because the traditional visibility
calculation method is to calculate the visibility of the over-
all environment, and the taillight segmentation identification
method can be used to identify vehicles with taillight on
at a greater distance. This difference is also evident in the
double-flash and fog lights. As shown in Fig.11(c∼d), accMV
is about 0.90, while accKV is only 0.83 when the double flash
is turned on. When the fog lamp is turned on, accMV is about
0.95, while accKV is only 0.81. However, since there is a
period of time for the vehicle to turn off its lights when the
dual flashing is on, it is easy to lose the tracking target in
advance during tracking, so accMV must fluctuate.
Overall, accMV in doesn’t open taillights flash and fog

lamps, open revelation width modulation, double shows an
ascendant trend. This is because the vehicles with taillights
on in foggy environments than don’t open the rear lights is

FIGURE 11. Anthropomorphic visibility comparison.

more penetrating, and fog lamps in the strongest penetrability
in several kinds of lights, this is also consistent with human
visual characteristic, so as to achieve the effect of personi-
fication. However, accKV tends to decrease in these cases.
This is because the ground truth is based on the visibility
measured by the rear light of the car in front determined by the
human eye, while the accKV is calculated as the visibility of
the overall environment, which is inconsistent with the visual
characteristics of the human eye, so there is thus a deviation.

VOLUME 8, 2020 206115



Y. Guo et al.: Visibility Detection Based on the Recognition of the Preceding Vehicle’s Taillight Signals

VI. CONCLUSION
In this paper, a sensor fusion–based anthropomorphic visibil-
ity measurement method was proposed for low visibility in
foggy expressway. This method takes into account the fact
that the driver mainly uses the taillight to identify the vehicle
in front in cases of low visibility, so the AdaBoost algorithm
and the taillight segmentation method were adopted to iden-
tify the vehicle with taillights on and off in the image col-
lected by the camera in real time respectively. Then, theDSST
algorithm was used to continuously track identified vehicles
until they lose tracking. The distance of the vehicle measured
by mm-W radar at the moment of losing tracking is recorded
as anthropic visibility. The anthropomorphic visibility mea-
sured by the proposed method is basically the same as that
of normal human eyes. Specifically, the visibility measured
when the vehicle is not turned on or with different taillights
is consistent with the difference observed by the driver, and
the visibility error measured under various taillights and the
visibility error of the normal vision driver is kept within 12%,
with a minimum of 5%.

This paper presents a visibility measurement method
which is more suitable for drivers’ needs. As car network-
ing technology matures and with the growing popularity of
mm-W radar and camera use, moving vehicles in a highway
network can have a method of using real-time measured
personification of the current location on the local visibility
and the visibility via snatched technology unified collection
of the entire road network database of personification vis-
ibility. Similarly, the network technology can also transmit
the visibility information of the location of vehicles on the
road network ahead to the drivers of vehicles, providing an
early-warning effect to reduce the risk of accidents.

Future research should focus on improving the recognition
accuracy of vehicles without turning on the taillights while
improving the overall accuracy of the vehicle recognition
algorithm and improving the loss tracking of vehicles with
double-flash on when lights are off. In addition, we will
consider applying this method to the measurement of night
visibility.
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